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A B S T R A C T

Smoothed Particle Hydrodynamics (SPH) simulations of violent sloshing flows characterized by
a strong fragmentation of free-surface can be affected by volume conservation errors. These
errors can accumulate in time and preclude the possibility of using such models for long-
time simulations. In the present work, different techniques to measure directly the particles’
volumes by their positions are displayed. Thanks to these algorithms, we discussed how volume
errors develop when introducing stabilization terms in the standard SPH schemes. Further, we
show that the control of these errors can be achieved through two different (non-alternative)
stabilization terms: (i) enforcement of dynamic boundary conditions on thin fluid jets and drops;
and (ii) a dynamical switch that can impose or not the time variation of the particle masses.

To demonstrate the effectiveness of the numerical techniques, four different violent sloshing
flows are investigated and compared with experimental data.

1. Introduction

After more than twenty years of rapid development, Smoothed Particle Hydrodynamics model has become widely used for solving
hydrodynamic problems characterized by violent free-surface flows (see e.g. [1–7]).

In particular, in the weakly-compressible SPH models (see e.g. [8]), the particle evolution equations can be integrated in time
through an explicit method. This method can be easily coded to run on massively parallel computers and/or Graphics Processing
Units (GPUs). For this reason, these SPH models are widely applied in different engineering fields making it possible to run
high-fidelity simulations with a wide number of particles (see e.g. [9–13]).

In the previous literature, there are many studies focusing on improving the accuracy, efficiency and stability of the SPH scheme.
However, there are very few studies focusing on volume conservation issues. In violent free-surface flow simulations where the liquid
interfaces are highly fragmented, volume errors can occur and accumulate in time. In the literature researchers have mainly focused
on weakly compressible SPH models and simulations; however volume error is also an important issue for the incompressible SPH
model as discussed in [14–16] and generally for other particle methods [17].

In the original form of the SPH, based on the compressible flows model and born for solving astrophysical problems (see e.g. [18]),
the ‘‘geometrical volumes’’ V

i
of the generic particle ith are a direct function of the particle positions r

i
. In fact, the particles carry

their own masses m
i
which does not change in time, the density and the geometrical volume of the particles are evaluated by:
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where W is a kernel function (see Section 2.2) which depends only by the particle positions. As a consequence, the conservation of
the mass is ensured and the volume variations are strictly related to the compressibility of the media.

When considering weakly-compressible free-surface flows as in the pioneering work by Monaghan [19], to overcome the problem
of the truncation of the kernel support close to the free-surface, the density ⇢

i
can be evaluated by integrating in time the continuity

equations. In the following, such a scheme will be called ‘‘Standard SPH’’. In this scheme, the masses of the particles are still constant
while the SPH particle volumes are evaluated with V

i
= m

i
_⇢

i
. As a consequence, because of the errors in the time integration of the

continuity equation, the volumes of the particles are not more directly linked to the particle positions. Therefore, local discrepancies
between the geometrical volume V

i
and the SPH one V

i
can appear, as further discussed and shown in this work.

It is well known that the standard SPH model suffers from instability over the pressure field, which can be controlled by adding
numerical diffusion into the scheme. The first attempt was done by Colagrossi and Landrini [20] who periodically filtered the density
of the particles during the time evolution. An alternative approach was proposed by Vila and Ben Moussa [21,22] through the use
of SPH schemes based on Riemann solvers, which approximate the fluxes of conservative variables through the particles. The use of
Riemann solvers involves the addition of numerical diffusion in both continuity and momentum equations, stabilizing the pressure
field and filtering out spurious numerical high-frequency noise (see e.g. [23]). A simplified version of the above Riemann-SPH
models is the �-SPH, where an explicit diffusive term is directly added into the continuity equation [24,25]. The �-SPH model was
successfully applied to several hydrodynamics problems, proving to be accurate and robust, and it became one of the most popular
SPH variants.

The above corrected SPH models are designed to conserve the total mass but errors in volume conservation are worse than the
standard SPH scheme. The reason is linked to the numerical diffusion added in the continuity equation, which introduces secular
terms between the SPH total volume V =

≥
i
V
i
and the geometrical one V =

≥
i

V
i
. The secular terms arise from the fact that

diffusion correction acts with a constant sign. A theoretical analysis of this aspect is not the focus of the present work and, being
it not trivial, it is left for future works. The aim of this work is to declare the presence of this drift on the volume error over time
and show its measurement and a possible solution to control it.

In the more recent SPH models, in addition to numerical diffusive terms, the use of Particle Shifting Techniques (PSTs) is
becoming more widespread (see e.g. [26–29]). Thanks to PST it is possible to regularize particles’ spatial displacements, improving
the accuracy of the method. However, as emphasized by Sun et al. [29] and recently by Khayyer et al. [30], also PST leads to secular
terms on the time behaviour of the volume errors, especially for long-time and violent flow simulations. In recent works by Lyu &
Sun [31] and Gao & Fu [32], it was shown that PST can be designed in order to control the volume error. In contrast, in Sang-Yoo
et al. [33], an Arbitrarily-Lagrangian–Eulerian SPH (ALE-SPH) model is investigated for studying sloshing flows, revealing some
advantages on the volume conservation due to the possibility of changing the particle masses and volumes consistently at run-time.

With respect to the test-cases used in [31–33] the problems discussed in the present work are characterized by more violent flows
with longer time evolution. Moreover, in some of the test-cases the surface tension effect cannot be neglected and it is shown how
it plays a relevant role in reducing the accumulation of volume errors. The challenging test-cases presented here can be adopted by
the SPH community as special benchmarks for controlling the volume conservation of the specific SPH model adopted.

The present article is organized as follows:

(i) In Section 2 five different SPH models adopted are introduced with the new corrections proposed for controlling the volume
errors during the time evolution;

(ii) In Section 3 two techniques to measure the fluid volume error in SPH simulations are proposed;
(iii) In Section 4 four selected benchmarks of violent sloshing flows are described with brief notes on the related experimental

set-up;
(iv) In Section 5, numerical results obtained with the five different SPH models of the four different test-cases are presented

underlying the effect of both viscosity and surface tension on the accumulation of volume errors.

2. SPH models with proposed techniques to control the total volume

In this section, the initialization of the SPH simulations is discussed, along with a brief introduction to the SPH models used for
the present investigation. A possible technique for controlling the volume errors is also discussed. In the following, it is considered
a fluid domain occupied by a liquid which is modelled as a weakly-compressible media (with variations of density field that are
confined within 1%).

2.1. Initial setting and evaluation of the particle volumes and masses

The fluid domain is discretized in particles that are set initially on a lattice with homogeneous spacing �r. It follows that the
initial particles’ volumes V

i0
, at time t = t

0
= 0, are evaluated as V

i0
= �r

n where n is the number of spatial dimensions. In the present
work, all the particles have the same size, therefore, the total volume of the discretized fluid domain, V

0
, is equal to V

0
= N

part
V
i0
.

The initial particle masses m
0i
are calculated through the prescribed initial density field, i.e. m

0i
= ⇢

0i
V
0i
and the initial total mass

of the liquid is M
0
=
≥

i
m
0i
.

Depending on the specific SPH model adopted, the particle masses m
i
may or may not be constant during the time evolution.

The particle densities ⇢
i
are always evaluated through the time integration of a continuity equation. Even if the mass of the particles

changes over time, all the SPH models adopted in the present work preserve the total mass of the system, i.e.
…
i

m
i
(t) = M

0
≈t À [t

0
, t
end

],
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where t
end

is the last time instant of the simulation at hand. During the time evolution, the SPH volumes V
i
are evaluated directly

as V
i
= m

i
_⇢

i
which are not directly linked with the particle positions and they cannot be used to evaluate geometrical volumes. It

follows that errors on the geometrical volumes V
i
can accumulate during the time integration of the particle evolution equations. As

a consequence the total volume of the particle system is not preserved, hence, the error has to be monitored through time evolution:

✏
V
(t) :=

V (t) * V
0

V
0

, V =

…
i

V
i
, (2)

where V is the geometric volume occupied by the whole set of SPH particles.

It is important to emphasize that the geometric volume V is not equal to the sum of the SPH volumes
≥

i
V
i
. This is a key point

for the SPH models and it is particularly true when the SPH continuity equation contains diffusive terms added for improving the
stability and the accuracy of the schemes and/or a PST is adopted. Obviously, the geometric volume V is strictly related to the
particle positions and in Section 3 two different algorithms are proposed to evaluate this quantity.

The SPH volumes V
i
, being directly linked with the density field, always respect the weakly compressible constraint, hence, the

sum
≥

i
V
i
remains always bounded within the 1% variation with respect to the initial total volume V

0
. This is not the case for ✏

V
,

as shown in the next sections, this error without any control can become in time higher than 1%.

2.2. Discrete SPH equations

Following the work by Antuono et al. [34], the Navier–Stokes equations for compressible fluids can be discretized within the
�-ALE-SPH scheme as follows:
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(3)

where F p

i
, F v

i
and F st

i
are the pressure, viscous and surface tension forces acting on the particle i.

The parameter ⌘ can be set equal to 1 or 0; in the latter case, the particle masses remain constant during the time evolution. Both
the ⌘ values are investigated in [34] where it is clearly shown that the two different schemes are equivalent in terms of outputs.
However, in the present work, we show that the error in the volume conservation, ✏

V
, exhibits different behaviours when ⌘ is 0 or

1. Therefore, the switch between the two schemes can be used to control volume errors.

For the sake of brevity, in the present work the notation r
ji
indicates the differences of the particle positions (r

j
* r

i
) and the

same holds for the velocity fields u
ji
and �u

ji
, while, for the generic scalar field the notation f

ij
just indicates the dependency of

the field f on the indices i and j.

The spatial gradients are approximated through convolution summations with a kernel functionW
ij
. This function has a compact

support whose reference length is denoted by h which is referred to as ‘‘smoothing length’’. As in [34] a C2-Wendland kernel [35] is
adopted in the present work and it depends on the particle distance r

ji
= Òr

ji
Ò, hence, the spatial derivatives of the kernel function

are represented as follows:

(
i
W

ij
= r

ji

0
1

r
ji

dW

dr
ji

1
= r

ji
F
ij
,

where the scalar function F
ij
only depends on the particle distance r

ji
and it is strictly positive (see also e.g. [36]).

The radius of the support of this kernel is 2h. For two-dimensional simulations, the number of particles inside the support is
chosen in order to satisfy the relation 2h = 4�r while for three-dimensional simulations, 2h = 3�r is adopted, where �r is the initial
particle spacing.

The vector �u is the Particle Shifting velocity adopted to regularize the particles’ spatial distribution during their motion. The
specific law adopted in the present work is given in Section Section 2.3. Accordingly, the time derivative d_dt used in (3) indicates
a quasi-Lagrangian derivative [29], i.e.:
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d(÷)

dt
:=

)(÷)

)t
+ ((÷) � (u + �u),

since the particles are moving with the modified velocity (u + �u) and the above equations are written in an Arbitrary-Lagrangian–
Eulerian framework. For this reason, the continuity and the momentum equations contain terms with spatial derivatives of �u (for
details, see [34]).

Regarding the pressure and viscous forces F p, F v

i
, they are expressed as:

h
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n
n
l
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n
nj
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(4)

where n is the number of spatial dimensions and C
S
is the so-called Smagorinsky constant, set equal to 0.18 (see e.g. [37]). The

viscous term in (4) contains both the effect of the physical viscosity � and the one related to the turbulent stresses �T

i
. The length

l = 4�r is the radius of the support of the kernel W and represents the length scale of the filter adopted for the LES sub-grid model.
ÒDÒ is a rescaled Frobenius norm, namely ÒDÒ =

˘
2D : D (see [38]). In order to damp the turbulent eddy viscosity �

T
near the

wall boundaries, a classical van Driest damping function is employed (see [39,40])

y
+
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i

u
⌧ i

⌫
, u

⌧ i
=

u
⌧
w i

⇢
i

, ⌧
w i

= �
)u

i

)n
k

ÛÛÛÛwall

,

where the normal gradient to the wall is evaluated considering the velocity u
i
and the distance y

i
of the ith particle from the wall

and using n
k
as the unitary vector to the wall associated to the kth node closest to the ith particle.

The terms Dm, D⇢ are the numerical diffusive terms introduced by [24,34]:
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(5)

where � and C
�
are dimensionless constants set equal to 0.1 and 6 respectively (see for details [38,41]). The superscript L in

(5) indicates that the gradient is evaluated through the renormalized gradient (for details see e.g [42]). When considering violent
free-surface flow, ÒD

i
Ò can reveal a singular behaviour in the limit l ô 0, especially during impacts, and it can reach unlimited

values; therefore, in order to avoid stability issues, the terms �
T

ij
and �

ij
are limited with upper bounds equal to, respectively,

�
T

ij
= 0.1 l c

0
⇢
0
_K and �

ij
= 0.1 l c

0
.

It is important to note that the corrections of the above term proposed in [43] to remove the ‘‘tensile instability’’ are not used
in the present work since this instability can be prevented by particle shifting.

The surface tension force is represented as:

F st

i
= *� 

i
n
i
�
⌃,i

,

where � is the surface tension coefficient, 
i
the local curvature of the interfaces close to the ith particle, n

i
the unit vector normal

to the interface and �
⌃,i

the interfacial function. To evaluate the three quantities, 
i
, n

i
and �

⌃i
the algorithm proposed in [44] was

implemented. It is worth noting that the model implemented was also able to correctly predict the contact angle between the liquid
and the tank wall. However, as also shown in [45], the correct prediction of the contact angle is not crucial for the dynamics of the
present test-cases.

Finally, since the variations of the density field are supposed to be small, a linear state equation in (3) was adopted and the
reference density value ⇢

0
refers to the density along the free surface. The weakly-compressible regime (density variations smaller

than 1%) arises when the speed of sound c
0
fulfils the condition:

c
0
g max

⇠
10U

max
, 10

˘
(�p)

max
_⇢

⇡
, (6)

where U
max

and (�p)
max

are respectively the maximum fluid speed and the maximum pressure variation (with respect to the pressure
on the free surface) expected in the fluid domain (see e.g. [46,47]). To avoid small-time steps in numerical simulations, an artificial
sound speed is generally chosen in SPH instead of the real physical value of c

0
. Such a numerical sound speed has to satisfy, in any

case, the constraint in Eq. (6) during the simulations.
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2.3. Particle Shifting Technique (PST)

To regularize particle distribution during the SPH simulation, the Particle Shifting Technique (PST hereinafter) [29] is utilized
with the shifting velocity �u in Eq. (3) written as:

h
n
n
l
n
nj

�u<
i

= * ⇠ hU
max
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j

4
1 + R
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W

ij
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j
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ij
Ò

2
,
U
max

2

1
�u<

i

ÙÙÙ�u
<

i

ÙÙÙ
,

(7)

where constants n and R are set to 4 and 0.2, respectively [48], and ⇠ is equal to 1 or 0 based if the PST is switched on or off (see
Section 2.7).

The second equation in (7) limits the magnitude of the shifting velocity. The magnitude is proportional to the smoothing length
h and therefore it reduces as the spatial resolution increases, which ensures the particle moving in a quasi-Lagrangian fashion.
Satisfying the kinematic boundary condition on the free surface implies that the normal component of �u must be nullified, hence,
the Eq. (7) needs to be modified when the i-the particle is close to the free surface (see [29,49], and [28]).

Although the use of the Particle Shifting Technique helps to increase the accuracy of the scheme, it also causes the loss of the
exact conservation of the angular momenta [34]. In addition, the PST has a large effect on the volume accumulation errors. Different
Particle Shifting law leads to different magnitude of the volume error, which was originally discovered in [29] and also recently
studied in [30,32].

2.4. Time integration

The system (3) is integrated in time by using a 4th-order Runge–Kutta scheme. The vector �u vector and the diffusive terms are
kept constant during the Runge–Kutta sub-steps, which means that a frozen-diffusion algorithm is used (see [42]).

The time step �t is obtained with the following equations:

h
n
n
l
n
nj

�t
v
= 0.125

0
h
2

⌫

1
, �t

a
= 0.25 min

i

u
h

Òa
i
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c
= K

c

0
h

c
0

1
,

�t
st

= 0.25

u
⇢ h3

2⇡ �
, �t = min(�t

v
,�t

a
,�t

c
,�t

st
) ,

(8)

where Òa
i
Ò is the particle acceleration and �t

a
is a constraint on the particles’ advection, i.e. for accuracy reasons particles should

not move with a displacement higher than their size �r (for more details see [50]).
The parameter K

c
is the Courant–Friedrichs–Lewy number, whose value depends on the adopted time integration scheme, on

the chosen kernel function and on the specific SPH schemes adopted (see Section 2.7).
Generally, �t

c
represents the most restrictive condition, however, the violent sloshing flows studied in this work involve strong

water impacts, hence, during such stages, the most restrictive constraint can be the advective one i.e. �t
a
. In this work, the Reynolds

and the Weber numbers treated are sufficiently high so that the constraints on the viscous diffusion process �t
v
and on the surface

tension �t
st
are less restrictive.

2.5. Solid wall boundary with a robust bouncing-back scheme

The sloshing flows studied in this research are confined in rectangular (2D) or cuboids (3D) tanks, therefore, the simple ghost-
particle model by [20] was adopted to enforce the solid boundary condition. However, due to the violent flows studied, a robust
bouncing-back technique is also needed to prevent the penetration of the fluid particles into the solid region. More in detail, when a
fluid particle is approaching a solid wall and its distance from the wall is less than �r_4, its normal velocity component is changed in
sign, leaving unchanged the tangential one. Regarding the distance d

i
of the generic particle i from the solid wall, this is evaluated

with:

d
i
= (r

i
* r

k
) � n

k
,

where r
k
is the position of the nearest solid wall node to the ith particle, and n

k
is the normal unit vector associated with the kth

node. The solid walls are discretized with the same spatial resolution adopted for the fluid domain.
It is worth noting that the bouncing-back technique acts on few particles, therefore its effect on the particles’ momenta is always

negligible.
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Fig. 1. Particles in thin jets and drops (red), free-surface region (green) and internal fluid (blue). (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

Table 1
Summary of the SPH models adopted for the simulations in this work.
SPH model � C

�
⇠ ⌘ K

c

Standard SPH 0 0 0 0 1.0
�-SPH 0.1 6 0 0 1.2
�
+-SPH 0.1 6 1 0 1.3

�-ALE-SPH 0.1 6 1 1 1.3
�
+-ALE-SPH 0.1 6 1 Dynamical Switch 1/0 1.3

2.6. Enforcement of dynamic boundary conditions on thin jets and drops: the EdBC correction

Besides the ⌘ switch discussed at the beginning of this section, a second key factor that may help in reducing the error on the
volume is the following correction:

p
i
= 0 ; ⇢

i
= ⇢

0
; V

i
=

m
i

⇢
0

, ≈i À S
F

with �
i
< 0.1 , (9)

where S
F
denotes the region of the fluid domain close to the free surface, that is the free-surface particles and their neighbouring

particles (see Fig. 1).
The free-surface particles are detected through the algorithm described in [51]. The quantity �

i
is the minimum eigenvalue of

the matrix:

L
i
:=

…
j

�
r
ji

‰ r
ji

�
F
ij
V
j
. (10)

The variation of particle displacements is very limited during the Runge–Kutta sub-steps, so the evaluation of Eq. (10) is updated
just at the end of each time step.

For the interior particles, which are regularly distributed and which have a large enough number of neighbouring particles, �
i

is very close to 1. Conversely, �
i
reduces its value for the particles belonging to S

F
set. In Fig. 1 it is evident that the particles

with �
i
< 0.1 are a limited number corresponding to the particles belonging to drops and on thin jets. It follows that the number of

particles where the correction EdBC (9) acts are very small, however, this correction may have a large effect on the volume errors
✏
V
, indeed, most of these errors come from the fragmentation of the free-surface. In the present work, �

i
< 0.1 is used for all the test

cases, however, we note that the value of the threshold could be changed for different h_�r ratios and different kernel functions.

2.7. Summary of the adopted SPH schemes

Considering the SPH scheme described in Section 2.2 we can downgrade it by switching off some of the parameters. For
example, putting ⌘ = � = C

�
= ⇠ = 0 the Standard SPH scheme is recovered. Among the possible combinations of the above

parameters we selected five different SPH models reported in Table 1 with the choice of different parameters, where K
c
is the

Courant–Friedrichs–Lewy number defined in Section 2.4.
In Section 5 it is discussed how the EdBC correction is effective on the different SPH models in both 2D and 3D frameworks.

3. Evaluation of geometric volume for free-surface flows

For all the cases treated in the present work (see more in Section 4), the liquid is initially contained in a rectangular tank which
occupies a volume V

0
= LHW , where L is the tank length, H the filling height and W the tank thickness (set equal to W = 1 for

the 2D cases). In this section, the methods to evaluate in run-time the geometric volume V of the particle system are introduced. As
a consequence, the relative volume error ✏

V
with respect to the initial value V

0
can be obtained (see Eq. (2)). During the simulation,

the time histories of ✏
V
(t) is stored in order to analyse it for the five different SPH models selected. In this section two methods of

evaluating V are introduced while the other two techniques are described in Appendix.
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Fig. 2. Relative error ✏
V
on the evaluation of the volume of a square domain L ù L, varying the ratio �r_h, i.e. the number of particles present in the kernel

support. The particles are displaced in the domain using the packing algorithm described in [53].

3.1. Method #1: Evaluation of geometric volume using the SPH kernel function

Following [52] the geometrical volume of the ith particle can be directly evaluated through the kernel summation, i.e.:

V
i
= 1_

…
j

W
ij
. (11)

This formula can be derived from the original SPH model Eq. (1) assuming the particle masses present a low gradient inside the
kernel support so that m

j
Ù m

i
.

Using formula (11), the error ✏
V
depends on:

(i) the regularity of the particles’ spatial displacement and
(ii) the number of neighbouring particles, i.e. the ratio �r_h.

An example of this evaluator is given in Fig. 2 for the calculation of the area of a squared domain. The particles are distributed
on the squared domain using the packing algorithm presented in [53] in order to have the distribution of the particles similar to
that predicted by an SPH simulation. In this example, bi-periodic boundary conditions are used to avoid the truncation of the kernel
support. The results reported in Fig. 2 show that a ratio h_�r = 2 is enough for getting a good evaluation of V , indeed, an error of
order 0.1% is small enough with respect to the one evaluated in our simulations characterized by a magnitude of one or even two
orders of magnitude greater than.

As remarked above, the formula (11) for V
i
cannot be used within the SPH schemes when a free-surface is present because of the

kernel support truncation of the particles that are in the neighbourhood of the liquid interface. The particle densities are evaluated
through the SPH Eq. (3) and the SPH volumes follow the equation V

i
= m

i
_⇢

i
, as already remarked, and they are not more directly

correlated with the positions of the particles and they cannot be used to evaluate ✏
V
.

Therefore, the formula (11) needs to be corrected when a free-surface is present. For all the particles belonging to S
F
the formula

(11) cannot be used since the kernel support is uncompleted. However, considering that close to the free-surface the pressure goes
to zero, in first approximation we can consider that the particles in S

F
have pressure close to zero, hence, a density close to ⇢

0

which corresponds to a particle volume close to the initial one V
i0
= �r

2. Therefore, the first method to evaluate the error volume
can be:

✏
(1)

V
=

≥
i

V
i

V
0

* 1 , V
i
=

h
n
l
nj

1≥
j
W

ij

≈i Ã S
F
,

V
0
= �r

2
≈i À S

F
.

(12)

For the approximation made, the above equation cannot be used run-time in the SPH scheme (3) instead of the continuity equation,
however, as shown in Section 5, it can be used for the time evaluation of the volume error ✏

V
.

Regarding the Standard SPH, the accumulation of the volume error is expected to be very limited. Indeed, the continuity equation
of the Standard SPH is given through the time derivation of Eq. (11):

dV
i

dt
= V 2

i

…
j

u
ji

� (
i
W

ij
, (13)

substituting the latter in the continuity equation we obtained:

d⇢
i

dt
=

d
⇠
mi

Vi

⇡

dt
= *m

i

…
j

u
ji

� (
i
W

ij
Ù * ⇢

i

…
j

u
ji

� (
i
W

ij
V
j
. (14)

Therefore, the error ✏(1)
V
is just linked to the error made by the time integration of this equation with the assumption V

i
Ù V

j
.
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Fig. 3. Sketches of how works the graphical method. On the left panel: the frame of the numerical simulation. On the right panel: the zoom of the squared
area. In particular, the bottom figure shows the snapshot after the conversion in binary pixels: black with a value equal to 1 for fluid regions and white with a
value equal to 0 for the empty ones.

3.2. Method #2: Evaluation of geometric volume using the graphical method

This second method is used as a validation of the previous one. It is based on the analysis of the positions of the particles
during the time evolution through an examination of saved snapshots, exploiting graphical code built on MATLAB©. The particles
are represented as coloured circles and their size has to be tuned in order to have a complete overlapping between the particles
avoiding empty spaces. Each snapshot is then elaborated, converting the pixel of fluid in black and associating a value equal to 1
while the void regions are set in white associating the value of 0 (see Fig. 3). The second approximation for the error ✏

V
is given

as:

✏
(GM)

V
=

N
black

pixel

N
tot

pixel

* 1 , (15)

where N
tot

pixel
are the total number of the pixels of the image processed while N

black

pixel
are the number of pixels representing the fluid

region which are coloured in black.
It is worth noting that the evaluation in time of ✏

(GM)

V
requires saving many configurations of particles during the whole

simulation. However, for long-time periodic sloshing, this is not possible if we want to limit the total size of the output files. For
this reason, in the longest periodic sloshing cases presented in this work, the particle configurations are stored only for the last part
of the simulation.

The extension of this graphical method to the 3D framework is more difficult to apply and manage. In fact, at different time
instants, the particle domain should be cut on several slices where the proposed algorithm needs to be applied.

4. Description of the sloshing problems considered for the validation of SPH models

In the present work, four different violent sloshing flows in partially filled rectangular tanks are investigated through experi-
mental tests and numerical simulations with single-phase SPH models. These test-cases were designed within the European Project
SLOWD ‘‘Sloshing Wing Dynamics’’. The project aimed to investigate the fuel sloshing damping effect to reduce the design loads
on aircraft wings. In this project, an extensive experimental campaign was conducted to study slosh-induced damping in an excited
tank filled with liquid.

The selected benchmarks differ not only in the tank’s size but also in the sloshing dynamic and more in detail they are:

1. Shallow Water (SW) — periodic heave sloshing (SAP);
2. Intermediate Water (IW) — heave sloshing in decay motion (UPM);
3. Intermediate Water (IW) — periodic sway sloshing (INM1);
4. Intermediate Water (IW) — periodic sway sloshing with large amplitude motion (INM2).

The characteristic lengths of the tank geometry are L, D and W which are respectively the length, the height and the width of the
tank. In the non-inertial frame of reference moving with the tank, the x-axis is set along the tank length L, y-axis along the height
D and z-axis along the tank width W . The origin of the xy axis is set on the left-bottom corner of the tank. The filling height is
indicated with H . The tank oscillating motion is characterized by an excitation amplitude A and by a period of oscillation T . For
the second test-case (UPM) the amplitude exponentially decreases in time from its initial value A.
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Table 2
Geometric tank size of test cases.
Test N˝ Label L (cm) D (cm) W (cm) H (cm) M

L
(Kg)

#1 SAP 11.72 2.72 7.80 1.36 0.124
#2 UPM 10.0 6.00 6.00 3.00 0.180
#3 INM1 100 100 10.0 35.0 34.9
#4 INM2 100 100 10.0 35.0 34.9

Table 3
Parameters of the sloshing test cases.

A (cm) f = 1_T (Hz) �E (mJ) �W = �E_T (mW)

SAP 0.43 13.0 7.67 99.7
UPM 5.70 6.51 489 3185
INM1 5.00 0.909 1426 1298
INM2 10.0 1.00 6889 6889

Table 4
Dimensionless sloshing parameters.

Sloshing dynamic H_L A_L !(H_g)
1_2 Re We

SAP Heave — Periodic SW 0.12 0.037 3.04 4970 25.0
UPM Heave — Decay motion IW 0.30 0.57 to 0 2.26 70,100 2240
INM1 Sway — Periodic IW 0.35 0.05 1.08 649,000 16,530
INM2 Sway — Periodic IW 0.35 0.10 1.19 649,000 16,530

Fig. 4. Experimental snapshots of two different SAP test-case sloshing flows with the frequency of the vertical oscillation equal to f = 13 Hz and two acceleration
amplitudes respectively equal to a

0
= 1.5g and a

0
= 3g [54].

The fluid mass is indicated with M
L
= ⇢LH W , the reference kinetic energy with �E = 1_2M

L
(A!)

2, where ! = 2⇡_T . The
related reference mechanical power is determined with �W = �E_T .

Considering U
ref

=

˘
gH as a reference velocity of the studied sloshing flows, the Reynolds number is defined as Re =

˘
gH H_⌫.

The Weber number is defined as We = ⇢
0
U

2

ref
H_�. In most of the sloshing flows water is used as liquid, therefore the density,

kinematic viscosity and surface tension are: ⇢ = 1000 kg_m
3, ⌫ = 10

*6
m

2
_s and � = 0.0727 N_m. For the second test-case (UPM)

Re and We numbers need to be multiplied by 4.3 and 18.5 respectively, indeed, because of the large amplitude motion of the tank,
the reference velocity is 4.3

˘
gH . For easier reading, the values of all quantities involved for all 4 test-cases are summarized in

Tables 2–4, together with dimensionless quantities.

4.1. Test-case #1 (SAP)

Test-case #1 belongs to a large experimental campaign characterized by a tank subjected to a harmonic vertical acceleration
with the following law:

y
tank

(t) = *A cos(! t),

where several frequency and vertical acceleration values are investigated experimentally in [54] and numerically in [55].
In the experiment, the motion of the tank was imposed by a controlled electrodynamic shaker able to force a vertical sinusoidal

displacement as shown in the snapshots of Fig. 4 for two tested conditions. In particular, in the present work, we limit our analysis
to the case with A = 0.43 cm and f = 1_T = 13 Hz which correspond to a maximum acceleration equal to a

0
= !

2
A Ù 3g.

From a physical point of view, the high vertical accelerations make the free surface unstable, reaching a nonlinear chaotic regime
of the liquid with violent impacts on the ceiling and on the bottom of the tank with a significant fragmentation of the free surface.
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Fig. 5. Experimental snapshots at three different time instants, t = 0.91T , t = 1.05T and t = 8.47T , of the vertical sloshing water tank carried out for UPM
test-case [56].

Fig. 6. Experiments snapshots sloshing sway respectively on the left-side INM1 (A = 0.05L, T = 0.870 T
1
s) and right-side INM2 (A = 0.10L, T = 0.793 T

1
).

4.2. Test-case #2 (UPM)

For this test-case the tank is connected to a set of six springs arranged three on the upper and three on the lower side. The
tank is filled up to 50% of its volume (i.e., H = 3 cm) with water and when the springs are released, the tank starts oscillating
at a characteristic frequency of about f

0
= 6.51 Hz as shown in Fig. 5. At the time t = T , the tank reaches its maximum vertical

displacement 2A = 1.14L and a maximum acceleration a
max

Ì 8.8g. The experimental campaign of this problem is described in detail
in [56]. Because of the large amplitude motion and the high frequency of oscillation also for this test-case the flow is characterized
by violent free-surface deformation with energetic fragmentation phenomena. The vertical motion of the tank decays in time under
the action of the friction force and the sloshing dissipation; after 25 periods the tank is practically stopped, while due to the high
Reynolds number (Re = 70,100), the liquid sloshing persists for a larger time range.

This case was also analysed numerically in [23,45,57,58] and performed with two different numerical approaches in [59]. For
the sake of clearness, in the previous works, the Reynolds number is not referred to filling height H but to the tank length L, hence,
it is equal to Re

L
= 233,000.

4.3. Test-case #3 and #4 (INM1 and INM2)

In Test-case #3 and #4 periodic sloshing flows in the horizontal direction are considered. The excitement of the tank is performed
with a pure-sway forced motion with sinusoidal horizontal law:

x
tank

(t) = A sin(!t),

with an oscillation period T = 2⇡_! that is close to the first linear sloshing natural period T
1
= 1.265 s. It follows that large motions

of the free-surface are induced by breaking wave events and the occurrence of intense water impacts on the tank’s lateral side. The
filling depth for both cases is H = 0.35L while two different values of amplitude A = 5 cm and A = 10 cm are used. Conversely,
the periods of oscillation are quite similar to T = 1.1 s and T = 1 s (see Table 3). Fig. 6 shows two-time instants during the test
INM1 (left) and INM2 (right). During the test INM1 gentle breaking wave events develop, conversely, because of the larger motion
amplitude A = 10 cm, INM2 is characterized by a more violent sloshing flow with a significant fragmentation of the free surface.

5. Numerical results and discussions

All the test-cases were performed with No-Slip boundary conditions on the solid wall to capture the effect of the friction forces on
the later wall. The spatial resolution adopted in the simulations is high enough to resolve the boundary layer region which always
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Table 5
Parameters adopted in the SPH simulations of the four sloshing tests.

c
0
(m/s) N = H_�r �t (�s) �t c

0
_h

SAP #1 10 200 13 0.95
UPM #2 40 800 2.4 1.28
INM1#3 20 200 241 1.38
INM2#4 20 200 241 1.38

Table 6
Duration t

end
, iteration times N

iter
, particle numbers N

part
and CPU time in the numerical simulations of the four sloshing tests.

t
end

(s) t
end

_T N
iter

N
part

CPU time

SAP #1 7 91 542,000 345,000 3 days 4 h
UPM #2 4 26 1,650,000 2,135,000 64 days
INM1#3 300 272 1,240,000 114,000 2 days 9 h
INM2#4 300 300 1,240,000 114,000 2 days 9 h

remains in a laminar regime. In any case, even using the Free-slip condition, the issue of volume conservation would be present for
all the cases considered. As already stressed, for all the test-cases a single-phase SPH model was adopted. The good comparisons
with the experimental data demonstrate that the effects related to any entrapment of air by the liquid are mainly negligible. Table 5
reports the artificial speed of sound adopted in the different test-cases, and the maximum spatial resolution H_�r adopted. The time
step requested by the constraints of Eq. (8) in Section 2.4 is recorded in time and the average value is reported in both dimensional
and dimensionless values in Table 5.

For the CPU costs, Table 6 reports the time interval simulated, the number of time steps, the number of particles adopted for
the highest spatial resolutions and the CPU time requested. All the simulations ran on a Workstation equipped with CPUs Intel(R)
Xeon(R) Gold 6128 CPU @ 3.40 GHz with 24 cores.

For the sake of brevity, for test-cases #1 the results of the five SPH models are presented while for test-cases #2, #3 and #4
we only report the �

+-ALE-SPH results showing its ability to limit the volume errors together with the comparisons with available
experimental data.

For such kind of violent sloshing flows the air effect can be relevant, however, the comparison of our results on the sloshing
damping against the experimental data is quite good, therefore the role of the air seems to be not critical in this aspect. In [59] the
single-phase SPH was compared with the two-phase Finite Volume Method, for the test-case #2. The air effect is quite evident in
the flow details. However, the comparisons between the two codes on the slosh dissipation remain quite fair. For the SPH schemes,
the volume conservation issue is more critical in single-phase with respect to two-phase models. In the latter, the presence of air
particles with a pressure field linked to the occupied volume drastically limits the volume errors.

5.1. Test-case #1 (SAP) Shallow water — periodic heave sloshing

In this section, the first test-case is analysed. The tank motion is in the vertical direction and it is periodic see Section 4.1.
Two Reynolds numbers are considered, i.e. Re = 494 and Re = 4940. The simulations at Re = 4940 correspond to the experiment
test-cases and they were performed with and without the surface tension. In the presence of the free-surface the value of the Weber
number is the same as in the experiments.

5.1.1. Test-case SAP at Re = 494 and without surface tension (We = ÿ)
We started the test-case SAP by reducing the Reynolds number by a factor of 10 and ignoring the surface tension. This allows

showing in a simpler way the main mechanism of the different tested five SPH schemes (see Table 1). Conversely, in the following
subsection, the results of the numerical simulations with the Reynolds number tested in the experiment are presented and it will be
shown that with higher Re the volume conservation issue can be even more demanding for the SPH schemes.

Fig. 7 shows the error ✏(1)
V
for four different SPH models. For these results the EdBC correction has not been used, it is clear that

the Standard SPH is the only model where the accumulation error on ✏
V
seems negligible.

All three models �-SPH , �+-SPH and �-ALE-SPH accumulate significant volume errors with negative sign i.e. the geometrical
volume V is reducing. When using the PST (�+-SPH and �-ALE-SPH models) the error on the volume conservation increases with
respect to the result of �-SPH. In the �-ALE-SPH model (in which ⌘ = 1 and the particle masses change in time) ✏(1)

V
 increases so

much as to make the simulation unstable, hence, it is impossible to perform the ninety oscillations of the tank with such an SPH
model.

In Fig. 8 the EdBC correction is applied to all four SPH models. The use of the EdBC correction worsens the Standard SPH results.
Concerning �-SPH with the EdBC correction, the absolute level of error ✏(1)

V
 does not change but, on the contrary, the sign of the

steepness of ✏
V
passes from negative to positive. The results in Fig. 8 show that ✏(1)

V
is particularly reduced for �+-SPH when EdBC

is adopted. Also in this model a change in the sign of the steepness is recorded. The �-ALE-SPH model largely benefits when EdBC
is used, even if, the volume error is still high and it remains the worst SPH model in this respect.
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Fig. 7. Time histories of volume error of the sloshing problem simulated with different SPH models without EdBC correction.

Fig. 8. Time histories of volume error of the sloshing problem simulated with different SPH models with EdBC correction.

Fig. 9. Time histories of volume error (blue solid line) and ⌘ value (red dash line).

The change of the sign of the ✏
V
steepness is a key point for the present work since it gives the possibility to control the volume

errors by switching from model to another.
In all the different test-cases simulated we always observe this change in terms of the ✏

V
slope when EdBC is used for the �+-SPH

model. Thanks to these different temporal behaviours of ✏
V
, depending on the value of ⌘, it is possible to control the volume error

using a switch of the value of ⌘ during the simulation so that the �
+-SPH and �-ALE-SPH alternate over time. This combination of

patterns is referred to in the following text as the �
+-ALE-SPH model. The results are shown in Fig. 9 for the proposed �

+-ALE-SPH
scheme, where ⌘ changes over time when ✏(1)

V
 exceeds a given threshold. In this case, the threshold is set to an error of 1%.

It is worth noting that the oscillating time behaviour of ✏(1)
V
does not allow the use of a threshold small as desired, even if, as

shown later, increasing the spatial resolution, these oscillations reduced in amplitude allowing in general smaller threshold levels.
Either way, for all simulations performed in this work the threshold of 1% is used assuming it is small enough.

It is worth pointing out that also the �-SPH model can in principle be controlled switching the EdBC correction, however, for
the sake of brevity, this investigation was not followed in the present work and is left for future studies.
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Fig. 10. Error on volume varying the spatial resolution. Top: Standard SPH. Middle: �-SPH. Bottom: �+-ALE-SPH.

Fig. 10 depicts the time histories of ✏(1)
V
changing the spatial resolution for the Standard SPH, �-SPH and �

+-ALE-SPH. With the
Standard SPH, the error decreases with N and it always remains less than 1% during the simulation. As commented in Section 3,
given the direct link with geometrical volume V and the continuity equation adopted in the Standard SPH, the above result is not
surprising. Conversely, the diffusion added in the continuity equation for �-SPH always leads to a relevant accumulation of the
volume error, even at the highest spatial resolutions (this behaviour is also shared by �-ALE-SPH and �

+-SPH methods, which is not
shown just for the sake of brevity).

In the case of the �
+-ALE-SPH scheme the control mechanism, that employs the switch on the ⌘ parameter, confined the error

within 1% for all the spatial resolutions. When N=200 the time histories show a smoothed behaviour in time and this means that
in practice a further reduction of the threshold error below 1% would be possible.

Finally, to close this subsection a comparison between the two methods for evaluating the geometric volume, described in
Section 3, ✏(1)

V
(see Eq. (12)) and ✏

GM

V
(see Eq. (15)) is provided in Fig. 11. Discrepancies between the two algorithms are evident,

however, their accuracy is enough good for the analysis performed in this work, indeed, they evolve in the same trend. The difference
is due to the particle distribution of different SPH models as shown in Fig. 12. It is easy to observe that the Standard SPH is
characterized by the most disordered configuration and therefore the difference between ✏

(1)

V
and ✏

GM

V
is the largest. On the contrary,

this difference is quite limited for the �
+-ALE-SPH scheme thanks to the PST which guarantees a uniform particle distribution.

Contour plots of the local error on volume, ✏(1)
V i
, for three different SPH models are depicted in Fig. 13 for the final time instant

of the simulations. The fluid particles’ distribution shows how the sloshing flow is quite energetic, inducing large deformation of
the fluid domain as deeply discussed in [55]. From the middle plot of Fig. 13, it is quite evident that the volume contraction of the
�-SPH is the highest since the volume error ✏

V i
 is greater than 10%. Conversely, for the Standard SPH most of the particles do not

show sensible volume error, while in the �
+-ALE-SPH the field of ✏

V
presents regions with low values of ✏(1)

V i
and others with high

values, a trend that ensures a volume average that remains bounded.
It is worth noting that, even if the Reynolds number in this first test-case is quite low, the damping due to the eddy viscosity

is 26%, and this is linked to the high free-surface fragmentation. When using the real Reynolds number (see next subsections) the
eddy viscosity contributes 56%, indeed, as shown, the turbulent regime starts to be quite energetic.
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Fig. 11. Time histories of volume error. Comparison between the run-time procedure, ✏(1)
V
, and the graphical method ✏

GM

V
(see Section 3).

Fig. 12. The enlarged view around the left-top corner. Particles distribution for the SPH models during a roof liquid impact event: Standard SPH, �-SPH and
�
+-ALE-SPH. Vorticity ranges between *5! to +5!.

5.1.2. Test-case SAP at Re = 4940 and without surface tension
This subsection reports the test-case SAP with the real Reynolds number of the experiments. Being the Reynolds number higher

ten times with respect to the previous subsection, the spatial resolution is doubled to N = H_�r = 200.
Fig. 14 shows the time evolution of the volume error for the three SPH models: Standard SPH, �-SPH and �

+-ALE-SPH. The
absolute error ✏(1)

V
 for the �-SPH exceed the 10% while for Re = 494 it remains below this threshold. Again as in the previous

subsection the Standard SPH presents a very low level of volume error. Regarding �
+-ALE-SPH the switching of the ⌘ parameter (see

Section 2.2) allows, also in this case, good control of the volume error.
Contour plots of the local error on volume, ✏(1)

V i
, for three different SPH models are depicted in Fig. 15. As can be seen, with

respect to the previous test-case the lower viscosity level leads to a more intense fragmentation of the free-surface which leads to a
larger accumulation error on the fluid volume for the �-SPH model. Conversely, for Standard SPH and �

+-ALE-SPH schemes the ✏
(1)

V

fields present similarity with ones of the previous sub-section.

5.1.3. Test-case SAP at Re = 4940 and with real surface tension (We = 25)
Differently from the previous subsection, the test-case SAP is simulated with the real values of Reynolds number (Re = 4940) and

surface tension (We = 25). Contour plots of the local error on volume, ✏(1)
V i
, for three different SPH models are depicted in Fig. 16. It
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Fig. 13. Contour plot of the local error on volume, ✏(1)
V i
, for three different SPH models: Standard SPH (top), �-SPH (middle), �+-ALE-SPH (bottom) at Re = 494.

Fig. 14. Time histories of volume error. Comparison between the three SPH models.

is clear to note that, contrary to the previous test-case, the fragmentation of the present case is reduced by the action of the surface
tension force. It follows that the accumulation error on the fluid volume is less as depicted in Fig. 17.

The top plot of this figure shows that the �-SPH still accumulates in time the volume error but with a lower steepness. Regarding
the �+-SPH the surface tension effects completely eliminate the appearance of secular term, hence, the volume errors always remain
below 1% and there is not any necessity of changing ⌘ from 0 to 1.

The bottom plot of Fig. 17 shows the comparison of the volume error measured by ✏
(1)

V
and ✏

GM

V
during the simulation with

�
+-SPH model. The agreement between the two algorithms is quite good for the purposes of the present work.
Even if with the surface tension there is no need to change ⌘, the use of the EdBC is still relevant as shown in Fig. 18. Especially

for the lower particle resolution, where surface tension is still not able to prevent fragmentation, the accumulation of volume error
is not negligible

As a summary of the test-case SAP results, Fig. 19 displays the rate of the slosh dissipated energy P made dimensionless with
the reference power �W = �E_T where �E = 1_2M

L
(A!)

2, see Table 3. The measure of the experimental value of P is reported
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Fig. 15. Contour plot of the local error on volume for three different SPH models: Standard SPH (top), �-SPH (middle), �+-ALE-SPH (bottom) at Re = 4940.

in [54]. Three SPH models are considered: Standard SPH, �-SPH and �
+-ALE-SPH models with four different spatial resolutions

N = H_�r = 25, 50, 100, 200. The three plots of Fig. 19 refer to the parameters investigated in the previous subsections, i.e. Re =
494 & We = ÿ, Re = 4940 & We = ÿ and Re = 4940 & We = 25. One may find that, the �

+-ALE-SPH model with the real physical
parameter setting (Re = 4940 & We = 25) predicts the most accurate energy dissipation by comparing with the experimental value
from [54]. Furthermore, the �

+-ALE-SPH is the SPH model that exhibits the highest rate of convergence, indeed, the difference of P
at N=100 and N=200 are quite small. As stressed in [55] the overestimation with respect to the experimental data of the �+-ALE-SPH
model is linked to the 2D framework indeed 3D effects are not completely negligible for this test-case. It is worth noting that for the
case Re = 4940 & We = ÿ none of the SPH models converge with the spatial resolution N , indicating that the scale of the turbulent
eddies is still not well resolved. Regarding the �-SPH , this model always gives the lowest results and this is mainly linked to the
worst behaviour on the volume conservation. For the case with Re = 4940 & We = ÿ this SPH model shows even a divergence
when increasing the spatial resolution.

5.2. Test-case #2 (UPM). Intermediate water — heave sloshing with decay motion

In this section, the heave sloshing with decay motion, described in Section 4.2, is analysed using three SPH models: the Standard
SPH, �-SPH and �

+-ALE-SPH models. As for the test-case #1 results are compared against the experimental measure of the slosh
dissipation [23,57–59]. Fig. 20 depicts the time histories of the vertical displacement of the tank. At time t = T the tank reaches
the maximum vertical elevation.

As remarked in the previous studies [23,57–59], being the Weber number (We = 2240) enough large, the surface tension effect
on the slosh dissipation is negligible. However, its effect on the volume error can still be quite relevant. Therefore, also in this
section, SPH simulations were performed both with and without the surface tension as in the previous test-case (SAP).

5.2.1. Test-case UPM at Re = 70,100 without surface tension (We = ÿ)
Fig. 21 shows the fluid configurations for six-time instants. As commented in [58] the flow initially evolves with a Rayleigh–

Taylor instability where the free surface deforms developing different liquid jets. Then, the fluid impacts the tank wall ceiling with
the production of lateral jets. After this initial stage (first row of Fig. 21) the fluid starts a series of cyclical impacts against the
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Fig. 16. Contour plot of the local error on volume ✏
(1)

V i
for three different SPH models: Standard SPH (top), �-SPH (middle), �+-ALE-SPH (bottom) at Re = 4940

and We = 25.

bottom of the tank (second row of Fig. 21). The fluid is mostly fragmented in multiple jets and the energy is mainly dissipated
in free-surface reconnections and the consequent generation of vorticity. At t > 16T the impacts of the liquid on the roof become
rarer and weaker and the flow enters a more conical lapping regime (i.e. the acceleration of the tank becomes less intense than the
acceleration of gravity, see line bottom of Fig. 21).

In Fig. 21 the particles are coloured with the local volume error ✏
V i
. As in the previous test-cases the �

+-ALE-SPH model is able
to maintain a limited averaged value of the volume error.

Fig. 22 depicts the time histories of volume errors ✏(1)
V
and ✏

GM

V
evaluated with both the algorithms of Section 3. The geometrical

volume increases by about 1% up to t Ù 7.7, then, thanks to the ⌘ switch, the volume decreases to about *1% within a time range
of one second and then goes up slowly to the zero error level after the second eta switch.

It is worth noting that, for t > 18T , the flow motion largely decays in intensity and consequently, the volume error stops drifting.
In this problem, just two ⌘ switches are necessary to limit the volume error within the 1% level. This is also shown in Fig. 23
for three different spatial resolutions. In the same figure, it is clear that the increasing of the spatial resolution takes more time
to reach the error limit of 1% delaying in time the switch of the ⌘ parameter. It should be underlined that within the previous
articles [23,58,59] the simulations are performed without the correction proposed in this article. Since the UPM test case is limited
in time to 26 oscillation periods with an amplitude that quickly reduced in time, the volume errors were limited below 10% and
luckily those errors do not affect significantly the evaluation of the sloshing dissipation.

5.2.2. With surface tension (We = 2240)
As remarked in [23,58,59], since the Weber number is quite high, the surface tension plays a marginal role in the slosh

dissipation, as further commented on at the end of this section. Plots in Figs. 24 and 25 display the time history of the volume
error. Conversely to the test-case #1 (see Section 5.1) in this benchmark case the switch of ⌘ is still necessary even when the
surface tension is present.
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Fig. 17. Time histories of volume error. Top: Comparison between the three SPH models. Bottom: Comparison between the run-time procedure, ✏(1)
V
, and the

graphical method ✏
GM

V
(see Section 3) for the �

+-SPH model.

Fig. 18. Time histories of volume error. The �
+-SPH model is used without EdBC for three different spatial resolutions N=50, 100, 200.

Fig. 19. Sloshing dissipated energy for each oscillation period for three SPH models varying the simulating parameters. Left: Re = 494, middle: Re = 4940,
right: Re = 4940 and We = 25. The horizontal dash-dotted line represents the experimental value from [54].
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Fig. 20. Time histories of the vertical displacement of the tank.

Fig. 21. Heave sloshing in decay motion: contour plot of the local error on volume for the �
+-ALE-SPH model without surface tension. Spatial resolution N = 800.

The dash-dotted line refers to the initial filling height H . The video of the simulation is available at Link Video N1.

Fig. 26 shows the �
+-ALE-SPH solution. Even if the main feature of the flow commented in the previous section for W e = ÿ is

also here well visible, the effects of the surface tension of the flow evolution are evident.

Regarding the sloshing dissipation, the experimental data have been reported in [58]. Fig. 27 shows the sloshing dissipation
made dimensionless using the energy potential gap �E

P
= M

l
g 2A = 201 mJ, instead of the reference kinetic energy �E = 489 mJ

reported in Table 3.

https://youtu.be/-9Dxylx-EgM
https://youtu.be/-9Dxylx-EgM
https://youtu.be/-9Dxylx-EgM
https://youtu.be/-9Dxylx-EgM
https://youtu.be/-9Dxylx-EgM
https://youtu.be/-9Dxylx-EgM
https://youtu.be/-9Dxylx-EgM
https://youtu.be/-9Dxylx-EgM
https://youtu.be/-9Dxylx-EgM
https://youtu.be/-9Dxylx-EgM
https://youtu.be/-9Dxylx-EgM
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Fig. 22. Time histories of volume error. Comparison between the run-time procedure, ✏(1)
V
, and the graphical method ✏

GM

V
(see Section 3).

Fig. 23. Time histories of volume error for three different spatial resolutions N = 200, 400 and 800.

Fig. 24. Test-case #2 with surface tension: time histories of volume error with the �
+-ALE-SPH model. Spatial resolution N=200. For the latter the comparison

between the run-time procedure, ✏(1)
V
, and the graphical method ✏

GM

V
(see Section 3) is also reported.

Fig. 25. Test-case #2 with surface tension: time histories of volume error with the �
+-ALE-SPH model. Spatial resolution N=400. For the latter the comparison

between the run-time procedure, ✏(1)
V
, and the graphical method ✏

GM

V
(see Section 3) is also reported.
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Fig. 26. Heave sloshing in decay motion: contour plot of the local error on volume for the �
+-ALE-SPH model with surface tension. The dash-dotted line refers

to the initial filling height H . Spatial resolution N = 800. The video of the simulation is available at Link Video N2.

Several numerical simulations were performed for different spatial resolutions in the range N À [50 : 800]. For the case with
W e = ÿ, no-slip boundary conditions were enforced and the �

+-ALE-SPH solutions are compared with the ones in [59] where free-
slip are used. This plot displays the role of the boundary layer that is more important than the surface tension. The underestimation
of E

diss
is linked to the 2D framework as shown in [23] where 3D simulations are considered. As remarked in the [23,58,59],

due to the chaotic nature of the flow, the slosh dissipation reported in Fig. 27 is obtained by averaging the results of 10 different
simulations.

The averaging was performed for the four different spatial resolutions (N = 50, 100, 200 and 400), indeed, the CPU costs for
resolution N = 800 are too large to perform ten runs even for a 2D framework (see Table 6). The limitation is not mainly linked
to the number of particles, which is about two million for N = 800, but to the fact that more than 1.5 million time iterations are
required.

5.3. Intermediate water — periodic sway sloshing

In this section the periodic sway sloshing INM1 and INM2 described in Section 4.3 is analysed with �
+-ALE-SPH simulations.

Being the test-case INM2 quite energetic we performed the analysis on the volume error both in 2D and in 3D framework.

5.3.1. Test-case INM1
The analysis begins with the test case INM1 where only 2D simulations were considered, indeed, the comparisons of the 2D

simulations with the experimental data are quite good in terms of free-surface motions as described in [60,61].

https://youtu.be/Oq010-IAg5M
https://youtu.be/Oq010-IAg5M
https://youtu.be/Oq010-IAg5M
https://youtu.be/Oq010-IAg5M
https://youtu.be/Oq010-IAg5M
https://youtu.be/Oq010-IAg5M
https://youtu.be/Oq010-IAg5M
https://youtu.be/Oq010-IAg5M
https://youtu.be/Oq010-IAg5M
https://youtu.be/Oq010-IAg5M
https://youtu.be/Oq010-IAg5M
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Fig. 27. Test-case #3: Sloshing dissipated energy of the �
+-ALE-SPH model varying the spatial resolution and considering free-slip and no-slip solid boundary

conditions. For the latter, the simulations were performed also with and without surface tension.

Fig. 28. INM1: experimental snapshots (left) and 2D �
+-ALE-SPH results (right).

In the latter works, it is shown that the amplitude A=5 cm and the oscillation period T = 1.1 seconds of this test-case induce
a tripling-period regime characterized by the development of a wave breaking near one of the side walls every three periods of
oscillations. As already remarked above, the breaking waves involve fluid–fluid impacts, which can lead to volume errors. However,
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Fig. 29. INM1: experimental snapshots (left) and 2D �
+-ALE-SPH results (right).

for the INM1 case such phenomena are weakly energetic, therefore, small volume errors are expected at each sloshing cycle. On the
other hand, the test-case last for 270 periods and for this long-time evolution errors can accumulate significantly.

Figs. 28 and 29 depict the comparison between experimental pictures (left column) and �
+-ALE-SPH simulation (right column).

In the latter, the particles are coloured with the local error ✏(1)
V i
, and as expected, these errors are just localized in a small portion

of the fluid domain. The volume errors increase inside the breaking wave region and on the jets running up the vertical walls after
the wave impacts.

The time behaviour recorded for volume error ✏(1)
V
is reported in Fig. 30 where it is possible to see that two switches of ⌘ are

necessary to maintain the error bounded within the 1% threshold. The first switch is activated during the initial sloshing stage
which is characterized by a more violent fluid motion with respect to the final periodic regime. Since the 272 oscillation periods
are simulated, the particle configurations are saved just for the last 40 periods, hence, the volume error ✏(GM)

V
, evaluated with the

graphical method, was performed only for those last periods. The error ✏
(GM)

V
is also reported in Fig. 30 showing again a good

matching with ✏
(1)

V
.

5.3.2. Test-case INM2: 2D simulation
Test INM2 is characterized by an amplitude of the tank motion A = 10 cm with an oscillation period of T = 1 second. It follows

that the sloshing flow is much more violent in the INM2 test-case than the previous one. As commented in [60,62,63] in these
conditions an asymmetric behaviour takes place since water impacts only on one side of the tank for several oscillations and then
the behaviour reverses on the other side.

Fig. 31 depicts the time histories of volume error of �+-ALE-SPH results. It is possible to observe that in this test-case 15 switches
of the ⌘ parameter are needed to control the volume error. For this reason, the test-case INM2 is the most demanding benchmark
among the four discussed in this work. The sign of ✏(1)

V
changes frequently due to the strong fragmentation of the flow.
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Fig. 30. Time histories of volume error. Comparison between the run-time procedure, ✏(1)
V
, and the graphical method ✏

GM

V
(see Section 3).

Fig. 31. Time histories of volume error. Comparison between the run-time procedure, ✏(1)
V
, and the graphical method ✏

GM

V
(see Section 3).

The volume error measured by the graphical method, ✏GM

V
, is also plotted in Fig. 31. Because of the complexity of the flow,

the ✏
GM

V
trend is characterized by intense high-frequency variations. Through a filter operation on ✏

GM

V
, it is possible to reach

a fair agreement with ✏
(1)

V
. Fig. 32 shows the fields of the local volume errors of the �

+-ALE-SPH simulation for four different
time instants during the last oscillation periods. During this time interval the water impacts only on the right vertical side. These
impacts are quite violent generating a large fragmentation of the free-surface, with the formation of jets and drops. Because of these
phenomena, the local volume errors are higher than the ones depicted for the INM1 test-case. Comparing the �

+-ALE-SPH results
with the experimental data no-negligible differences in the free-surface configurations are found, indeed, the 3D effects are quite
relevant. Therefore, the comparison with the experimental data is performed only for the 3D simulations (see next Section 5.3.3).

5.3.3. Test-case INM2: 3D simulation
To demonstrate the effectiveness of the volume controlling techniques for 3D SPH simulations, in this subsection, the INM2

sloshing test is numerically simulated in three dimensions. The length, height and thickness of the tank are 1 m, 1 m and 0.1 m,
respectively, as used in the experiment. The particle resolution adopted in the simulation is H_�x = 40 where the initial water
depth is H = 0.35 m.

The time evolution of total volume error ✏(1)
V
in 3D SPH simulation is presented in Fig. 33. It can be easily observed that ✏(1)

V

fluctuates between *1% and 1% as in the 2D simulations and it proves that the proposed techniques on the control of the volume
can effectively preserve the total volume error even for long-time and 3D violent free-surface flows. In the 3D SPH simulations,
when ✏

(1)

V
becomes greater than 1%, �-ALE-SPH (i.e. ⌘ = 1) is used but the EdBC correction is switched off. These conditions lead to

a decrement of ✏(1)
V
. When ✏

(1)

V
becomes less than *1%, �+-SPH (i.e. ⌘ = 0) is used and the EdBC correction is switched on, resulting

in the increment of ✏(1)
V
. In this case, the number of switches in ⌘ needed to control the volume is seven in ninety oscillations against

fifteen in 300 oscillations necessary in the 2D simulation, hence, in 3D framework the number of switches necessary to control the
volume error can be in principle higher than in 2D.

In Figs. 34 and 35, 3D SPH results of INM2 are presented and compared against with experimental snapshots. With respect to
the 2D SPH simulations, a better agreement can be found between experimental snapshots and 3D SPH results.

In the SPH results the particles are coloured with volume errors ✏(1)
V i
which appear confined within few percentage, hence, much

smaller than the results presented for the 2D simulation. This is just due to the time instants selected for which total volume error
✏
(1)

V
is crossing the zero level as depicted in Fig. 33.
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Fig. 32. INM2: volume errors fields in 2D �
+-ALE-SPH results at the four time instants.

Fig. 33. INM2 — time evolution of volume error ✏
V
using 3D SPH with EdBC. Yellow vertical bar refers to the time interval of the snapshots of Figs. 34 and

35.
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Fig. 34. INM2: experimental snapshots and 3D SPH results with EdBC.

6. Conclusions

In the present work, volume conservation problems encountered in SPH simulations on long-time violent sloshing flows are
investigated. All the test-cases considered, validated with experimental data available in the literature, are characterized by high
Reynolds numbers.

From a theoretical perspective, it is shown that, when using the standard weakly-compressible SPH method, the total volume of
the fluid is always preserved with errors that were always less than 1%. The latter are mainly linked to the time integration of the
continuity equation. On the other hand, the solutions obtained with the Standard SPH scheme are affected by a quite disordered
particle displacement and high-frequency noise in the pressure field. The last-mentioned induces an extra numerical dissipation
when comparing the SPH outputs with experimental data.

To avoid such instability on the pressure field, different SPH variants use numerical diffusive corrections in the continuity
equation, which however altered the link between the particles’ volumes and their positions through the relation between mass
and density. As a result, when simulating violent free-surface flows, especially when the free-surface is highly fragmented, volume
errors could occur and accumulate in time through secular terms.

Besides the correction with diffusive artificial terms, we also showed that the use of the Particle Shifting Technique has a crucial
role in introducing further volume errors.
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Fig. 35. INM2: experimental snapshots and 3D SPH results with EdBC, continue.

In the present work, two numerical techniques for evaluating the geometrical volume occupied by the set of particles are
proposed. While the first one uses the SPH kernel function, in the second one a graphical method is employed directly on the
time evolution images stored by the code. These techniques can also be extended to other particle-based methods.

In addition, numerical techniques to control the volume variations are proposed. Two main corrections were found to be effective:
(i) a direct enforcement of dynamic boundary conditions on thin jets and drops, (ii) a switch of the parameter ⌘ in the SPH equations.
In particular, the ⌘ parameter allows or blocks the temporal variation of the particle masses. Indeed, what we found is that volume
errors accumulate with different signs when particle masses are constant or not in time.

Four different benchmark cases are proposed with the aim to show the characteristics of the volume conservation problem and
to test five different SPH schemes. The effect of the fluid viscosity and the surface tension on the volume errors are also investigated.
More in detail, it was found that the surface tension drastically inhibits the fragmentation of the flow by reducing the accumulation
of volume error.

Both 2D and 3D simulations are executed and they show the effectiveness of the numerical techniques for controlling the
total volume. The present work has the goal to provide a framework for the investigations of the volume conservation issues
in particle-based numerical models. In future works, a focused theoretical investigation of volume conservation issues will be
conducted.
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Appendix. Other techniques to evaluate the volume error

Second method run-time
This third method, similarly to the first one, exploits the property that the kernel summation: �

i
=

≥
i
W

ij
V
j
has to be close

to 1 for all the particles which are not belong to free-surface region S
F
. Likewise, because of the kernel truncation for the particle

in S
F
, �

i
is assumed to be equal to 1. Taking into account that with the above hypothesis �

i
is always close to 1 it follows that:

1_�
i
Ù 2 * �

i
. Following again [52], the error ✏

V
can be approximated as:
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Therefore, the second approximation for the error ✏
V
is given as:
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, �
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F

(A.2)

For all the simulations and for all the SPH models there are no sensitive differences between ✏
(2)

V
and ✏

(1)

V
(see Eq. (12)).

Third method run-time
The minimum eigenvalue �

i
is close to 1 when the particles are regularly distributed and the number of particles within the

kernel support is large enough. Furthermore, in such a condition the sum of the minimum and maximum eigenvalues is in first
approximation equal to the 2�

i
while the differences tend to be zero. With the above observations, it is possible to define the third

approximation for the error ✏
V
:

✏
(3)

V
= (1 * �) , � =

≥
i
�
i

N
part

, �
i
=

<
minimum eigenvalue of L

i
≈i Ã S

F

1 ≈i À S
F

(A.3)

The differences with respect to ✏
(2)

V
is that numerically �

i
is more sensitive to variation of the particle displacements with respect to

�
i
.
In all the simulations ✏(3)

V
and ✏

(1)

V
are quite close when using �

+-ALE-SPH method. Conversely, in both the Standard SPH and the
�-SPH variants ✏(3)

V
provides results that are different from the ones obtained with the procedure ✏

(1)

V
. This is linked to the particle

distributions which are not uniform enough for those two latter methods as commented in Section 5.1.
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