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ABSTRACT Structure from Motion (SfM) is a computer vision technique used to reconstruct three-
dimensional (3D) structures from a series of two-dimensional (2D) images or video frames. However, SfM
tools struggle with transparent objects, reflective surfaces, and low-resolution frames. In such situations,
image-based interactive 3D modeling software packages are employed to model 3D objects and measure
dimensions. Our contributions to this work are twofold. First, we have introduced new tools to improve
3D modeling software packages; such tools are aimed at easing the workload for users. Second, we have
conducted a comprehensive user study to evaluate the efficacy of popular 3d modeling software packages.
The task is tomeasure certain dimensions for which ground truthmeasurements are already known. A relative
error is calculated for every measurement. The evaluation of each software tool is done through survey form,
event logs, and measurement relative error. The results of this user study clearly show that our approach to
3D modeling using multiple images has a lower relative error and produces higher quality 3D models than
other software packages. In addition, it shows our new tools reduce the required time for completing a task.

INDEX TERMS User-assisted 3D reconstruction, interactive 3D modeling, computer graphics, image
based-3D reconstruction, structure-from-motion.

I. INTRODUCTION
The recovery of a 3D model from a collection of images has
been a long-standing goal of computer vision and graphics
communities. Structure-from-motion (SfM) [1] is a popular
technique for acquiring 3D models from the real world using
photographs. To have high-quality results, we need a studio
setup, which consists of a series of high-resolution calibrated
cameras capturing a fixed volume from different views.
However, establishing this type of setup is very expensive
due to the requirement of many high-resolution cameras, light
sources, and synchronization electronics. Due to economic
and logistic constraints, we need to capture images using
a single uncalibrated camera that moves in the scene to
generate 3D models. Various software applications exist
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for performing SfM tasks, and they have distinct features
and functionalities. Some of these software applications are
available for free, such as COLMAP [2], MicMac [3], Open-
MVS [4], and so on, while others are commercial software
applications such asMetashape,1 RealityCapture,2 etc. These
fully automatic software tools use keypoint detection and
matching algorithms to estimate 3D structures from images.
Keypoint detection and matching algorithms struggle with
transparent objects, reflective surfaces, dark environments,
low-resolution content, motion blur, or compression artifacts
(Figure 1).
Video-based SfM poses more challenges such as motion

blur, degeneracies in camera motion, and very large com-
putational costs due to unnecessary frames. We also have

1https://www.agisoft.com
2https://www.capturingreality.com
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FIGURE 1. Examples of difficult cases for standard SfM pipelines such as
reflective, transparent, compressed, and motion-blurred images. Keypoint
detection and matching algorithms struggle in such cases, and this results
in low-quality 3D models with automatic SfM tools.

extra constraints when trying to recover geometry when
monitoring industrial plants. Typically, utility companies
have legacy video cameras capturing videos at low-resolution
and low lighting conditions (e.g., dim light sources or
torch-light mounted on the camera). These videos are
generally compressed aggressively, leading to severe com-
pression artifacts such as ringing, blocking, etc. When such
low-quality and featureless video frames are employed as
inputs for SfM software a very limited number of features
and correspondences are detected accurately. This causes
a low-quality 3D output. These issues can be reduced
by performing user-assisted 3D reconstruction. In this
process, the user provides different interventions in SfM
and image-based 3D modeling processes. User-assisted 3D
reconstruction decreases computational cost and also reduces
the number of input images required for 3D reconstruction.
We have developed MoReLab [5] to perform user-assisted
3D reconstruction on uncalibrated camera videos or a set of
images with different viewpoints.

In this work, we propose the following key contributions
that advance our previous work in image-based modeling:

• Extensions: we have enriched our tool MoReLab
with new features that reduce the workload for users
(described in Section III). Additionally, we think that
such features may help the design of next-gen image-
based modeling tools.

• User study: we provide a comprehensive study where
participants were asked to do modeling and measure-
ment tasks on MoReLab and other user-assisted 3D
reconstruction software tools such as 3-Sweep [6] and

Photomodeler3 (reported in Section IV). This user study
is useful to assess the performance and the capability
of such software tools in supporting the user in getting
accurate measures from images and validating design
choices.

II. RELATED WORK
User-assisted 3D reconstruction is a well-studied research
area with many existing interfaces and approaches.

A. SFM-BASED INTERFACES
Many user interfaces [7], [8], [9], [10], [11], [12] employ
SfM as an automatic pre-processing stage to obtain camera
poses and an initial set of sparse 3D points. VideoTrace [7]
overlays 3D points on a video frame. Then, the user
traces a set of line segments to model a polygonal face.
By drawing a few polygons, the shape of the object can
be modeled, and a realistic 3D model can be obtained.
Sinha et al. [8] computes sparse 3D data in such a way
that lines and vanishing points are estimated in the scene
as well. Then, the user sketches 2D outlines of the planar
sections of the scene. The system computes a 3D planar
polygon from 2D outline sketches. Nearby 3D SfM points
and vanishing directions are used to compute the 3D plane
normal and depth. Few such interactions enable the user to
build a piecewise planar 3D model of the scene. The user
interface developed by Habbecke and Kobbelt [9] consists
of a 2D image viewer and a 3D object viewer. The user
paints brush strokes on the 2D image and the reconstruction
algorithm computes the corresponding 3D surface mesh.
As the user continues modeling, the system continues to
build 3D surface patches and guide the surface reconstruction
algorithm. Doron et al. [10] utilize brush stroke-based
user annotations as smoothness, discontinuity, and depth
ordering constraints to guide multi-view stereo algorithms.
Their experiments show that a user-guided multi-view stereo
algorithm increases the accuracy of the reconstructed depth
map. The interface, developed by Baldacci et al. [13], also
takes images and sparse 3D points as inputs. The interface
allows the user to indicate background and foreground
regions using brush strokes. The user can also provide
localized hints about the curvature of the surface. These
hints serve as constraints for the reconstruction of smooth
surfaces. Xu et al. [11] developed a system for interactive 3D
modeling and stochasticmotion parameter estimation. For the
3D modeling step, stroked-based sweep modeling is used to
build a 3D model of the equipment on calibrated 2D images.
For the stochastic motion parameter estimation, a video clip
recording of the workingmechanism of the equipment is used
to recover motion parameters. Rasmuson et al. [12] presented
a modeling system in which the user marks image points
and the system builds a quad connecting marked points on
high-quality images. After drawing a few quads, a global
optimization algorithm builds the final 3D model; objects

3https://www.photomodeler.com/
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are modeled as a combination of large number of quads,
which can be a tedious task. In all these systems, SfM
struggles to obtain accurate camera poses and 3D points on
featureless and low-resolution frames and videos. Therefore,
such interactive systems are not useful for frames lacking
discernible features due to the inaccurate pre-processing
stage of SfM. Quan et al. [14] developed an interface for
image-based plant modeling. After SfM, the user provides
foreground and background hints for the leaves and branches
of the plant. The user also selects the plant model. Segmented
images, 3D sparse points, and plant priors are used to develop
the 3D model for the specific plant.

B. GEOMETRIC CONSTRAINT-BASED INTERFACES
Many interfaces require the user to mark feature corre-
spondences and do not use SfM as a pre-processing stage.
In Photomodeler, the creation of 3D models is facilitated
through the annotation of structures in one or more images,
necessitating manual input of measurements from both
the scene and the cameras. Debevec et al. [15] presented
an approach combining geometry-based and image-based
modeling approaches. Their approach consists of two compo-
nents. The first component is a photogrammetric modeling,
which exploits user-provided constraints of architectural
scenes. The second component is a model-based stereo
algorithm, which computes depth from image pairs. The
system developed by Wilczkowiak et al. [16] requires the
corners of primitives to be marked manually by the user.
They use parallelepipeds as scene primitives and exploit the
duality between the shape of parallelepipeds and the internal
parameters of a camera.

Single-view reconstruction also does not utilize SfM
because it cannot be computed from a single image. There
have been some interfaces developed to tackle single-view
reconstruction as well. For example, Toppe et al. [17]
builds an object silhouette based on user scribbles in an
image. Implicit surface representation and a transparent
optimality criterion are used to minimize weighted surface
area for a fixed volume. This leads to smooth surfaces and a
high-quality 3D model. 3-Sweep [6] is a user-friendly and
interactive tool designed for extracting 3D models from a
single photograph. Upon loading a photo into the tool, 3-
Sweep calculates the boundary contour. After defining the
boundary contour, the user chooses the model shape and
outlines the desired object with three brush strokes–one
for each dimension of the image. The interface employs
foreground texture segmentation to swiftly generate an
editable 3D mesh object, which can be translated, rotated,
or scaled.

C. DEEP LEARNING-BASED 3D RECONSTRUCTION
There has been a sharp rise in deep learning-based approaches
for 3D reconstruction. RealPoint3D [18] is an efficient
generation network to predict a 3D point cloud from an
image containing a single object. The input to this network

is a single object image and the nearest shape retrieval
from ShapeNet [19]. The two encoders are integrated
adaptively according to their information integrity, followed
by the decoder to obtain fine-grained point clouds. 3D-
ReConstnet [20] is an end-to-end neural network that predicts
a point cloud from a single 2D image. 3D-ReConstnet
uses a residual network to extract features of a 2D image
and exploits Gaussian probability distribution to deal with
self-occluded parts of the object. It is a memory-efficient
multi-view reconstruction network with a pyramid encoder-
decoder structure, searching for depth correspondences
incrementally. This network encodes the image features to
a much smaller resolution to substantially reduce memory
requirements.

Recent works focus on neural implicit representations
to reconstruct 3D models from unstructured Internet photo
collections. Zhang et al. [21] utilizes a neural shape repre-
sentation that deforms a unit sphere to capture the geometry
of the object and a neural vector field to represent surface
texture. This method relies on neural networks to learn
bidirectional surface reflectance functions (BRDFs), which
factorize view-dependent appearance into components such
as environmental illumination, diffuse color, and specular
highlights. Sun et al. [22] combine hybrid voxel- and
surface-guided sampling techniques to improve ray sampling
efficiency around surfaces, resulting in higher reconstruction
quality. NeuS [23] involves the use of a neural network to
represent a signed distance function (SDF), which defines
the surfaces to be reconstructed. This neural implicit surface
representation is trained using a novel volume rendering
approach. Specifically, the SDF is encoded by a fully
connected neural network, which is optimized through the
rendering process to accurately reconstruct the 3D surfaces
from multi-view 2D images.

Deep-learning based reconstruction networks perform very
well on high-resolution images. Our focus is on low-quality
industrial videos and frames. The performance of deep
learning-based reconstruction networks on such videos is
not satisfactory. Hence, we have to rely on interactive 3D
modeling for our low-quality dataset videos. Geometric
constraint-based interfaces are generally used to model
low-quality frames and videos. The reason is that the
pre-processing stage of SfM is prone to large errors in
low-quality frames and videos.

In this paper, we will describe the improvements done
in MoReLab. A user study has been conducted to evaluate
the effectiveness of MoReLab, 3-Sweep, and Photomodeler.
The reason to assess the performance of these three software
programs relates to the wide availability of these software
programs.

III. MORELAB
MoReLab [5] has been developed to model objects in
low-resolution and low-quality videos, which are common
in industrial settings. Instead of automatic feature detection
and matching, the user marks feature correspondences across

104140 VOLUME 12, 2024



A. Siddique et al.: Evaluating Image-Based Interactive 3D Modeling Tools

frames on the interface of MoReLab. Bundle adjustment [24]
uses these feature locations to simultaneously obtain camera
poses and 3D sparse points.

We achieve this by minimizing the reprojection error
between input 2D locations and projected 2D locations of 3D
points on the image. Let us suppose that n 3D points can be
observed in m views. Let xij be the i−th feature location on
the j−th image,Xi is the corresponding i−th 3D point, andCj
is camera parameters corresponding to the j−th image, then
the objective function for bundle adjustment can be defined
as:

arg min
Xi,Cj

n∑
i=1

m∑
j=1

bij d
(
5

(
Xi,Cj

)
, xij

)
, (1)

where, 5(Xi,Cj) is the projection of i−th 3D point on j−th
image. d

(
5(Xi,Cj), xij

)
is the Euclidean distance between

the projected point and xij. bij is a binary variable that
equals 1 if the i-th feature is visible on the j-th image and
0 otherwise.

Geometric shape priors such as rectangles, cylinders,
curved cylinders, etc. are used to model various parts of the
frame. For a detailed discussion of these tools, we remind the
reader of the original paper [5].

Here, we will describe the new tools and capabilities
of MoReLab since this work has the aim to evaluate the
performance of this software, and these new capabilities have
been designed to speed up the image-based interactive 3D
modeling process. The new functionalities include automatic
feature detection and matching using SuperGlue [25],
another feature tool for quickly adding features, more robust
placement of features from one frame to another, an anchor
tool, and a guiding lines tool. The interface of MoReLab has
been shown in Figure 2. This overview will also serve to
provide ideas to make next-gen image-based modeling tools
more performing and comfortable for the user.

A. AUTOMATIC FEATURE MATCHING
MoReLab has been developed to focus on 3D reconstruction
of low-quality images and videos. Hence, features needed
to be always manually marked in the previous version of
MoReLab. However, there may be situations in which a
high-quality video is loaded in MoReLab or the user may
wish to complete the modeling process very quickly. In such
situations, automatic feature matching becomes a very useful
function.While there aremany existing techniques for feature
detection and matching, SuperGlue stands out as a state-of-
the-art and open-source method with very high accuracy.

SuperGlue is a graph neural network that jointly finds
correspondences and rejects unmatchable points. The archi-
tecture of SuperGlue consists of two parts. The first
component is an attentional graph neural network. First,
this attentional graph neural network aggregates the position
vector and visual descriptor of a keypoint into a single layer.
Then, it uses self- and cross-attention layers to develop
a powerful feature descriptor of the keypoint. The second

component is an optimal matching layer, which utilizes the
Sinkhorn algorithm [26] to create a matching score matrix.
SuperGlue achieved superior results compared to handcrafted
feature matches and learned inlier classifiers in tasks of
homography estimation, indoor pose estimation, and outdoor
pose estimation. We have used their model weights for the
indoor pose estimation task, trained on ScanNet dataset [27].
SuperGlue performs real-time on a modern GPU and also
allows us to increase or decrease the number of matching
features by changing the matching threshold.

While existing 3D modeling interfaces either do automatic
feature matching or manual feature addition, the new version
of MoReLab provides both options to the user. We also added
a Selection tool that allows the user to draw a rectangular
selection around the area of interest in the frame. Hence,
MoreLab allows the user to perform SuperGlue feature
matching on any part of the frame.

B. STEP FEATURE TOOL
The step feature tool is useful for situations where the camera
motion is so large that features of one frame are no longer
visible in another frame. This tool takes the maximum label
from all features of other frames and adds the next feature.
As an example, if there are 15 features on one image and none
of these 15 features is present on another frame, then this
tool will directly add feature number 16 on the new frame,
which is the desired functionality. With the regular feature
tool, feature number 1 will be added to the new frame if there
is no previous feature on the new frame. Since feature 1 is not
visible on the new frame, it will be deleted. Similarly, 14more
features will be added and deleted with the regular feature
tool. Finally, after adding and deleting a total of 15 features,
feature number 16will be added. The reason is that the regular
feature tool always starts from feature 1 on a new frame.
On the other hand, the step feature tool directly allows the
participant to add the new feature.

C. ANCHOR TOOL
The anchor tool moves any primitive to a 3D point. This tool
is useful for the proper alignment of a 3D primitive model.
When using the anchor tool, a user needs to click on a 3D
pointP1. Then, the user clicks on a pointP2 on a 3D primitive.
The vector is computed as P12 = P1 - P2. The entire 3D
primitive shape is translated along this vector.

D. GUIDING LINES TOOL
The guiding lines tool helps a user in adding features by
creating an epipolar line where a matching feature in another
image may lie in the current image. This tool is based on the
Fundamental matrix, F. The computation of the Fundamental
matrix is achieved using feature locations of the current image
and the last image using the 8-point algorithm [28]. Suppose
we have n 2D correspondences between one image, I1, and
another one, I2. Let’s define the i-th correspondence as the
couple< pl1;p

l
2 >, where pl1 is a 2D point in I1 and pl2 is a 2D
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FIGURE 2. The Graphical User Interface of MoReLab. The tools highlighted are the new one w.r.t the original tool, and they are the rectangular
selection tool for automatic feature detection, the step feature tool, the anchor tool, and the guiding lines tool.

point in I2. Given the Lounget-Higgings equation, we know
that:

pl,⊤2 F · pl1 = 0. (2)

Given Equation 2, we can define a linear system of the form
Ax = 0 using the n correspondences. This system can be
solved with the singular value decomposition.

Since we can only know F up to scale, we need a minimum
of eight constraints to determine F. A higher value of nwould
lead to a better estimate of the solution because it reduces the
effects of noisy measurements.

Once F is computed, the user can now click on any
feature on the last image and the corresponding epipolar line
will be displayed on the current image. This epipolar line
affectionately called guiding line, assists the user in marking
a feature on the current image. Figure 3 shows this process on
the project done by a participant. After selecting the guiding
line tool, the user clicks on frame 1, selects the feature tool,
and adds a new feature 27 highlighted in blue color. The
corresponding guiding line is displayed in frame 2. Once the
user will add feature 27 on frame 2, the guiding line will
disappear.

IV. USER STUDY
We conducted a user study to evaluate different image-based
interactive 3D modeling tools. The tools being evaluated are
MoReLab, 3-Sweep (which uses a single image as input), and

FIGURE 3. An example of guiding lines. The left figure shows a newly
added feature (blue colored) on the last frame (frame 1) added after the
selection of the anchor tool, and the right figure shows the corresponding
guiding line (red colored) or epipolar line displayed on the new frame
(frame 2).

Photomodeler. MoReLab and 3-Sweep are free-to-use tools,
with simple tutorials; while Photomodeler is a commercial
software tool.

A. PROCEDURE
The user study was conducted in two sessions, spaced 3–5
days apart (depending on the availability of a participant) to
reduce the time spent in one single session and minimize the
influence of the first session on the second one. Participants
worked on MoReLab in one session which lasted one hour
and twenty minutes; while participants worked on 3-Sweep
and Photomodeler in another session which lasted two
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hours in total. 21 volunteers participated in our user study.
we randomly assigned half of the participants to groupA,who
conducted MoReLab session first and worked on 3-Sweep
and Photomodeler in the second session. The remaining half
of the participants were assigned group B, who did the
reverse.

For each software, there was a learning phase and an
experiment phase. In the learning phase, participants watched
a tutorial and could ask questions if something was not
clear. The learning phase lasted for twenty minutes for each
software. In the experiment phase, participants were asked to
perform the modeling tasks, and they were also allowed to
re-watch the tutorial during this phase.

B. EVALUATION
The evaluation of the software programs was done in three
different ways. The first evaluation method is self-reporting,
which is an easy and fast approach, commonly done by filling
out surveys. We designed four questionnaires (Q1, Q2, Q3,
Q4). Questionnaire Q1 gathers data about the participant;
while, Questionnaires Q2, Q3, and Q4 allow the participant to
evaluateMoReLab, 3-Sweep, and Photomodeler respectively.
The second evaluation method is the collection of event logs
during the session. We modified the publicly available code
of MoReLab4 to collect a log file for each session. The
log file collects time stamps of different user interactions
with MoReLab. The log file can be analyzed later to
understand usage patterns. Since 3-Sweep and Photomodeler
do not provide open-source code, we could not modify
their code to generate log files for their usage. The third
method for evaluation is through the tasks of getting physical
measurements.

C. TASKS
The task was to measure a dimension when a measurement
for another length had been provided. Since these software
programs possess different tools and capabilities for 3D
modeling, it is not possible to evaluate all functionali-
ties in approximately 1 hour. Evaluating all capabilities
would require many hours of user study for a single
participant. The main motivation behind the development
of MoReLab is to measure the dimensions of equipment
in different scenarios. Hence, we focus our user study on
the task of calibration and measurements. Given a ground
truth length Mg and measurement Me obtained from the
estimated 3D model, the relative error E is calculated
as:

E = 100 ×

(
|Me −Mg|

Mg

)
. (3)

Each participant worked on frames of two videos. Video 1 is
the video of the vice tool captured in an indoor scenario (our
laboratory). Figure 4 shows a frame of this video labeled with
known and unknown measurements. The task 1 was to obtain

4https://github.com/cnr-isti-vclab/MoReLab

FIGURE 4. An example showing known and unknown measurements for
video 1. The known measurement is 7.4 centimeters and task 1 is to find
this unknown measurement.

FIGURE 5. An example of known and unknown measurements for the
video 2. The known measurement is 55.8 centimeters and task 2 is to find
this unknown measurement on the pipe.

the unknown measurement shown in Figure 4 for the video 1.
This video was captured to demonstrate an example of planar
modeling and planar measurement.

Video 2 is an outdoor scenario, a video captured on the
roof of our research institute. Figure 5 shows a frame of
this video labeled with known and unknown measurements,
demonstrating the task 2. This video was captured to
demonstrate an example of planar as well as curved surface
modeling and measurement.

V. RESULTS
In this section, we present the results obtained by conducting
the user study. The data from questionnaires has been
analyzed to identify systematic and random errors. Data from
questionnaires Q2, Q3, and Q4, is aggregated by making a
box plot for each question. Appendix A presents all questions
asked in questionnaires. In total, 21 volunteers participated in
the user study. Measurements obtained by participants have
been utilized to evaluate software programs. Log analysis of
event logs collected during the user study of MoReLab, helps
to identify usage patterns of different participants.
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FIGURE 6. Box plots of evaluation scores of tested software tools. In the
box plots, the box represents the interquartile range (IQR), which is the
middle 50% of the data. The lower and upper edges of the box
correspond to the first (Q1) and third (Q3) quartiles, respectively. The
median value is indicated by a red line in the box. The whiskers extend
from the box to indicate the range of the data. They extend to 1.5 times
the IQR. Data points beyond the whiskers are considered outliers and
have been indicated with a red plus sign.

A. PARTICIPANT INFORMATION
Questionnaire Q1 provides information about the participant.
Out of 21 participants, 18 identify as males and 3 identify
as females. Ages are distributed with 5 Gen Z (19-26),
13 Millennials (27-42), and 3 Gen X (43-58) at the time of
the user study. In terms of the highest educational degree,
10 participants have a Master’s degree, 7 have a doctoral
degree, and 4 have completed a Bachelor’s. In response to
the question about familiarity with structure from motion,
11 participants claim to be familiar, and the remaining
10 participants claim not to be familiar. Hence, we can
consider 11 participants as experiencedwho are familiar with
this field of research. The remaining 10 participants can be
considered novices, who do not have prior experience with
this field of research. However, none of the participants had
worked on any of the three software tools. Software tools
were new for all participants, and all participants had to watch
a tutorial to learn the usage of each software program.

B. SOFTWARE EVALUATION
Questionnaires Q2, Q3, and Q4 give the evaluation scores
given by participants for software tools. Three questions
were asked to each participant to evaluate user-friendliness,
easiness, and perceived performance improvement from one
video to another for a software program. The score can range
from 1 to 5. Figure 6 illustrates box plots of evaluation scores
for each tested software. For MoReLab, the interquartile
range is (4; 5) for all properties. The median values are 4,
4, and 5 for user-friendliness, easiness, and performance
improvement respectively. This indicates a very high level of
user satisfaction with MoReLab since most scores are high.
For 3-Sweep, interquartile ranges are (3; 4) with a median

FIGURE 7. Figure on the left and right illustrate modeling tasks for
video 1 and video 2, respectively.

value of 3 for user-friendliness and easiness and (2; 4) with
a median value of 4. Since 3-Sweep is simple and easy to
learn, the ability to improve is very low through experience
and hence, the IQR for 3-Sweep is (2; 4). For Photomodeler,
the median value is 2 for all properties. However, IQR ranges
are (1; 3), (1; 2), and (1; 3) for user-friendliness, easiness, and
performance improvement. This indicates an extremely low
level of satisfaction with Photomodeler.

MoReLab achieves a high score as compared to other
software tools for all aspects; i.e., user-friendliness, easiness,
and performance improvement. Extremely low values of
Photomodeler are because participants could not figure out
how to get the desired result in Photomodeler in the given
time slot. So, in the end, participants performed the task only
on MoReLab and 3-Sweep.

C. QUALITATIVE RESULTS
Users were asked to model some objects in 3-Sweep and
MoReLab. Modeling tasks are illustrated in Figure 7. Task
1 requires modeling a cuboid in video 1 and task 2 requires
modeling a cuboid and a curved pipe in video 2.

Figure 8 shows the results of modeling task 1 done by an
experienced participant. The modeling process in 3-Sweep
starts with a boundary detection stage. This boundary
detection stage needs color contrasts between foreground
and background for a smooth boundary. Despite changing
thresholds, boundaries are not smooth and the shape of the
extracted model is very irregular, as shown in the bottom left
of Figure 8. Even by spending more time, a user struggles
to obtain the perfect boundary to extract a 3D model.
On the other hand, MoReLab achieves a relatively better
cuboid shape using the quadrilateral tool (see details of the
quadrilateral tool in Siddique et al. [5]), as compared to the
3-Sweep result.

Figure 9 shows the results of modeling task 2. We can
observe that the pipe is broken into two pieces in the bottom
left of Figure 9. 3-Sweep models are broken and surfaces
are not smooth. The lack of color contrast around the pipe
causes an irregular boundary, leading to a broken pipe with
a variable radius. 3-Sweep struggles with curved cylinders
and breaks curved cylinders into pieces. The curved cylinder
tool of MoReLab (see details of curved cylinder tool in
Siddique et al. [5]) enables users to model a curved cylinder.
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FIGURE 8. Figures on the left show 3-Sweep results, and figures on the
right show MoReLab results for modeling task 1.

FIGURE 9. Figures on the left showing 3-Sweep results, and figures on
the right show MoReLab results for modeling task 2.

The curved cylinder obtained from MoReLab is not broken,
has a constant radius throughout the cylinder depth, and has a
smooth surface. The surfaces of the sidebar are modeled with
a quadrilateral tool. These surfaces are smoother as compared
to 3-Sweep results.

Results of all participants for both modeling tasks have
been provided in Appendix B.

D. MEASUREMENT RESULTS
Figure 4 and Figure 5 show the given and required
measurement for video 1 and video 2, respectively. The data
of measurements is only available for MoRelab and 3-Sweep.
All the measurements are in centimeters. Photomodeler
turned out to be extremely complicated software, and not

FIGURE 10. Box plots of relative errors for MoReLab and 3-Sweep for
task 1 for different kinds of participants. Experienced participants obtain
a median error of 5.841 with MoReLab, as compared to a median error of
11.28 with 3-Sweep. Novices obtain median errors 8.573 and 18.872 with
MoReLab and 3-Sweep. All participants achieve a median error of
6.159 with MoReLab, whereas they record a median error of 13.044 with
3-Sweep.

even a single participant was able to understand how to
perform calibration and measurement with Photomodeler,
given uncalibrated image sequences in the time available.
Hence, no measurement has been obtained from Photo-
modeler. In MoReLab, users add feature correspondences
across multiple views, compute SfM, and then utilize the
measurement tool for calibration and measurement. 3-Sweep
does not provide calibration and measurement capabilities.
Hence, the 3Dmodel is exported from 3-Sweep as a mesh and
loaded in MeshLab [29] for calibration and measurements.

Figure 10 shows a comparison of results for all kinds
of participants between MoReLab and 3-Sweep for task 1.
It is clear that MoReLab consistently shows a lower median
error in comparison to 3-Sweep for experienced, novices,
and all participants. It can also be observed that novices
obtain significantly larger errors as compared to experienced
participants with both MoReLab and 3-Sweep.

We can also observe similar results for task 2 (see
Figure 11). Novices exhibit higher errors compared to
experienced participants across both software programs.
However, the gap in errors between MoReLab and 3-Sweep
is relatively smaller in task 2 as compared to task 1. This
can be attributed to the relatively complex scenario of video
2 in which we are capturing an entire scene as opposed to
capturing a single object in video 1. So, feature marking
becomes relatively more difficult, especially for novices.
However, MoReLab still demonstrates lower median errors
as compared to 3-Sweep across all participant categories.

Table 1 presents relative errors in the form of mean ±

standard deviation (SD) for all categories of participants
for the task 1. MoReLab achieves a lesser mean value of
relative errors as compared to 3-Sweep for all categories
of participants, for both tasks. Higher standard deviation
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FIGURE 11. Box plots of relative errors for MoReLab and 3-Sweep for
task 2 for different participant categories. Experienced participants
obtain a median error of 9.542 with MoReLab, as compared to a median
error of 13.120 with 3-Sweep. Novices obtain median errors of
13.035 and 14.490 with MoReLab and 3-Sweep. MoReLab yields a
median error of 9.608 for all participants, whereas 3-Sweep results in a
median error of 14.401.

TABLE 1. Mean ± Standard Deviation of the relative errors for all
categories of participants for task 1 and task 2.

values for 3-Sweep as compared to MoReLab, can be
attributed to large changes in results due to the different
boundary detection thresholds for different participants.
Lower standard deviation values for MoReLab as compared
to 3-Sweep, indicate relatively more stable results for the
same task done by different participants. From Table 1,
we can see that mean values are always greater than standard
deviation values. This indicates a positive skew in the data
distribution, and the data points are clustered more towards
larger positive values than smaller negative or positive values.

E. TWO SAMPLE T-TEST
The two-sample t-test is a statistical test used to determine
if the means of two independent samples are significantly
different from each other. This is commonly used when you
have two groups, and you want to compare their means to see
if they are truly different or if any observed difference could
have occurred by chance. Most t-test calculating functions
take the two samples as inputs and calculate p-value as
an output. The computed p-value is compared with the
significance level.

We conducted a two-sample t-test on measurement errors
between MoReLab and 3-Sweep for different participant

TABLE 2. P-values of right-tailed t-tests performed between MoReLab
and 3-Sweep samples under the assumption of unequal variances.

FIGURE 12. Box plot of time consumed for task 1. Time consumed on the
first image is mostly higher as compared to other images for a participant
for task 1.

categories. We utilized MATLAB’s t-test25 function to com-
pute the hypothesis result and p-value. At the significance
level 0.05, Table 2 reports p-values for all categories of
participants for both tasks. A very high p-values, ≥ 0.9,
suggests that we have achieved statistically significant results
with current participants, and there is a high probability of
observing the observed difference between the groups. The
test results do not support the idea that the mean of MoReLab
samples is statistically higher than the mean of 3-Sweep
samples. This is consistent with Table 1 where the error
obtained by using MoReLab is typically lower than the error
obtained by using 3-Sweep.

F. LOG ANALYSIS
Session logs are records of interactions that occur during
a session, often in the context of computing or online
interactions. They can provide a detailed record of events
leading up to an issue, aiding in troubleshooting and
debugging processes. By analyzing session logs, we can get
insights about user behavior with the software.We can collect
session logs only for MoReLab because the source code for
MoReLab is open-source, and it can be modified to collect
event logs during the sessions. Figure 12 presents a box plot
of time consumed in seconds, by experienced, novices, and
all participants on each image for task 1, and Table 3 lists
the corresponding median values. These three images are the
selected ones to obtain the SfM reconstruction (see also the
Discussion Section for more details about this aspect),

5https://www.mathworks.com/help/stats/ttest2.html
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TABLE 3. The median time consumed by different categories of
participants to add features on different frames in Task 1.

FIGURE 13. Box plot of time consumed for task 2. Time consumed on
task 2 is relatively higher than the time consumed on task 1 because of
the more complex scenario.

TABLE 4. Median time consumption for Task 2.

Time consumed on the first image is higher as compared
to other images for most participants. This is because a
participant mostly decides and thinks about the location of
a feature on the first image. Subsequently, for the remaining
images, they simply replicate the process by adding the
feature at the corresponding location. Another noticeable
trend is that novices tend to spend more time adding
features as compared to experienced participants. This trend
is especially pronounced in the case of the first image because
novices spend more time deciding the location of the feature
as compared to experienced participants.

Figure 13 displays a box plot illustrating the time taken
in seconds by all categories of participants for each image
in task 2 and Table 4 presents corresponding median values.
Similar to task 1, participants tend to spend more time on the
first image and novices spend more time than experienced
participants for the same task. Time consumption is higher for
this task because video 2 presents a more complex scenario
with featureless surfaces of pipe and other equipment. Hence,
it is more difficult for each participant to identify unique
feature points.

MoReLab has been developed in a way that allows the user
to improve results by spending more time. The measurement

FIGURE 14. Box plots of number of features added by participants for
both tasks. Looking at median values, it seems sufficient to add
25 features.

error can be reduced slightly in most cases by adding more
features in more viewpoints. Hence, the error is inversely
proportional to both the number of features on each frame
and the addition of the same features in more viewpoints.
Taking into account the time restriction of twenty minutes per
task for MoReLab in the user study, we advised participants
to add approximately 25 features. Figure 14 shows box
plots of a number of features added by different categories
of participants for both tasks. Through this user study,
we observe that by just adding almost 25 features to each
of the three viewpoints, participants obtained sufficiently
accurate results, better than 3-Sweep.

Looking at Figure 12 and Figure 13, we havemedian values
of time consumption for three images. Combining the median
values of each category of participant for each task, the
average median values for image 1, image 2, and image 3 are
163, 114, and 117 seconds respectively. In total, a participant
spent almost 7minutes adding 25 feature correspondences for
a task in the user study.

VI. DISCUSSION
The results obtained from this user study establish that
MoReLab yields lesser relative error than 3-Sweep for
experienced participants, as well as novices. The manual
feature marking process allows the user to improve modeling
results by spending more time on a particular task. Feature
marking ability also improves, as the experience of using
MoReLab for different videos, increases. However, it is very
difficult to improve results by spending more time on a task
or to improve results by increasing experience in 3-Sweep.

A. FRAMES SELECTION
MoReLab can load a set of images as well as a video. Hence,
we conducted three experiments for MoReLab. In task 1 and
task 2, we loaded a selected set of frames from video 1 and
video 2, respectively. Frames were handpicked by us taking
into account the suitability of viewpoint, motion blur, and
cameramotion. In the third experiment, video is loaded by the
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FIGURE 15. Box plots of relative errors for task 3 for all kinds of
participants. Median error values are 14.91, 18.56, and 15.81 for
experienced, novices, and all participants.

user, and frames are extracted by the user. Then, the user has
to choose the frameswhere to add the features. In other words,
in the first two experiments, selected frames were provided to
the users, while in the third experiment, frameswere extracted
and selected by users. In this experiment, users worked on
video 2. Similarly, the given and required measurements are
the same as task 2 shown in Figure 5. Hence, task 3 is the
same as task 2, except that users loaded a video instead of a
set of frames.

Figure 15 shows results for task 3 for all kinds of partic-
ipants. Comparing these results with Figure 11, participants
get a higher error when working on a video instead of a set
of selected frames. This is because participants can choose
frames in which camera motion may be higher or lower than
a suitable amount. Hence, the choice of frames or viewpoints
is important to obtain good results. This suggest that a frame
selection algorithm [30] can help users obtain better results
in MoReLab, but also in other image-based modeling tool,
by removing unnecessary and low-quality images from a
video.

B. COPY AND PASTE FEATURES
To speed up this process of adding features, we added a
functionality of copy and paste in MoReLab. By pressing
ctrl + c, MoReLab makes a copy of the location of features
and SIFT [31] feature descriptors of an image patch around
the location on the frame. Then, the user can click on some
other frame and press ctrl + v. A localized sliding window
search is used to look for the corresponding location of each
feature. Once features have been added to the new frame,
the user can manually adjust the locations of features on
the new frame using a mouse and keyboard. This workflow
can speed up the process of adding features in some cases
because the user can add features on one frame, paste
those features on another frame and do minor adjustments
manually.

FIGURE 16. The left figure shows a zoom-in view of a small part of the
frame on which feature locations are copied. The right figure shows a
zoom-in view of a small part of another frame, in which features 6 and
9 have been computed to be placed at the correct locations. Each red line
on the right figure illustrates the distance between the desired position
and computed position for other features.

TABLE 5. Time consumed by participants in the pilot study to evaluate
copy and paste functionality. The time saved by the user on average is
about 34.53 % per image.

Figure 16 shows the result of copying feature locations
from a frame and pasting feature locations on another frame.
Features 6 and 9 are at the correct locations. However, other
features need to be slightly adjusted by the amount shown by
red lines, to bring them to correct locations. This functionality
is useful in situations of slight change in viewpoint. The size
of the window in which the image patch is searched is static,
not dynamic. Hence, if there is a large change in viewpoint,
the desired feature point may not even be present in the
window to be searched. This operation of copy and paste also
struggles with the situation of having two visually similar and
close features. In this situation, a similar point is also present
in the window to be searched, and the search operation may
place features at a similar feature point instead of the original
feature point. Despite these issues, this functionality is still
very helpful to speed up feature marking in the modeling
process of MoReLab.

A small pilot study has been conducted by 4 participants
(2 experienced and 2 novices) who perform task 2 in two
different experiments. In experiment 1, participants added
featuresmanually; but in experiment 2, participants used copy
and paste functionality. In the first frame, each participant
has to add features manually. Experiment 1 involves a
participant adding features manually in image 2 and 3;
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FIGURE 17. Modeling task 1 and modeling task 2 results by experienced participants. P01 denotes participant number 1
and so on.
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FIGURE 18. Modeling task 1 and modeling task 2 results by 10 novices, participant number 12 (P12) to participant
number 21 (P21).
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while experiment 2 involves a participant using the copy and
paste feature. Table 5 reports the time spent by participants
in both experiments. These results indicate an average of
34.529% of time saved per image in the feature marking
process.

VII. CONCLUSION
We have proposed an improved version of our image-based
modeling software MoReLab, which expands its original
capabilities to make it an effective tool for the measurement
inside industrial plants using low-quality and resolution
videos captured by utility companies. We have shown that
these new tools can save time for users when adding features
to challenging videos.

More importantly, we have evaluated the performance
of the software running a user study that showed three
important facts: i) MoReLab generates 3D models with
better reconstruction quality than other state-of-the-art tools;
ii) MoReLab can create more accurate and precise measure-
ments than state-of-the-art tools; iii) MoReLab is preferred
by expert and novice users in terms of user-friendliness
and easiness. This shows that MoReLab is a valid and
efficient software for challenging situations (i.e., low-
quality and low-resolution videos) to reach its design
goals.

Based on the user feedback, potential future enhancements
as discussed in Section VI are in the direction of an improved
key-frame selection and a more robust copy and paste func-
tionality. Other technological advancements that can be inte-
grated into MoReLab include research works on automatic
feature matching and camera parameters recovery from 2D
points. Applications of MoReLab can be in the Cultural Her-
itage (CH) field, where precise and accurate measurements
are crucial for documenting the current state of a site. In future
works, we would like to explore the possibility of adapting
MoReLab to accommodate the needs of the CH field.

APPENDIX A
QUESTIONNAIRES
In this appendix, we describe the questions that were asked
in the questionnaires.

A. QUESTIONNAIRE Q1
The following information was collected in Questionnaire
Q1:

1) Gender
2) Age range
3) Highest degree qualification
4) Are you familiar with the topic of Structure from

Motion/image-based 3D reconstruction concepts?

B. QUESTIONNAIRE Q2
Questionnaires Q2, Q3, and Q4 were designed to evaluate
MoReLab, 3-Sweep, and Photomodeler. Hence, the questions
were the same in all these questionnaires. The following
questions were asked in Questionnaire Q2:

1) Give a score for user-friendliness (1=very unfriendly,
5=very friendly) of the Graphical User Interface (GUI)
of MoReLab.

2) Give a score for easiness (1=extremely difficult,
5=very easy) to learn MoReLab for a new user.

3) Give a score for improvement (1=none, 5=a lot) of
your performance on the second video with respect to
the first video.

By replacing MoReLab with 3-Sweep or Photomodeler
in the above questions, we obtain Questionnaire Q3 or Q4,
respectively.

APPENDIX B
MODELING RESULTS
In this appendix, we will put the results of all participants for
bothmodeling tasks. Results ofmodeling task 1 andmodeling
task 2 are shown in Figure 17 for experienced participants and
Figure 18 for novices. In modeling task 1, participants obtain
strange shapes for the cuboid using 3-Sweep. In particular, the
results of P09, P14, P16, P17, P19, and P21 are very different
from the original shape. These strange results are due to a
lack of color contrast around the cuboid. On the other hand,
MoReLab shows more consistent results for different partici-
pants and obtains relatively smoother surfaces of the cuboid.

In modeling task 2, the pipe is broken for all participants
for 3-Sweep. 3-Sweep can only handle straight cuboids
or cylinders efficiently. Curved pipes represent a very
challenging scenario for 3-Sweep. Even for two parts,
the surface is not smooth and hence, the radius of the
cylinder does not remain constant through the depth of the
cylinder. On the other hand, MoReLab achieves a proper
and continuous cylinder with a constant radius throughout
the depth and with a smooth surface. The surfaces of the
sidebar modeled byMoReLab are also smoother as compared
to sidebars modeled with 3-Sweep. These results confirm the
effectiveness of MoReLab for image-based interactive 3D
modeling tasks.
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