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Preface

Vision and visualization are compiementary fields that are rapidly coming together. Modeling
of scene and object geometry, photometry, and statistical properties are essential in both areas
individually, but especially for the convergence into a new, unified field of image analysis and
synthesis. The declining cost of processors, memory, and sensors continues to expand the scope
of viable applications. New system solutions are in reach by combining state-of-the-art techniques
from research areas that were traditionally separate. The thorough scientific treatment of the
underlying principles, for example the limitations of sensors, the reliability, accuracy, and com-
plexity of image processing algorithms, or the fidelity of interactive visualization schemes, is the
prerequisite for such advanced systems.

The Erlangen Workshop '99 Vision, Modeling, and Visualization is the fourth in a series of annual
meetings organized by the Graduate Research Center “3-D Image Analysis and Synthesis”. The
first two meetings were held in Erlangen, the previous meeting was held in Alpbach, Austria.
In 1999, the meeting is for the first time jointly organized with the new Center of Excellence
SFB 603 “Model-based Analysis and Visualization of Complex Scenes and Sensor Data” at the
University of Erlangen-Nuremberg. The Graduate Research Center, supported by the Deutache
Forschungsgemeinschaft (German Science Foundation) since January 1996, comprises a program
of cellaberative doctoral research and advanced studies with special emphasis on problems of 3D
image aquisition, computer vision, 3D computer graphics, and selected applications ranging from
medicine to manufacturing. The SFB 603, funded by the Deutsche Forschungsgemeinschaft since
January 1998, cemplements this activity through 12 long-term collaborative research projects.
Both Graduate Research Center and SFB 603 cooperate with many laboratories and research
groups both natiorally and internationally. The more than 50 papers in these Proceedings present
an excellent cross-section through the current ongoing research in their area of scientific endeav-
our. Contributions were solicited in a Call for Papers that was distributed with the help of the
Gesellschaft fiir Informatik (German Computer Science Seciety), FG 1.04 and FA 4.1.2, and the
IMDSP Technical Committee of the IEEE Signal Processing Society. Each submission was anony-
mously reviewed by at least two members of the Technical Program Committee. The accepted
papers are crganized in seven sessions for oral presentation: Imaging and Calibration, Multiview
Processing, Motion and Tracking, Recognition and Localization, Representation and Processing of
Geometry Data, Rendering and Visualization, and, last but not least, Medical Applications. In
addition, we are happy that five internationally renowned experts have accepted our invitation to
present keynote speeches:

¢ Prof. Edward H. Adelson, Massachusetts Institute of Technology, Cambridge, Ma, USA
« Prof. Lue Van Gool, Katholieke Universiteit Leuven, Belgium

» Prof, Markus Gross, ETH Zurich, Switzerland

e Dr. Hans Steinbichler, Steinbichler Optotechnik GmbH, Neubeuern, Germany

e Prof. Demetri Terzopoulos, University of Toronto, Canada

The meeting itself was organized by members of the SFB 603 and the Graduate Research Center.
G. Greiner and C. Karadag managed the finances. D. Paulus took charge of publicity, K. Hormann
of these proceedings. M., Teschner assisted in organizing the reviews and the technical program.
R. Rabenstein managed local arrangements, including the traditional social event at SchloB Atzels-
berg. Without their many hours, the meeting and this book would not have been possible. The
Fraunhofer-Institute for Integrated Circuits again hosted this mesting free of charge, their generous
hospitality is gratefully ackncwledged.

Erlangen, November 1999

B. Gired, H. Niemann, H.-P. Seidel
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Abstract

A main aspect in Image Synthesis is that of
"Virtual Environment” (VE), that is the abil-
ity of realistic modelling of interacting ob-
jects. VE studies have found a natural im-
plementation in Medical Imaging (MI).

MI applications have shown the need of
modelling human tissues and organs, not only
from a geometrical point of view (shape,
aspect) but also from a physical point of
view {soft tissue, rigid bodies, viscoelasticity).
This has led to the definition of “deformable
objects”, described both in terms of morpho-
logic and physical features.

This paper presents a model able to com-
plete the morphologic description of complex
anatomical structures, reconstructed from
volumetric data sets (MR, CT, ete.), with me-
chanical properties. This model, implemented
in AVS/Express”’™, represents a simulator
able to perform both a realistic modelling of
the evolution of intracranial expansive lesions
(haematoma, cancer, haemorrhage) and an
evaluation of the influence on the surround-
ing encephalon anatomical districts.

1 Introduction

Deformable models based on "virtual springs”
can be used {o describe the physical behaviour
of real objects. Spring-based models differ

each other for the disposition of the springs,
usually organised to build meshes suitable to
fit the geometry of the system to be modelled.
In our case, the expansive characteristic of a
lesion can be modelled by 2 radial distribu-
tion of the springs starting at the origin of
the ancmaly itself.

With respect to the anatomic cranial-
encephalic 'system’, the main aspects of the
macroscopic behaviour of expansive phenom-
ena are:

s the structure of the encephalon soft tis-

sues

» the mechanical configuration of the 'sys-

tem'

¢ the internal idrostatic interactions

Modelling of encephalon soft tissues is a
biomechanical problem. Biosolid soft tis-
sues have an intermediate behaviour between
liquid and sclid-elastic materials (wviscoelas-
tic materials). Such a dynamic behaviour
can be formalised by means of differential
equations depending on the particular model
adopted. Maxwell, Voigt and Keivin are the
most known models [1]: their mathematical
formulations are based on a constituent equa-
tion which represents the Siress-Strain rela-
tion of a generic tissue under dynamic solici-
tation. In Voigt, for instance, such relation is
given by F' = k-u+7- 2, where F is the
force applied, k is an elasticity constant, u is
the elongation and 7 is a viscosity coefficient;

VMYV '8¢
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the other models lead to similar formulas. %
and 5 depend on the tissue and can be ex-
perimentally defined by an Uniazial-Loading
test [2, 3]. By discretising the expansive phe-
nomenon progression, soft tissues can be mod-
elled as springs, since the dynamic aspect of
the phenomenon itself has no influence.

Other aspects are the structure of the skull-
encephalon and the biotissue architecture. In
order to observe the action of a growing lesion,
it is convenient to distribute the deforming
isotropic pressure along a certain number of
force knes. These lines are traced from the
origi: of the expansive mass vp to the skull
4, 5].

When the force lines cross the encephalon
tissues, the pressure transmitted is unidirec-
tional while the tissue resistance cannot be
modeiled as a series of springs, one for each
tissue involved in the deforming process. In
fact, such a spring composition implies that
the pressure transmitted by the first spring
is unchanged with respect to the pressure re-
ceived. This is not true in our case since the
encephalon tissues react with distributed re-
sistances whose force vectors have different di-
rections and only the resultant vector has the
same module and opposite direction of the de-
forming pressure. For this reason a “pressure
dispersion: corrector” is then introduced.

One more aspect to be considered is the
preserce of a liquid fluid inside the structure.
The fluid container, that is the sub-aracnoidal
space and the ventricular system, cannot be
considered hermetically closed: in that case,
in fact, the growing intracranial lesion would
cause a high increment in the Auid pressure.
In the reality this happens only in pathologies
with an advanced evolution state.

In more detail, the fluid reacts to the ex-
pansive mass in the same way as the compen-
sation tissues, which, relaxing, allow the fluid
itself to flow down. For this reascn, the liquid
can be modelled employing identical springs
as those used to model the compensation tis-
sues.

2 Deformable Model Def-
inition

The skul! is the natural boundary of our de-
formable system. The isc-density volumes of
real structures in tomographic scans of the
head correspond to morpho-functional regions
whose behaviour must be simulated in our vir-
tual model. Owing to the isc-density of these
regions, the corresponding geometry in the
model can be assigned to springs with identi-
cal elasticity parameters, where the elasticity
values are strictly related to the grey values
of the digital images.

The geometric virtual model is composed of
the following elements: ‘

e a container volume which represents the

skull and can not be deformed
e a certain number of internal volumes
which depend on the granularity of the

- reality simuiation

In the following, a simplified 2D geometric
model is used, where the encephalon morpho-
functional regions are represented by sections
of pseudo-spherical surfaces.

3 Mechanic Characterisa-
tion

From point C' (figure 1), which is the deform-
ing pressure origin, r force vectors are radially
disposed on a generic section plane belong-
ing on the 3D scan examined, with a constant
increment angle, up to the known boundary
(represented by the skull); r states the reso-
lution degree for the final deformation.

The pencil of lines represents a force field

starting at the origin of the expansive lesion
The intersection
points between the force lines and the bound-
aries of the objects located inside the geo-
metric context considered, define the “control
points” C; used to control the deforming sim-
ulation process. Fach force vector, defined
by two adjacent control points, represents a
spring that describes the behaviour of the cor-
responding tissues. A generic “virtualspring”

and ending on the skull.
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Figure 1: The Deformable Model - B: known
boundary, {);: homogeneous space, Fj: force
vector, Fl: force line, CO = O: origin of the
deforining agent, Cy: control point, L9: relax
length of the spring ;

i is characterised by the following parameters,
related to the region to be modelled:
o relax length L? (where 4 is the iso-density
region which the spring corresponds to)
s elastic constant k; (proportional to the
region density &)
¢ the minimum force A" able to compress
the spring
e the maximum threshold p/"** of compres-
sion of the spring
e the minimum coefficient of pressure
transmission £, that is the non critical
value that simufates the force dispersion
between two adjacent tissues (experimen-
tally or statistically determined)

In order to determine the displacement vec-
tors which control the global deformation, the
application point, the direction, the verse and
the module should be fixed. The last one is de-
fined by the Euclidean distance between two
positions of the same control point in two dif-
ferent system states. The other values depend
on the force line (figure 2),

The formalisation ofethe deformation vec-
tors’ medules, allows the mechanical charac-
terisation of the geometric model.
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formed
Contour

Original
Contour

Figure 2: Example of deformation vector

4 Virtual Environment in-
teraction

At the step ¢;, with j > 0, if the pressure force,
identically distributed along the r directions,
is not zero, the pressure transmitted to each
spring of the force line is computed. For each
spring, the computation is based on the spe-
cific parameters and on the pressure transmit-
ted by the preceding spring. The global com-
pression obtained is subtracted to the springs
refax lengths and the result gives the defor-
mation amount of the tissues against the rigid
limit of the geometzic context (the skull).

The control points set at step ¢y and ¢; rep-
resent the control set of the Radial Base Func-
tion (RBF) and the B-Spline approaches used
to deform the original scene [5, 4].

The appreach has been tested on real im-
ages pairs of the same patient, representing
both healthy and pathologic situations. The
healthy images have been taken either be-
fore the expansive lesion appearance or subse-
quently the surgical lesion reroval, after the
intracranial structure had assumed again its
the criginal geometry {relaxing time).




Figure 3: Example of MRI of the brain:
healthy situation

5 The Simulator

The deformable model has been implemented
on AVS/Express, in order to simulate the ex-
pansive phenomenon at 2D level (CT or MR).
Images with 286 grey levels have been con-
sidered. The applications implement dedi-
cated algorithms for the simulation of the
encephalon cbjects deformations; such algo-
rithms perform their computation on the ba-
sis of the specific resistance of ecach tissue to
the radial force field. Figures 3 = 8 show a
simulation example; figure 3, which has been
used to simulate the growing process, shows a
section of a healthy encephalon, while figure
4, used to evaluate the results, shows the ho-
mologous pathologic slice of the same patient.
Firstly the system extracts the contours of the
main anathomical regions of the healthy im-
age (figure 5); then, the origin point and the
module of ar: expansive force is specified. Fig-
ure 6 and figure 7 show the simulation result
by using the RBI and the B-Spline deforma-
tion approaches respectively. Figure 8 shows
a comparison between the contours extracted
from the result of the B-Spline approach and
the pathologic image,
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Figure 4: Exampie of MRI of the brain:
pathologic situation

Figure 6: Simulation result with the Radial
Base Function approach




vIRI of the brain:

ilt with the Radial

Figure 7: Simulation result with the B-Spline
Function approach

Figure 8: Contour comparison between the
healthy image and the B-Spline approach re-
sulb
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6 Conclusions

In this paper a physical and gecmetrical
mode! has been proposed able to deter-
mine the structural variation of the cranial-
encephalon system and simulate the be-
haviour of the endocranial tissues under a de-
frmation force fleld. Methaodologies and tech-
niques for the anatomical tissue analysis and
the pathologic deforming process evaluation
have been studied and developed. At last,
the approach has been tested on real com-
plex cases, considering both the healthy and
the pathological situations of a same patieni:
starting from the healthy slice, a growing in-
tracranial lesion has been simulated, using
both a B-Spline and a RBF approach, and the
results have been compared with the patho-
logical slice.

A future extension of the model introduced,
is a full 3D simulation of intracranial expan-
sive lesions and the possibility to a2nalyse and
characterise more different deforming agents
in the same geometric context. Furthermore,
optimisation methods can be introduced in or-
der to reduce the simulation complexity and
the computational time.
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