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Abstract
Mega-LEO satellite constellations are becoming a 

concrete reality. Companies such as SpaceX, Virgin 
Orbit, and OneWeb have already started launch-
ing hundreds of LEO satellites and are turning their 
services on. Even if the aim of such LEO satellite 
constellations is just, for now, to offer worldwide 
Internet access equality, their deployment proves 
their feasibility and suggests usefulness for further 
purposes. In this article, we shed some light on the 
possible integration of the in-network computing 
paradigm in mega-LEO satellite constellations. Ter-
restrial and/or non-terrestrial nodes can benefit from 
offloading the computing to an orbital edge (OE) 
platform reachable through the satellite constella-
tion, exploiting its fast and distributed computation-
al capability. In this context, a preliminary analysis 
highlights that task offloading strategies can lead 
to performance improvements that open up novel 
challenges in the design and setup of OE platforms.

Introduction
New technologies often offer a window into our 
society to understand how they have integrated 
themselves into social arrangements and their 
effects on the development of institutions and 
social progress. Computing and communication 
technologies are primary examples of this. Asking 
how computing platforms will affect equality of 
opportunity in our society leads us to acknowl-
edge that certain realities fall short of our ideals of 
life, culture, and gender equality. Therefore, pro-
viding access and computing equality is a mission 
of utmost importance for research.

Satellite and aerial communications have 
already been advocated as a viable resource to 
connect unconnected or poorly connected areas 
[1]. When dealing with mega-low Earth orbit 
(LEO) satellite constellations, the space industry 
is promising significant improvement in increas-
ing coverage and reducing latency. Novel pay-
loads could also allow providing data caching and 
cloud-like computing capabilities at the edge of 
the network [2]. Several applications could bene-
fit from such a satellite computing infrastructure, 
namely the orbital edge (OE), in the domains of 
mobile Internet, the Internet of Things (IoT), and 
next-generation Tactile Internet. In fact, relative 
applications are becoming more and more min-

gled with artificial intelligence (AI) and machine 
learning (ML) algorithms requiring close location 
to offload computing tasks.

However, since many customers may require 
real-time or near-real-time computing operations, 
the latency to process data on the cloud can-
not always be satisfactory, in particular in those 
regions where terrestrial connectivity is absent 
and satellites are the only solution. The edge 
computing paradigm is the new answer to such 
market and service needs. It allows keeping com-
putation closer to data producer entities, limiting 
as much as possible the response times. It guar-
antees the desired quality of service (QoS) with-
out relying on the computational capabilities and 
energy resources of the end devices, which can 
be scarce and expensive [3, 4]. The fifth-gener-
ation (5G) mobile network and its beyond 5G 
(B5G) evolution are foreseen as the candidate 
technologies to enable AI as a service (AIaaS) [5]. 
In fact, its standardization process also comprises 
a roadmap for the integration of non-terrestrial 
networks (NTNs), including both aerial and space 
segments as key innovation areas of the 3rd Gen-
eration Partnership Project (3GPP) [6].

In this article, we envision an edge computing 
platform that leverages the computing-as-a-service 
capabilities of LEO satellites to implement the in-or-
bit computing continuum for equal access to com-
puting. We introduce the edge-cloud continuum 
concept, including a brief review of OE comput-
ing (OEC) and its feasibility. We provide a proof 
of concept of the reference scenario, while we 
describe the offloading problem related to the ana-
lyzed OE infrastructure. We provide an outlook, 
through simulations, of how the offloading can be 
beneficial for OE platforms. Final considerations 
and open challenges are included.

Edge-Cloud Continuum and Orbital  
Edge Computing Feasibility

Nowadays, technologies such as mobile, edge, 
and cloud computing have the potential to jointly 
make a computing continuum for new disruptive 
applications. In [7], the authors proposed a model 
infrastructure for the realization of the mobile-
edge-cloud continuum called A3-E. The proposed 
infrastructure exploits the function as a service 
(FaaS) computing paradigm to allow stateless and 
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lightweight functions to be autonomously fetched, 
deployed, and exposed as micro-services by het-
erogeneous providers. Since distinct providers and 
infrastructures will not be able to autonomously 
coordinate and decide who should serve each 
client request, the A3-E infrastructure enables a 
mutual client-provider awareness that allows for 
the opportunistic and context-dependent place-
ment of micro-services along the continuum. 
The idea behind the edge-cloud continuum is to 
extend cloud platform capabilities to the network 
edges, namely near edge (NE) and far edge (FE) 
based on the distance from the cloud. It supports 
data processing via the shared pool of computing 
resources, allowing reduction of the amount of 
communication data, bandwidth demand on net-
work links, and latency of applications and services.

Traditional satellites are highly customized. The 
onboard resources are designed for specifi c appli-
cations, and their functionalities cannot be changed 
during their planned lifetimes, making edge com-
puting hard to apply on them. The authors of [8] 
proposed an intelligent satellite, called iSat, suit-
able for satellite edge computing. iSat is a class of 
multi-purpose satellites with a powerful standard-
ized hardware platform and a fault-tolerant expand-
able satellite operating system. It can load diff erent 
apps and share onboard resources with other sat-
ellites on demand, providing a more robust and 
fl exible personalized space service.

Even if the joint use of edge computing and 
cloud paradigms can reduce latency and accelerate 
computation, this solution may not be sufficient in 
some scenarios. For example, ubiquitous and high-
data-rate sensors spanning large geographical areas 
may generate high data volumes that cannot be 
delivered unless the bandwidth from sensors to data 
centers is proportionally increased. This is the case of 
nanosatellite constellations with high-data-rate camer-
as where data processing is performed by a ground 
station in a centralized way. The ground station loca-
tion and orbit parameters limit link availability, mak-
ing eff ective data rate scalability diffi  cult to achieve. 
Moreover, intermittent and often unreliable down-
links add latency between data collection and pro-
cessing, requiring orbital data buff ers. OEC can be an 
effi  cient alternative in this scenario. In [9], the authors 
proposed to equip small low-cost satellites with sen-
sors and sophisticated processing hardware to make 
a CubeSat constellation able to perform data-analysis 
tasks, providing the performance analysis in terms of 
volume, mass, energy storage, power, cost, and com-
puting performance to support sophisticated image 
processing with deep learning. In [2], the authors 
discussed the feasibility of OEC highlighting the 
challenges to deploy, operate, and maintain in-orbit 
computing services. Starting from a reference edge 
equipment, they assessed the feasibility of boarding 
such a commodity server on a Skylink payload with a 
modest increment of weight and volume.

In this article, we start from the fi ndings of the 
related works briefl y presented above, and propose 
an overview of an offloading strategy for in-orbit 
computing with a preliminary comparison of sim-
ple scheduling techniques to highlight the margins 
of gain that offloading policies can achieve, thus 
opening to future more advanced and complex 
techniques. The proposed comparison is done with 
diff erent size of the constellation, keeping Starlink 
as a reference example, and accounting for a light-

weight and efficient computing platform, largely 
adopted for ML computing tasks.

rEFErEncE scEnArIo
The envisioned scenario, depicted in Fig. 1, out-
lines the implementation of an in-network com-
puting architecture overlaid on an NTN made 
up of three main computing and communication 
entities from the core network viewpoint:
• Autonomous vehicles (AVs), such as ground, 

sea, and aerial vehicles, are equipped with 
different kinds of sensors, such as inertial 
measurement units (IMUs) and cameras 
[10], representing the FE.

• A constellation of LEO or very low Earth orbit 
(VLEO) satellites are equipped with both a 
communication payload and a computing 
unit but with constrained processing capaci-
ty, representing the OE.

• A set of satellite gateways provide access to 
dense servers of the data centers capable of 
intensive processing and storage, represent-
ing the NE. This entity does not concur with 
the in-orbit computation but provides only 
connectivity and computing continuity from 
OE to cloud data centers.
According to the recent trend that fosters the 

deployment of mega-LEO satellite constellations, 
the complexity of facing such a high number of 
satellites and scheduling communication and com-
puting tasks is outstanding. In such a scenario, each 
FE node can be visible to a limited number of LEO 
satellites at a time. Considering the high relative 
speed between FE nodes and LEO satellites, this set 
of satellites dynamically changes over time. 

We assessed the possible load that satellites 
can receive in terms of the number of FE nodes 
located in each satellite coverage area in order to 
highlight the typical low usage of satellite resourc-
es for most of the time. Results were obtained 
with a C++ based simulator where satellite posi-
tions are computed following the SGP4 simplifi ed 
perturbation model. 100,000 FE nodes have been 
considered and spread worldwide depending on 
the current world population dataset available in 
[11]. A minimum inclination angle of 40° between 
FE and OE nodes has been considered to decide 
when a couple of FE-OE nodes are visible.

Figure 2 shows the distribution of FE nodes: 
the greater the radius, the greater the node densi-
ty based on the user density over the world map. 
This fi gure provides a qualitative idea of how the 
satellites can be aff ected by the FE data traffi  c.

We can infer from Fig. 2 that at least 70 per-
cent of the satellites are in no or low usage due 

FIGURE 1. Reference scenario with the considered OE architecture imple-
mentation.

We assessed the possible 
load that satellites can 
receive in terms of the 

number of FE nodes located 
in each satellite coverage 
area in order to highlight 

the typical low usage of sat-
ellite resources for most of 
the time. Results have been 
obtained with a C++ based 

simulator where satellite 
positions are computed fol-
lowing the SGP4 simplified 

perturbation model.
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to the presence of large areas without, or with a 
low number of, possible users. During all the time 
that satellites are not travelling above FE nodes, 
their computational capabilities are not direct-
ly exploited. On the contrary, when they pass 
above crowded areas, their capabilities are highly 
stressed and might turn out to be not enough to 
satisfy all requests, leading OE nodes, in turn, to 
off load tasks to the cloud through the NE nodes. 
Such a waste of resources is also mentioned in 
[2], where the authors provided a coverage pic-
ture of the Starlink topology.

We prove that task offloading among neigh-
bouring satellites is feasible and leads to better 
exploitation and a more homogeneous distribu-
tion of all tasks among OE nodes.

oFFloAdIng strAtEgy
Exploiting the available information about current 
network status and possible estimations of its evo-
lution in the near future can help the task off load-
ing process to better exploit the overall available 
distributed resources. This aspect is a matter of 
primary importance, especially when the satellite 
constellation size increases and the planned maxi-
mum number of supported users is higher.

To assess this, we consider four scenarios with 
diff erent LEO satellite constellation networks:
1. 66 satellites equally spaced in 6 circular 

orbits with 11 satellites each, satellite altitude 
781 km, orbital plane inclination 86°

2. 180 satellites equally spaced in 18 circular 
orbits with 10 satellites each, satellite altitude 
1000 km, orbital plane inclination 86°

3. 360 satellites equally spaced in 18 circular 
orbits with 20 satellites each, satellite altitude 
1000 km, orbital plane inclination 86°

4. 1584 satellites equally spaced in 72 circular 
orbits with 22 satellites each, satellite altitude 
550 km, orbital plane inclination 53°
The constellation of Scenario 1 is set with the 

same number of satellites and orbital parameters 

as the Iridium constellation. This choice aims to 
assess the possible obtainable performance of 
the traditional satellite constellations if they were 
equipped with in-network computing capabilities. 
On the other hand, the constellation of Scenario 
4 is set with the same planned number of satel-
lites and orbital parameters as the Starlink phase 
1 constellation as a realistic example of near-fu-
ture satellite constellations. Both Scenarios 2 and 
3 have a number of satellites and orbital planes 
between Scenarios 1 and 4 in order to provide 
insights on intermediate confi gurations.

In each of these scenarios, the FE nodes gen-
erating tasks have been considered proportional 
to the number of satellites and spread throughout 
the world in line with the distribution information 
shown in Fig. 2.

For the task offloading process, we consider 
three diff erent task off loading strategies:
• Round-robin (RR): Satellites off load the tasks 

directly received from FE nodes to one of 
the four neighbour satellites at one-hop dis-
tance following a simple RR policy. Off load-
ing events take place only when a satellite 
cannot process the received task by itself 
because it currently does not have enough 
available resources.

• Full off loading (FO): Satellites always off load 
the tasks directly received from FE nodes to 
one of the four neighbor satellites at one-
hop distance following a simple RR policy. 
Off loading events take place even when the 
satellites that directly receive tasks from FE 
nodes have enough available resources.

• Fuzzy: Satellites offload the tasks directly 
received from FE nodes to one of the four 
neighbor satellites at one-hop distance fol-
lowing a fuzzy-logic-based policy [12]. Off-
loading events take place following the 
indications of the fuzzy logic that are related 
to the current status of the network and its 
estimated evolution.

FIGURE 2. Areas where satellites would be active in terms of number of underlying FE nodes per square kilometer (100,000 FE nodes in total).
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We decided to use fuzzy logic as a first step to 
exploit knowledge of the network in terms of dif-
ferent parameters. Without going into too much 
detail, with the fuzzy-logic-based offloading strat-
egy we consider exploiting information about the 
satellite’s overall and currently available resourc-
es to estimate the delivery latency of each task 
considering all the possible offloading choices. 
This information is related to knowledge about 
the currently available CPU computation, storage 
memory, and energy consumption of each select-
able satellite and the estimation of the evolution 
of these variables in the near future. The conse-
quent output fuzzy variables indicate which of 
the four one-hop neighbor satellites is the most 
suitable to guarantee the minimum latency (i.e., 
will be able to process the task before the other 
satellites and will have enough available resources 
at the estimated task processing time).

Performance Analysis
The performance analysis is based on the four 
scenarios with the three offloading solutions 
described earlier, where the number of FE nodes 
that generate tasks are proportional to the num-
ber of satellites and spread throughout the world 
in line with the distribution information shown in 
Fig. 2. Only 30 percent of the satellites collect 
tasks from the relative FE nodes, while the other 
70 percent are left available to compute tasks 
eventually received from one of the four neighbor 
satellites at one-hop distance through inter-sat-
ellite links. Each FE source node generates tasks 
following a Poisson distribution with different l i 
parameter for each of the three considered appli-
cations (APPi, i = 1, 2, 3). The simulation design 
parameters are shown in Table 1. Note that the 
computing resources are equal for each satellite 
in every scenario.

In order to properly show both the QoS guar-
anteed for the user and the consequent network 
resource consumption, we consider the following 
three metrics:
•	 Latency: the average time between the task 

generation and the reception of the process-
ing result by the task generating node

•	 CPU utilization: the average utilization of the 
CPU of the satellites that receive tasks to pro-
cess directly from the underlying FE nodes

•	 Data rate: the average data rate of the 
inter-satellite links considering the trans-
missions of both tasks to processing and 
post-processing results
Such metrics have been chosen referring to 

a lightweight and efficient constrained hardware 
already used for computing tasks, for example, on 
unmanned aerial vehicles (UAVs), such as Rasp-
berryPi or nVidia Jetson boards. Indeed, these 
two boards significantly differ from any other 
hardware in the use of resources and comput-
ing power. However, the present study does not 
intend to provide exact performance metrics for 
specific hardware. It aims to show a proof of con-
cept of computing offloading on mass market 
hardware that could be embedded onboard a 
satellite for free.

Tests have been performed using Sat-Edge-
Sim, software developed to model and simulate 
satellite edge computing environments [13]. The 
results of the performance evaluation achieved 

for the different apps and the different numbers of 
satellites per constellation are collected in Table 2.

General Considerations and Open Challenges
Results in Table 2 show that a technique based 
on an optimization logic, like fuzzy, compared to 
simple deterministic logic, like RR, can enhance the 
performance of a mega-LEO satellite constellation 
network in terms of the three metrics considered 
in this work. But this is more evident looking at the 
latency metric for different numbers of satellites 
per constellation. An optimization based on the 
considered fuzzy logic is able to reduce the latency 
between 38 and 51 percent for APP1, between 
41 and 51 percent for APP2, and between 16 and 
40 percent for APP3. From Table 2, we can argue 
that this kind of control policy allows significantly 
reducing the task processing latency. Even if it is 
not trivial to understand, given the dynamism of 
both the mega-LEO satellite network topology and 
its links’ status, adopting a control policy for tuning 
both the task offloading and load computing, we 
can achieve minimization of latency.

Improving the computing sharing in a distribut-
ed platform can allow achieving both a significant 
reduction of satellite launches and a lower com-
putational load on ground resources. This is also 
going to affect the economic aspect of deploying 
an edge computing satellite constellation. Satel-
lites are becoming cheaper and cheaper to build 
and launch thanks to the miniaturization of elec-
tronics that allows producers to build objects with 
the same, or even more, available resources than 
before but lower-weight. By deploying a lower 
number of satellites and guaranteeing the same 
service quality is another money-saving factor, 
and also of primary importance from the sustain-
ability viewpoint. The importance of efficient tech-
niques based on AI mainly lies in the possibility 
of allowing these resource-constrained devices to 
cooperate among themselves and with terrestrial 
gateways to ensure quality and efficiency of ser-
vices to a foreseen increasing number of users.

Such an outcome fosters the investigation of 
other stochastic or learning-based techniques, such 
as actor-critic and deep reinforcement learning [14, 
15] in such an application scenario, keeping the 
work presented here as a reference baseline. In 
addition, more objective functions could be consid-

TABLE 1. Configured simulation parameters.

Parameter APP1 APP2 APP3

Input task size (MB) 10 20 5

Output task size (MB) 1 2 0.5

Poisson l 1 2 0.5

Operations per task (MI) 50,000 100,000 25,000

Inter-satellite max data-rate (Gb/s) 1

CPU capacity (MIPS) 50,000

Number of core per CPU 8

Storage capacity (TB) 1

Battery capacity (Wh) 20

FE nodes per scenario (300, 818, 1636, 7200)

Simulation duration (h) 1
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ered to further optimize the pay-off of the services, 
and different layers of a space information network 
could further share the computational tasks, aim-
ing to further improve the service performance by 
exploiting a wider set of available network resourc-
es and interconnections among nodes.
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