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A B S T R A C T

Relatedness is a quantification of how much two human activities are similar in terms of the inputs and
contexts needed for their development. Under the idea that it is easier to move between related activities
than towards unrelated ones, empirical approaches to quantify relatedness are currently used as predictive
tools to inform policies and development strategies in governments, international organizations, and firms.
Here we show that the standard, widespread approach of estimating Relatedness through the co-location
of activities (e.g. Product Space) generates a measure of relatedness that performs worse than trivial auto-
correlation prediction strategies. In this paper, working on data about countries’ trade, technologies, and
scientific production, we show two main findings. First, we find that a shift from two-product correlations
(network-density based) to many-product correlations (decision trees) can dramatically improve the quality
of forecasts, allowing the possibility to assist policymakers in optimizing decisions to promote growth. Then,
we propose a new methodology to empirically estimate Relatedness that we call Continuous Projection Space
(CPS). CPS, which represents a general network embedding technique, vastly outperforms all the co-location,
network-based approaches, while retaining similar interpretability in terms of pairwise distances. Depending
on the dataset the best approach is always either CPS or machine learning algorithms based on decision trees.
1. Introduction

The concept of Relatedness [1] is a key element for both economic
and social sciences, with applications ranging from smart specialization
strategies [2] to the study of countries development [3,4], to recom-
mender systems [5]. Two human activities are considered to be related
if they share a common set of capabilities that are needed for their
development [6]. The larger the intersection of the needed capabilities,
the stronger the Relatedness. For example, the industrial production
of radars is closely related to the production of radio broadcasting
apparatus, but not so much to crude oil refining. In recent years, driven
by the increasing popularity and adoption of the Economic Complex-
ity framework [3,4,7–14], Relatedness has been gaining importance
in informing diversification or specialization strategies across a wide
range of policy-making institutions such as the World Bank [15] and
the European Commission [16,17]. Under the idea that it is easier to
develop activities that are similar to those already developed in a re-
gion, decision makers can rely on a quantitative tool to design policies
that can be adapted to several strategic approaches (e.g. vertical or
horizontal policies [18]. See [19] for a study about the relationship
between relatedness and economic complexity metrics). So a country,

∗ Corresponding author at: Istituto dei Sistemi Complessi - CNR, UOS Sapienza, Rome, Italy.
E-mail address: andrea.zaccaria@cnr.it (A. Zaccaria).

or a region, that is currently competitive in the production of radars
can have development opportunities in radio broadcasting apparatus,
as a consistent set of the needed capabilities is likely already present.
By forecasting future activities we quantify how close countries are
to a given industrial or technological sector; this is not a recommen-
dation to walk the easiest path. Instead, with this paper we address
the problem of providing a reliable quantification of the feasibility of
these transitions; such assessment can be a valuable input for strategic
decisions.

Clearly, a poor or inconsistent quantification of Relatedness, and
therefore a wrong estimation of the feasibility of transitions to new in-
dustries, represents a huge risk for policymakers basing their decisions
on it. In fact, despite the potentially great impact that such ideas can
have in shaping policies, an important point that needs to be addressed
is the fact that there is no direct way to estimate the Relatedness of
real-world activities from first principles, i.e. through the quantification
of common inputs. A notable exception is the skill relatedness [20],
which provides a similarity measure between sectors by using the
information on cross-industry labor flows. While some theoretical work
has been done on the combinatorics of very specific or synthetic
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networks where the inputs layer is observed (such as letters-words
or ingredient-recipes networks [4,21]), in any real scenario involving
human activities (e.g. industries, technologies, scientific research, etc.)
we do not have access to any ‘book of recipes’, not even to the ‘list of
possible ingredients’, that would allow for a principled computation of
Relatedness in terms of shared input capabilities.

For this reason, research has been focusing on how to recover an
effective measure of Relatedness from location-activity data [3,4,6,22,
23]. The core idea is that if two activities require similar inputs they
tend to co-occur within the same locations more than randomly [6,
24,25]. Therefore, suitably normalized counts of co-occurrences can be
used as a proxy for Relatedness. The problem that we address with this
paper is that this estimation is inherently difficult for two reasons:

• The number of activities is very often much larger than the
number of locations in which to count co-occurrences. This means
that the correlation structure that emerges is mostly random. E.g.
in the countries-products case, one would estimate a 5000*5000
(in the typical Harmonized System 6-digits classification setting)
co-occurrence matrix of products out of approximately 170 ob-
servations (countries). It is possible to reduce the number of
activities by aggregation, for instance at 2 digits, for a total of
about 100 economic sectors [26–28], but this typically leads to
a very coarse-grained Relatedness structure that is often trivial
and of no practical interest. In the literature, a compromise is
usually made and scholars work at 4 digits. Also, the approach to
increase the number of locations by reducing granularity (i.e. go-
ing at the subnational level), is of little use due to the fact
that harmonized regional-level data is often unavailable, and the
number of observations needed to produce a good estimate of a
5000*5000 correlation matrix is easily in the tens or hundreds of
thousands [29].

• Very often, location-activity bipartite networks have a very strong
nested structure [30]. As opposed to a block-diagonal struc-
ture, that would immediately lead to a definition of sectors-
communities, in these networks the Relatedness signal is of sec-
ond order with respect to the drive towards diversification that
generates the nested structure.

The basic idea of counting co-occurrences to infer Relatedness has
een refined and generalized in a wide variety of approaches [4,6,24,
5,31–38]. All such approaches give rise to a network of Relatedness
elations between couples of activities, i.e., in the language of statistical
hysics, a two-bodies correlation structure.

In order to give an objective assessment of the quality of these
roxies for Relatedness, we test the ability of these networks to per-
orm an out-of-sample link prediction task in three location-activity
ipartite networks (countries vs. products, technologies, and scientific
esearch, see Methods section for details). We perform the tests in a
ross-validation setting that is detailed in the Methods section. The
inding is that the link prediction ability of the co-occurrence methods
s generally poor, in some cases only marginally better than the one
roduced by a random network, and sometimes even inferior to trivial
rediction strategies. From this evidence one could draw two kinds
f conclusions: either (i) Relatedness is an unimportant concept in
redicting the development paths of countries, or (ii) the co-occurrence
roxy is able to provide a poor quantification of Relatedness. Our
indings are strongly in favor of (ii). While we find poor link-prediction
erformances from co-occurrence-based topologies, at the same time
e are able to build much better Relatedness proxies through more
dvanced machine learning-based embedding techniques. These algo-
ithms are based on high dimensional representations of the single
ctivities; such representations are the output of supervised machine
earning models trained to forecast which country will engage in a
arget activity in the near future. However, we also find that describ-
ng countries’ development paths as the sum of binary Relatedness
elationships is an oversimplification, and that, in some cases, much
2

better results can be obtained considering higher-order interactions
(i.e. patterns of absence/presence of many activities) through more
complex but less interpretable tree-based models (Fig. 1 panels A and
B). This is true, in particular, when the number of activities is large (as
in the export dataset in this paper). An example is Boosted Trees [39],
a supervised machine learning algorithm based on decision trees. In
this case, we train one model for each target activity, and the present
country basket is used as an input for the model to decide which
activities are more related to the target one. These models can be
learned with very effective strategies of data augmentation (bagging),
where many models are learned on randomized subsamples of data and
then averaged, and boosting, where the models are learned in sequence,
with each new model trained to minimize the residuals of the previous
ones (see Fig. 1 panel C). These strategies allow us to better cope with
the relative scarcity of data, which makes it problematic to properly
learn a correlation matrix with standard methods, and to learn more
complex and effective models. Here we also mention early attempts
to adopt machine learning approaches in economic complexity [40–
43], which however either lack the systematic comparison in prediction
tasks we show here, use different data, discuss only very specific test
cases, or propose methodologies which are not suitable for the type
and amount of data relevant here. In [44] we propose a scientifically
testable prediction framework to compare various machine learning
algorithms; however, that approach does not tackle the interpretability
issues discussed here. In particular, in [44] we showed that tree-based
algorithms outperform logistic regressions in assessing relatedness.

2. Results

2.1. Definition of the problem

We consider the temporal location-activity network defined by the
bipartite adjacency matrix

𝑀 𝑡
𝑐𝑝 =

{

1, if 𝑅𝐶𝐴𝑡
𝑐𝑝 ≥ 1

0, otherwise

here 𝑅𝐶𝐴𝑡
𝑐𝑝 is the Revealed Comparative Advantage [45] of country

in activity 𝑝 in year 𝑡 (see Methods section for the precise definition
or the different datasets). Roughly speaking, 𝑀𝑐𝑝 = 1 means that
ountry 𝑐 is competitive with respect to other countries in activity 𝑝.
e want to test if co-occurrence-based methods are a good proxy for

he Relatedness of countries’ activities. In order to provide a quan-
itative and objective evaluation of how good these proxies are, we
ake use of the standard assumption that countries are more likely

o develop new products that are related to the ones they already
roduce [3,4,23]. Therefore, our validation criteria are all related to
he ability of any inferred Relatedness topology to predict the basket
f activities of a country in year 𝑡 + 𝛿 given its basket in year 𝑡. Here
e discuss the case 𝛿 = 5. More precisely, we implement a leave-k-
ountries-out cross-validation strategy (see Methods section), so that we
earn both Relatedness topologies and predictive models from a set of
ountries and then we test them on a different, non-overlapping set
f countries. We consider various classes of predictive models, whose
xact specifications are given in the Methods section:

• Baselines: benchmark models that completely disregard or ran-
domize the co-occurrence signal. The RCA method is based on
the auto-correlation of the data.

• Bipartite Projections: inference of a Relatedness graph based on
the monopartite projection of the bipartite network connecting
countries with activities. Co-occurrence-based techniques such as
the Product Space [3] and the Taxonomy Network [4] belong to
this class.

• Description-based: Relatedness topology here is based on the
textual similarity [46] between activities descriptions.
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Fig. 1. A Density-based predictions on a graph are a linear sum of two-products relations. B. Decision tree-based predictions are based on many-products relations, i.e. the full
path on the decision tree. A change in the value of one of the nodes has a non-linear effect on the prediction. C. Visual explanation of the Bagging and Boosting paradigms
implemented in the XGBoost tree-based models. Bagging: The full training data is sub-sampled (for the sake of visualization here we represent one subsampling per tree, but can
be done at the node level) and different weak models are learned on each subsample. Boosting: each model is trained to optimize the residuals of the averaged previous models.
• Tree Based: tree-based machine learning algorithms that make a
link prediction based on complex patterns of presence–absence of
many links (many-body correlations). In particular, here we use
XGBoost [39,47] (XGB).

• CPS: low-dimensional representations of suitable embeddings ob-
tained from the supervised machine learning algorithms intro-
duced above. We used TSNE [48] and Variational Auto-Encoders
[49] for the dimensionality reduction.

• Graph Embedding: embedding of graph topologies in Euclidean
spaces. Here we used BiNE [50], an embedding technique specific
for bipartite networks.

We test the predictive models on two link prediction tasks, namely
(1 - All Links) to predict all the country–product links at time 𝑡+ 𝛿 and
(2 - Activations) to predict the links at time 𝑡 + 𝛿 that had 𝑅𝐶𝐴𝑡 <
0.5. The first task is much less interesting from an economic point of
view because of the very strong auto-correlation of the country-activity
structure: a model that trivially predicts that 𝑀 𝑡+𝛿

𝑐𝑝 = 𝑀 𝑡
𝑐𝑝 is typically

able to achieve very high scores with every classification metric (See
Supplementary Information, SI, tables 1,2, and 3). On the other hand,
the second task measures the ability of the predictive models to forecast
new links that are not due to small fluctuations of RCA, i.e. that are
more likely to represent genuine economic development. Here we,
therefore, focus on the results of the experiments on task 2. For the
sake of completeness, we report in the SI also the results for task
1. We perform the experiments using 23 years of data, from 1996
to 2018. In particular, for task 2 we compute a prediction score for

𝑡 𝑡
3

each element of the 𝑀𝑐𝑝 matrix where the corresponding 𝑅𝐶𝐴𝑐𝑝 was
below 0.5 in the single year 𝑡, where 𝑡 ranges from 1996 to 2013;
then we validate the predictions by checking whether those 𝑐, 𝑝 links
are present 5 years later (𝑅𝐶𝐴𝑡+𝛿

𝑐𝑝 ≥ 1), i.e. in the 2001–2018 data.
The same procedure is repeated for all the datasets. Note that in
order to compare different prediction methodologies, we have to define
a common predicting and testing framework. We choose the above
definition of activation for its simplicity and interpretability. Other
choices are however possible [44].

We evaluate the quality of the predictions with several standard
classification metrics. In Fig. 2 we show the results for some of these
metrics, chosen to be important for practical applications and to cap-
ture different aspects of the prediction task. A complete table of the
results for all the metrics is available in the SI. The metrics presented
in Fig. 2 are (see Methods section for their definitions):

• BestF1: the F1-Score computed at the optimal decision threshold.
This score is computed across all the predicted links for task 2.

• Precision@1000: the precision of the top 1000 predicted links of
the 𝑀𝑐𝑝 matrix in 2018

• mAP@20: the mean Average Precision of the top 20 predicted
links for each country in 2018

BestF1 and Precision, therefore, are computed by considering the
predicted links of the whole graph, and so we refer to them as global
metrics, while AP@20 is computed country by country and then aver-

aged (mAP@20) and so it is, in this sense, local.
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Fig. 2. Comparison of the prediction performance of different algorithm typologies using different databases and evaluation metrics. Tree-based machine learning techniques
(XGBoost and/or CPS) outperform all other approaches. Description-based and CPS perform better than the RCA auto-correlation baseline, which outperforms co-occurrences for
the predictions of new products.
2.2. Prediction results

In order to scientifically test the predictive power of the different
approaches we applied our validation scheme to three country-level
databases: UN-COMTRADE (export of products), REGPAT (patenting
activity), OAG (scientific production), which are described in the Meth-
ods section and in [51]. Generally, for all datasets and all metrics, the
best performing method is always either XGB or CPS-VAE32 (numbers
in bold in Fig. 2).

The three datasets (see Table 1) have important differences in size,
density, and activation probabilities. These differences reflect clearly
4

in the baseline scores, and this allows us to gauge the difficulty of
the prediction task in each dataset. E.g., in COMTRADE the Random
Prediction scores 0.057, 0.021, and 0.076 in BestF1, Precision@1000,
and mAP@20 respectively, but it scores 0.180, 0.064 and 0.192 in OAG,
i.e. approximately a threefold improvement. This is easily explained by
the fact that the activation probability of OAG is about 3 times higher
than that of COMTRADE.

All the co-occurrence-based methods have particularly poor perfor-
mances in the COMTRADE dataset. In the BestF1 and Precision@1000
metrics, they perform considerably worse than the trivial RCA predic-
tion. A possible explanation for this is the number of activities that are
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Table 1
Main features of the three datasets considered. The starting year is 1996 and the final year is 2018 for all datasets.
Database Countries

(C)
Activities
(A)

𝐶∕𝐴
Ratio

Density
(P(RCA>1))

Activation probability
P(RCA(t+𝛥)≥ 1|
RCA(t)<0.5)

COMTRADE 169 5040 0.034 0.102 0.030
REGPAT 48 667 0.072 0.185 0.096
OAG 169 313 0.540 0.245 0.099
present in the COMTRADE dataset, which is one order of magnitude
larger than in the other datasets. The complexity of estimating the co-
occurrence matrix grows quadratically with the number of activities,
and therefore a comparable growth in the number of available obser-
vations (i.e. countries) would be needed. In this scenario, the advantage
of tree-based models is extremely evident (respectively +77%, +384%,
and +73% in BestF1, precision@1000, and mAP@20 over Product
Space), as they are better suited to learn complex relations with rel-
atively scarce data. The CPS methods stand in between, demonstrating
a noticeable improvement in performance over the co-occurrence meth-
ods, but still not reaching the performances of XGB. This implies that
the Relatedness topology is a relevant concept in the COMTRADE data,
but co-occurrence methods are not able to correctly infer such topology.

In REGPAT and OAG the difference between co-occurrence-based
topologies and CPS is less pronounced (between 5% and 48%, compar-
ing CPS-VAE32 and Product Space) but still clear and systematic across
all datasets and metrics.

The performances of XGB are generally high, except in REGPAT. A
possible explanation is the much smaller number of examples (coun-
tries) that are available in this dataset, which might be too limited for
XGB to be able to learn proper patterns.

When compared to BiNE, CPS performs consistently better, es-
pecially in COMTRADE and OAG. We are confident that this is an
indication that the CPS approach is a promising and very general
network projection and embedding technique. Its performance with re-
spect to standard benchmarks (for bipartite and monopartite networks)
will be explored in a subsequent paper.

Finally, we have explored the effect of country-wise z-scoring on the
prediction scores, as suggested e.g. in [7]. The idea is that, as clear from
Eq. (3), more diversified countries tend to have generally higher pre-
diction scores and this affects the link prediction when it is performed
across different countries (this relevant for bestF1 and prec@1000 in
this paper). While this bias is certainly present, we argue that it is
balanced by a corresponding higher likelihood of activating links for
highly diversified countries. In fact, as shown systematically in the SI,
we find that z-scoring the forecasts has mixed effects on the metrics
for all density-based predictors with no general trend of improvement
in the COMTRADE dataset, while it is generally detrimental, with few
exceptions, in OAG and REGPAT (see SI, tables 4,5,6). This effect does
not affect the mAP@20 metrics, as they are computed per country and
subsequently averaged.

2.3. The continuous projection space

One of the advantages of models that predict growth on the basis
of pairwise distances, however, is that they allow for the visualization
of development paths in low-dimensional representations of the Relat-
edness topology. In Fig. 3 we provide a visualization of the CPS-TSNE
embeddings for the COMTRADE dataset, with the diffusion dynamics of
3 countries on that relatedness topology. For the sake of visualization,
the CPS embeddings of Fig. 3 are computed without cross-validation on
data ranging from 1996 to 2018, with products codified in the 1992
version of the Harmonized System. In Fig. 3 A we label the largest
clusters of products that we find, to guide the interpretation of the
dynamics highlighted in panels B to C. In those panels, we show the
diffusion process of 3 countries: Ethiopia, which focused on clothing;
5

China which has strongly diffused towards heavy industries with a net
decrease in RCA in clothing; Vietnam has increased its RCA on some
heavy industries, although much less than China, and on textiles, with
much lower RCA gains in agrifood sectors, that appear to have been
deprioritized in Vietnam’s strategy. It is interesting to notice how CPS
visualizations show at a glance a striking complementarity between the
diversification strategies of China and Ethiopia, in a time frame where
China has very strongly increased its influence and economic interests
in Ethiopia.

3. Methods

3.1. Data

In this section, we describe the three datasets used in this work. The
main statistical features of the datasets are summarized in Table 1.

3.1.1. Trade data
The UN-COMTRADE database (https://comtrade.un.org) provides

the monetary volumes of the trade flows between countries, at the
product level (approximately 5000 products classified according to the
Harmonized System at 6 digits). Since importers’ and exporters’ decla-
rations do not coincide, suitable reconstruction algorithms are needed
in order to achieve a coherent and sanitized dataset. By using a global
Bayesian optimization approach, we produced a denoised dataset [52]
that permits, by the way, to increase the GDP prediction performance in
a considerable way [53]. In this way, we obtain a set of export matrices
𝐸 which correspond to as many country–product bipartite networks.
We have one such export matrix for each year between 1996 and 2018.
The matrix element 𝐸𝑐𝑝 represents the volume (in constant US dollars)
exported by country 𝑐 and relative to the product 𝑝.

Revealed Comparative Advantage (RCA). The exported volumes 𝐸 are
highly correlated with both the size of the country (total GDP, pop-
ulation, etc.) and the industrial sector. In order to obtain an intensive
indication about the competitiveness of a country in a specific market, a
suitable normalization procedure is used in the Economic Complexity
literature [3,8,9]: one divides the export by both the total export of
country 𝑐 and the total volume of product 𝑝. Finally, a multiplicative
factor given by the total exported volume assures the presence of a
natural threshold equal to 1 to determine whether the given country ex-
ports that product in a competitive and relevant way. This formulation
was introduced by Balassa [45] and it is called Revealed Comparative
Advantage (RCA). In formula, the RCA of country 𝑐 in product 𝑝 is
computed as:

RCA𝑐𝑝 =
𝐸𝑐𝑝∕

∑

𝑎 𝐸𝑐𝑝
∑

𝑐 𝐸𝑐𝑝∕
∑

𝑐𝑝 𝐸𝑐𝑝
. (1)

We finally define M as the matrix such as 𝑀𝑐𝑝 = 1 if 𝑅𝐶𝐴𝑐𝑝 ≥ 1, and 0
otherwise.

3.1.2. Patent data - REGPAT
The Regpat database [54] is a publicly available resource about

patents, published by the OECD on a yearly basis that covers the
applications filed at the European Patent Office. Patents are localized
using the residence of the inventors. Regpat classifies the technological
content of patent applications according to the Cooperative Patent Clas-
sification (CPC), which has a hierarchical structure spanning all the way
from very coarsely defined technological fields to very detailed ones.

https://comtrade.un.org
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Fig. 3. A. Two-dimensional CPS/t-SNE embeddings of the Harmonized System 1992 6-digits products. Labels indicate the position of the main clusters. Panels B, C and D show
the time evolution of the RCA of Ethiopia, China, and Vietnam projected on the CPS, with shades of red proportional to the RCA value. The rightmost panels show the average
RCA variation averaged with a Gaussian kernel. Different development strategies appear very clearly through the lens of CPS. Ethiopia has strongly focused on the Apparel sector,
with a considerably lower increase of RCA in all other sectors. China has focused on heavy industries and had lower RCA growth in other sectors, with a negative sign in the
Apparel sector. Vietnam shows clearly delimited areas of focus in some heavy industries and textiles, with much lower growth in agrifood.
We use technology codes defined at 4-digit aggregation, corresponding
to around 600 codes. The time interval covers the years 1996–2018.
Here the activity of a country is quantified by counting the number of
patents filed in a given year. Following [51], we then compute Balassa’s
RCA and apply a threshold equal to 1 to obtain a binary matrix M.

3.1.3. Science data - OAG
The database collecting the scientific performance of countries and

geographical units is the Microsoft Academic Graph [55]. It is the
aggregation of the scientific production collected by Microsoft, and
we specifically consider the second and most updated dumps available
for free usage (OAG [56]). The database is composed of a list of
approximately 55 million scientific entries (article journals, books,
conference proceedings, reviews, etc.) and 800 million citation counts,
starting from 1800 until the end of 2018. The scientific production
is categorized using 294 Field of Study (FoS), which are generated
automatically by the similarity of each document with respect to the
previous literature. Countries are assigned using the authors’ affiliation.
We select the 169 nations considered in the export database. In the
same spirit, we select the temporal range available from the same
database, therefore from 1996 to 2018. Following [51], as a proxy of
the scientific competitiveness we use the logarithm of the number of
citations obtained by a country in a given field. In order to have a
binary matrix, we compute the Balassa index and we apply a threshold
equal to 1.

3.2. Leave-k-countries-out cross-validation

In this paper, we perform link prediction in a temporal bipartite
network. The most straightforward way of validating the results out-
of-sample would be to learn the forecasting models using the network
configurations up to a given time and then evaluate the quality of
the forecast on future, unseen data. In the present case however, this
approach suffers from a shortcoming: the networks object of this study
are extremely auto-correlated in time, as each country tends to change
6

only a very small portion of its product basket from year to year. For
this reason, including the past of a country in the training set provides
a great amount of information on how that country will look like in
the future, that can be directly learned by the model; this is undesired
as we want the models to be able to represent the general Relatedness
patterns between products, that should not be country-dependent.

To overcome this limitation we adopt a leave-k-countries-out ap-
proach. We select a set of 𝑘 countries and we exclude them from the
training data. We learn the models from all the available data from
the remaining countries. We use the models to predict all the country–
product links of the countries left out starting from the year 𝑡0+𝛿, where
𝑡0 = 1996 in our data and 𝛿 = 5. We repeat the process by excluding
other subsets of countries until we have a prediction for all countries.
Unless otherwise stated, all the cross-validations in this paper have
been performed with 𝑘 = 13. The reason for this choice is only related
to 169 (the number of countries in our COMTRADE network) being
divisible by 13. We have explored other values of 𝑘 and we found no
significant differences as long as 𝑘 is large enough, i.e. approximately
greater than 5.

3.3. Models

Notation. In the following sections, we define the models  as func-
tions that map the activities basket of a country 𝑐 at time 𝑡, to a score
 proportional to the estimated probability that the country will have
𝑅𝐶𝐴 > 1 in a given activity 𝑝 at time 𝑡 + 𝛿. We define such models as

(𝑐)
𝑝 ( ⃖⃖⃖⃗𝑀 𝑡

𝑐 ) =  𝑡+𝛿
𝑐,𝑝 (2)

where 𝑐 indicates that the models’ parameters have been tuned on
training data where country 𝑐 was excluded, and ⃖⃖⃖⃗𝑀 𝑡

𝑐 is an array
representing its activity basket.

Density based predictions. Following the literature [3], we define pre-
dictive models from the relatedness topologies by considering the
density of activities in which a country has 𝑅𝐶𝐴 > 1 around the target
activity 𝑝 weighted by the relatedness scores. More precisely, given a
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relatedness matrix 𝐵(𝑐) computed on data that excludes country 𝑐, we
efine

(𝑐)
𝑝 ( ⃖⃖⃖⃗𝑀 𝑡

𝑐 ) =  𝑡+𝛿
𝑐,𝑝 =

∑

𝑝′ 𝐵
(𝑐)
𝑝𝑝′𝑀

𝑡
𝑐𝑝′

∑

𝑝′ 𝐵
(𝑐)
𝑝𝑝′

. (3)

he relatedness matrix can be computed using networks of
o-occurrences, description embeddings, or the CPS described below.

o-occurrence based topologies. In a seminal paper, Teece et al. [6]
ntroduced the concept of coherence between neighboring activities
in their case, products) of firms. In order to measure the related-
ess between two activities, they proposed to count the relative co-
ccurrences, that is the number of firms that are active in both. Us-
ng the language of the networks used in Economic Complexity, this
orresponds to projecting the bipartite country-activity network into
monopartite network of activities, computing the activity–activity

djacency matrix as

𝑝𝑝′ =
∑

𝑐
𝑀𝑐𝑝𝑀𝑐𝑝′ . (4)

his similarity measure can be normalized in different ways, to take
nto account trivial effects due to the degree structure of the bipartite
etwork. A more general definition can be written as

𝑝𝑝′ =
1
𝐴

∑

𝑐

𝑀𝑐𝑝𝑀𝑐𝑝′

𝐵
(5)

n this work, we consider two specifications:

• Product Space: Setting 𝐴 = max(𝑢𝑝, 𝑢𝑝′ ), where 𝑢𝑝 =
∑

𝑐 𝑀𝑐𝑝
is the ubiquity of product 𝑝, and 𝐵 = 1 Eq. (5) becomes the
Product Space [3]. This normalization controls for the fact that
more ubiquitous products have more co-occurrences.

• Taxonomy Setting 𝐴 = max(𝑢𝑝, 𝑢𝑝′ ) and 𝐵 = 𝑑𝑐 where 𝑑𝑐 =
∑

𝑝 𝑀𝑐𝑝 is the diversification of country 𝑐, Eq. (5) becomes the
Taxonomy network [4]. This choice of A and B controls again
for the ubiquity of products, but also gives a smaller weight to
co-occurrences happening in countries with high diversification,
as those are more likely to be random.

he resulting networks can be filtered using suitable algorithms, such
s the Minimal Spanning Tree, used in [3] for visualization purposes, or
ull models [6,25,34,38], able to filter spurious effects and obtain sta-
istically validated projections; these approaches are however beyond
he scope of this paper. When, like in the present case, more than one
ear of data is available, the relatedness matrix 𝐵 can be computed by

stacking vertically the 𝑀𝑐𝑝 matrices.

Description embeddings. A relatedness signal can be extracted from
the textual description of the activities as defined in the respective
standard classifications (see Data section). We use this signal as a
control for other relatedness measures based on actual data from the
country-activity networks. We use the Elmo technique [57] to obtain
a similarity score between couples of textual descriptions of activities.
This defines a 𝐵𝑝𝑝′ relatedness matrix, in analogy with what is done
with the co-occurrence-based topologies. The forecasting model is built
following Eq. (3). More details are provided in the SI.

Boosted trees. All the predictive models that we consider in this paper
are based on some form of Relatedness topology and ultimately make
use of Eq. (3) to build their link prediction scores, with all the difference
being in how the Relatedness matrix 𝐵𝑝𝑝′ is built. All these methods,
therefore, are based on an independent sum of 2-activities relations
(Fig. 1A). With decision tree-based methods we can learn more general
relations between patterns of presence/absence of sets of activities in
the basket of a country, and this can radically improve the link predic-
tion quality (Fig. 1B). To learn these complex relationships, however,
we are still subject to the same scarcity of data that makes it difficult
7

to learn the co-occurrence-based Relatedness matrices. To minimize
the risk of learning spurious correlations and to improve the out-of-
sample prediction quality, modern decision-tree learning algorithms
make use of two ideas: bagging and boosting (Fig. 1C). The term bagging
refers to a data-augmentation strategy where the original training data
is randomly sub-sampled many times. In each sub-sample, some rows
(examples, here countries) and columns (features, here activities), ran-
domly chosen, are removed from the training data, and a weak model
is trained on the remaining data. When the weak models are trees,
as in the present case, the column sub-sampling is usually performed
randomly every time a new split in the tree is learned. The resulting
trained models are defined weak as they are learned on incomplete data.
However, repeating this operation many times and finally building a
meta-model that aggregates the predictions of several weak models is
shown to significantly reduce overfitting [47,58], which would be a
significant problem in learning complex models with scarce data.

The term boosting refers to algorithms that learn weak models in
sequence, with each new model trained by giving focus to the training
examples that generated the largest losses in the previously learned
models.

The bagging and boosting paradigms can be applied in a variety of
ways. Here we make use of the XGBoost [39,47] framework to train
boosted decision forests. More specifically, we train one boosted forest
for each activity to perform a binary classification task, i.e. we build
the input-label pairs as:

(𝑖𝑛𝑝𝑢𝑡, 𝑙𝑎𝑏𝑒𝑙) = ( ⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑅𝐶𝐴𝑡
𝑐 ,𝑀

𝑡+𝛿
𝑐𝑝 ) (6)

that is, the model learns to associate a given activity basket to the
possible presence of a given activity after 𝛿 years.

The parameters are the default provided by the XGBoost library
(version 1.2.0) except for the n_estimators parameter that has been set
to 30. To stabilize the results, we repeat the leave-k-countries-out cross-
validation 3 times, on 3 different randomizations of the hold-out sets,
and average the scores across the 3 runs. In the COMTRADE dataset,
the computational cost of the leave-k-countries-out cross-validation
exercise is considerable: in total we train 𝑁𝑝 * 𝑁𝑐∕𝑘 * 3 models,
i.e. with 𝑁𝑝 = 5053, 𝑁𝑐 = 169 and 𝑘 = 13 we train 197067 XGB
models. The boosted trees models perform generally better than the
co-occurrence-based models considered in this paper, the main reason
being their increased functional complexity. While all the other non-
trivial models that we consider are based on binary activity–activity
relationships that are independently summed or averaged together,
the boosted trees models explicitly consider higher-order relationships
between groups of products. This increased complexity translates into
a better capability of the models to represent complex patterns and
ultimately to produce better forecasts, but comes at the price of much
lower interpretability. The only exception comes from the CPS models
that manage, in some cases, to outperform all other models including
boosted trees, but still rely on a Relatedness-based topology.

Continuous projection space. We introduce the Continuous Projection
Space (CPS) approach in order to recover interpretability from the
tree models while maintaining a compelling capability to measure
relatedness. The CPS procedure allows to translate the trained tree-
based models into an activity–activity relatedness matrix that retains
at the same time the interpretability of co-occurrence-based relatedness
models and a vastly improved forecasting ability. The CPS procedure
can be seen as a general self-supervised graph-embedding algorithm,
along the lines of several others that gained popularity in the recent lit-
erature such as Node2Vec, BiNE, and others [59]. The idea behind CPS
is to represent each node of a graph through a link-prediction model,
i.e. a model that is trained to predict the set of other nodes to which that
node is linked and, for weighted graphs, the weight of the link. Here we
will use Random Forests as link prediction models. Once trained, such a
link prediction model can be sampled, by using it to predict links in the
graph. By using the prediction scores associated with each link we can

generate a vector of numbers for each node, i.e. the predicted relation
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Fig. 4. Schematic explanation of the CPS methodology. First (top panel) each product is associated with a vector of predictions of the probability to be linked to each country.
This provides a high-dimensional embedding. Then the dimension of these representations are reduced using standard techniques (in this case Variational Autoencoders and t-SNE).
towards each other node in the graph (or a subset of them). In practice,
each activity can be represented as an embedding vector by using
the associated prediction scores. This vector embeds information about
the model, in terms of its outputs in relation to a fixed set of inputs
(i.e. the features used for the link prediction). Intuitively, two nodes
that share similar connectivity patterns will be associated with similar
models that will, in turn, generate similar vectors of predictions. These
vectors can be the CPS embedding per se or, as in the present case,
can be further embedded into lower dimensional spaces with general
dimensionality reduction techniques to improve interpretability. This
technique is very general and its effectiveness depends greatly on the
choice of the link-prediction models, their training procedure, and
the sampling strategy. A general overview and comparison with other
approaches in the literature is beyond the scope of this paper and will
be discussed in upcoming work. Here we provide the specifications of
the CPS implementation used in this paper. A schematic explanation of
the procedure is provided in Fig. 4

To compute the CPS embeddings in the present bipartite dynamical
case, we train Random Forests as the link prediction models to predict
5-year delayed links from each activity to the set of countries. That is,
we use exactly the same setting that we use to train the boosted trees
models, with the same leave-k-countries-out cross-validation scheme,
the only difference being that we train plain Random Forests instead of
Boosted Forests to reduce computational time. After the out-of-sample
inference, we obtain predictions for all countries, all years, and all
activities, i.e. a tensor  of the same shape of 𝑀𝑦

𝑐𝑝, where 𝑦 indexes
the years. Then, for each activity, we consider the vector of all the
predictions for all the countries and all the years, i.e. a vector of 𝑁𝑐 ∗
𝑁𝑦 entries that represent the (ordered) prediction scores. Each vector is
a high-dimensional representation of the predicted activity. Intuitively,
if our model predicts that the same countries will (and will not) engage
in two activities, these will have similar vectors and so they will be
related. We then reduce the dimensionality of such vectors in two steps:
first, we train a 16-dimensional Variational Autoencoder (VAE32) [49],
reducing the vectors to 32 dimensions (i.e. the 16+16 parameters of the
VAE), then we perform a further dimensionality reduction from 32 to 2
dimensions with the t-SNE algorithm [48] (se SI for more details). The
result is shown in Fig. 3.
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To perform the predictions we first compute the 𝑁𝑝 × 𝑁𝑝 matrix
𝐷𝑝𝑝′ of Euclidean distances between the embedding vectors. Then we
transform 𝐷 to a matrix 𝐵 of Gaussian weights

𝐵𝑝𝑝′ =
1

√

2𝜋𝜎2
exp

(

0.5
(𝐷𝑝𝑝′

𝜎

)2)

(7)

Finally, we plug such matrix as the 𝐵𝑝𝑝′ matrix in Eq. (3) to perform the
forecasting. This is equivalent to a Nadaraya–Watson kernel regression
with a Gaussian kernel. The resulting forecasting scores represent our
CPS-based measure of relatedness, to be used to assess the feasibility of
a target activity for a specific country.

It is to be noted that this procedure by itself would not imply a fully
out-of-sample prediction that can be directly compared to the results
presented for the other methods. This is due to the fact that the leave-
k-countries-out cross-validation guarantees that the forecasts for each
country are done without using any knowledge from that country, but
since the CPS embeds each activity as a combination of the forecast
for all countries then the resulting embeddings actually make use of
all the data. For this reason, only for the CPS results, we implement
one further step: we compute a set of embeddings and the resulting
relatedness matrix 𝐵𝑐

𝑝𝑝′ for each country, by completely eliminating that
country from the data, and then using Eq. (3) to produce forecasts for
that country only. The 𝜎 parameter of Eq. (7) is chosen as the one that
maximizes the in-sample Best F1 score in forecasting the links of the
countries used to compute 𝐵𝑝𝑝′ . This procedure is repeated once for
each country in the dataset, i.e. 169 times. For this reason, we are not
presenting cross-validated CPS results based on Boosted Trees models,
but only on the much faster Random Forest.

CPS represents a significant step forward in the economic complex-
ity literature since it allows a better assessment of the relatedness of
activities while preserving the possibility to visualize the reason behind
such an assessment.

RCA baseline. As a baseline forecast, we consider the trivial model
where

 𝑡+𝛿
𝑐,𝑝 = 𝑅𝐶𝐴𝑡

𝑐,𝑝 (8)

Given the strong auto-correlation of the countries-activities networks,
this trivial model provides relatively good predictions. Strikingly, these
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results outperform the ones obtained from the network of
co-occurrences in the COMTRADE network.

Random graph baseline. The forecasting in Eq. (3) depends on two
erms: one is the Relatedness matrix 𝐵𝑝𝑝′ , and the other is the 𝑀𝑐𝑝

matrix. In the Random Graph baseline model, we define 𝐵𝑝𝑝′ as a
random matrix i.e. a fully connected graph with random weights with
a homogeneous distribution in (0, 1) and with the weight of all self-
oops set to 1. In this way, we completely destroy the relatedness signal,
ut still, observe a forecasting power that is better than a completely
andom forecast and, for some tasks, not far off the co-occurrence-based
roduct Space and Taxonomy matrices. This is due to the known [60]
tylized facts of the countries-activities networks, and in particular to its
ested structure: more diversified countries are more likely to become
ven more diversified than non-diversified countries. In Eq. (3), even
hen 𝐵𝑝𝑝′ is random, more diversified countries get generally higher

cores than non-diversified ones, even though on random activities.
his bias is enough to produce forecasts that are better than random
nd, for some tasks, comparable to co-occurrence-based Relatedness
opologies.

.4. Evaluation metrics

In order to compare the different prediction methodologies we
ake use of a series of performance indicators, usually adopted for

lassification tasks. It is important to point out that our results (see
or instance Fig. 1) are highly consistent across different indicators,
ven if we choose them for covering different aspects of the prediction
xercise. Let us now discuss in detail how the prediction performances
an be quantitatively evaluated. The specific instance to predict can
e positive or negative, if the corresponding element of the activity
atrix 𝑀𝑐𝑝 is equal to 1 or 0, respectively. A true positive is a correctly
redicted positive instance. Let us focus on the top 𝑘 scores of a
iven algorithm, that is, the 𝑘 (𝑐, 𝑝) couples that are predicted to have

the higher likelihood 𝑆𝑐𝑝 = 𝑃 (𝑀 (𝑡+𝛿𝑡)
𝑐𝑝 = 1). The indicator prec@k is

defined as the fraction of these 𝑘 elements for which 𝑀 (𝑡+𝛿𝑡)
𝑐𝑝 = 1.

This is a measure of the global precision of the algorithm. In the
paper we consider 𝑘 = 1000, in the SI we report results also for 𝑘 =
10000. However, this measure takes into account all matrix elements
together, while we might be interested in evaluating the prediction
performance on a country basis: on average, how much are we precise
when predicting specific activities within a country? To do so we first
evaluate the precision country by country, and then we average. This
is called mean precision. Moreover, it is also important to weigh our
success or failure using the scores rank: we want the highest scores to
predict better than the lowest scores. So we have to compute a weighted
average. In practice, we use the mean Average Precision mAP@n. Let
us focus on a single country 𝑐 first. The Average Precision AP@n(c) is
defined as

𝐴𝑃@𝑛(𝑐) =
∑𝑛

𝑘=1 𝑝𝑟𝑒𝑐@𝑘 × 𝑟𝑒𝑙(𝑘)
𝑃

(9)

where prec@k is the precision at k; rel(k) is equal to 1 if the product at
rank k is positive and zero otherwise; P is the total number of positives;
and everything above is referred to country c. Then, the mAP@n is
simply the country average:

𝑚𝐴𝑃@𝑛 =
∑𝐶

𝑐=1 𝐴𝑃@𝑛(𝑐)
𝐶

(10)

where we have chosen n = 20.
Precision-related measures deal with the minimization of false pos-

itives FP. In order to take into account also the problem of false
negatives FN, recall is usually considered. In general, precision is de-
fined as the ratio between the number of true positives 𝑇𝑃 and the
number of predicted positives, while recall is the ratio between true
positives 𝑇𝑃 and true instances, the real positives 𝑃 . Since we want
9

a global and balanced measure, we average the two with a harmonic c
mean, called F1-score. The harmonic mean aggravates the impact of
possible small values of one of the two indicators. Since binary clas-
sifiers usually provide a continuous set of scores, one has to specify
a threshold 𝑡 above which the score is associated with a positive
prediction; as a consequence, precision, recall, and so the F1 score will
depend on 𝑡. We point out that in the computation of prec@1000 the
threshold choice is derived from the arbitrary choice 𝑘 = 1000. To have
a nontrivial and nonarbitrary threshold we decided to take the one that
maximizes the in-sample F1 score, as suggested by [61]. Summarizing
the above considerations, the best F1 score shown in Fig. 1 is defined
as

BestF1score = max
𝑡

2
prec(t)−1 + rec(t)−1

(11)

where

prec(t) = 𝑇𝑃 (𝑡)
𝑇𝑃 (𝑡) + 𝐹𝑃 (𝑡)

rec(t) = 𝑇𝑃 (𝑡)
𝑇𝑃 (𝑡) + 𝐹𝑁(𝑡)

=
𝑇𝑃 (𝑡)
𝑃

. (12)

These prediction performance measures can be computed for any test
set. In order to show the replicability and the extent of our results,
we show in the SI that they do not change if the test set and the
indicators are reasonably changed. In Fig. 1 we compute the prec@1000
and the mAP@20 for the last year of our dataset (2018): this bears
he interpretation of our result as a recommender system, in which
roducts are suggested as feasible to countries, and countries actually
tart exporting them. Instead, the best F1-score is computed on all the
vailable years in cross-validation, to show that our results are stable
nd comparable across different periods. Finally, in the SI we report the
esults also for the Area Under the Receiver Operating Characteristic
urve (AUC ROC) computed in the same setting as the Best F1.

. Discussion

The concept of Relatedness can be an extremely powerful tool to
nderstand development dynamics and to inform policy decisions. By
uantifying the proximity between activities in terms of knowledge,
nputs, and infrastructures, it can help design paths to diversification
r specialization strategies, based on empirical evidence. However,
hile the idea is extremely appealing, we show that current meth-
ds to estimate Relatedness from data perform poorly in predicting
he actual trajectories of countries, even when compared to trivial
lternative approaches such as using RCA as a prediction score (note
hat using RCA in a multivariate regression setting would lead to an
ggregate forecast which prevents any comparison). If such methods
annot forecast future activities, then their assessment of relatedness
as insufficient usefulness for policymakers and new methods should
e introduced.

In order to overcome these limitations we have introduced a novel
etwork embedding technique called Continuous Projection Space
CPS) for the computation of Relatedness from data. CPS performs up
o 230% better than current approaches (comparing CPS-VAE32 pre-
ision@1000 against ProductSpace’s in COMTRADE) while retaining
he same overall properties and interpretability. Moreover, we have
hown that moving from one-to-one product Relatedness to many-to-
ne relationships using suitable Machine Learning algorithms allows
o achieve performances up to 384% better than current approaches,
espite losing some of their interpretability. Globally, we can state
hat machine learning approaches provide a better assessment of Re-
atedness, as measured by their ability to forecast future activities.
GB or CPS can represent the best approach for specific databases but,

n any case, they are shown here to outperform the mainstream co-
ocation metrics. This improvement allows for a safe passage to a 6-digit
elatedness, while in literature the signal-to-noise ratio forces one to
ork with 4 digits. We repeat our analysis also at 4 digits obtaining

imilar results, that are reported in the Supplementary Information.
We believe that these results can have a huge impact on the appli-
ability of these ideas in policy-making as the quality and confidence of
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the recommendations are dramatically improved. The magnitude of the
improvement, especially in many-to-one models as in the COMTRADE
dataset, is enough to concretely move these methods from a research
idea to an applied tool to inform policy decisions. The adoption has
already started in large institutions such as the World Bank [15] and
the European Commission [17]. We point out that our results do not
imply that the more related activity is the one a country should enter
into. This would represent an easy choice, but not necessarily the best
one. However, quantifying the feasibility of a possible strategy is key
in a policy perspective.

CPS, on top of its ability to perform in some cases even better than
Tree-Based models, has the advantage of providing a fully explainable
prediction in terms of pairwise Euclidean distances, which can be of
practical interest for policymakers. Besides allowing to visualize and
explore the Relatedness space, this fact can have the added benefit
of generalization. It would be technically possible to use the same
Relatedness metrics learned at the national level to inform development
strategies in regions, cities, firms, and all entities for which obtaining
a consistent worldwide dataset would be extremely harder. This is due
to the linear, additive form of Eq. (3). In contrast, this generalization is
much less likely to work in tree-based methods. Using the terminology
of modern data science, CPS is an effective representation-learning tool,
hat allows to generalize its applications to tasks different than those it
as trained for.

The work presented here opens to various further research ideas.
irst, the CPS approach is a general Network Embedding technique that
an in principle be applied to monopartite networks as well as bipartite
r multipartite networks, as in the present case. We plan to systemati-
ally explore the capabilities of the CPS technique and compare it with
he existing literature (in the present case, a comparison with the state-
f-the-art method for embedding bipartite networks, BiNE, is reported
n Fig. 2; its performance is generally much lower than CPS). Second,
he tree-based prediction is suited to be generalized to multi-partite
etworks as well (such as, e.g., the Countries–Technologies–Products–
esearch network used in [25]), and we plan to explore if mixing

nformation from multiple layers can indeed improve the quality of the
redictions. Third, a CPS embedding is in theory feasible also for such
ultipartite networks, allowing to embed nodes from different layers in
common space. Finally, we could use graph neural networks [62,63]

o perform our forecast: an essential step of this technique is the
efinition of a suitable embedding measure and this embedding could
e provided by the CPS itself.
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