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Abstract
In recent years, the design and production of information systems have seen signifi-
cant growth. However, these information artefacts often exhibit characteristics that 
compromise their reliability. This issue appears to stem from the neglect or underes-
timation of certain crucial aspects in the application of Information Systems Design 
(ISD). For example, it is frequently difficult to prove when one of these products 
does not work properly or works incorrectly (falsifiability), their usage is often left 
to subjective experience and somewhat arbitrary choices (anecdotes), and their func-
tions are often obscure for users as well as designers (explainability). In this paper, 
we propose an approach that can be used to support the analysis and re-(design) of 
information systems grounded on a well-known theory of information, namely, tel-
eosemantics. This approach emphasizes the importance of grounding the design and 
validation process on dependencies between four core components: the producer (or 
designer), the produced (or used) information system, the consumer (or user), and 
the design (or use) purpose. We analyze the ambiguities and problems of consider-
ing these components separately. We then present some possible ways in which they 
can be combined through the teleological approach. Also, we debate guidelines to 
prevent ISD from failing to address critical issues. Finally, we discuss perspectives 
on applications over real existing information technologies and some implications 
for explainable AI and ISD.
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1  Introduction

“I don’t think we did go blind, I think we are blind, Blind but seeing, Blind 
people who can see, but do not see” (Saramago, 1999)

In the novel “Blindness”, the Portuguese writer José Saramago tells the story of 
a strange epidemic. Men and women are losing their sight, going blind, one after 
the other, seeing everything completely white. Trying to get the contagion under 
control, the government decides to intern the blind people in groups. But soon the 
situation degenerates and the whole country becomes infected. As is often the case 
in Saramago’s novels, the narrative anecdote sounds somehow absurd, however, as 
the story progresses, it gives way to very concrete scenes of life that offer room for 
reflection on actual issues. One of these that is of particular interest to us concerns 
the fact that the blindness, of which the Portuguese writer speaks, can be inter-
preted, paradoxically, not as related to a malfunction of the eye, but as dependent 
on an inability to observe. Here observing can be understood as “paying attention 
to”, noticing what is “the other”, in the sense of taking into consideration, “seeing 
beyond what you see”, and in contrast with “looking but not seeing”.1 The infected 
people described in the novel can see and are blind at the same time because they 
can no longer notice what is “beyond what they see”.

This paradox, in our view, is particularly effective in describing what is happen-
ing nowadays in the field of Information Systems Design (ISD), where people find 
themselves increasingly submerged in a kind of dark pool, in which one produces, 
uses, exchanges information and information systems while “losing sight of” who is 
using and producing them, and, most importantly, why, i.e. for what purpose. A 
peculiar effect of this situation is the increasing interest of the community in meth-
odologies and techniques aimed at recovering the understanding of designed sys-
tems, along with their functioning and aims, (see, for instance, the case of Artificial 
Intelligence Exaplainability (XAI) (Došilović et al., 2018; Adadi & Berrada, 2018; 
Guidotti et al., 2018)).

This scenario, then, can be traced back to something similar to the white blind-
ness described by Saramago. Engineers create information systems, namely struc-
tures of related components designed to support people in specific tasks by organ-
izing and producing valuable information  (Tilley, 2019). These specialists possess 
the expertise to design and construct systems that are both efficient and user-friendly 
and in this sense they perfectly see. Paradoxically, however, in line with Saramago’s 
metaphor, their intensive focus on the engineering process, the intricacies of the 
artefact, and the tasks to be addressed often lead them to overlook the actual end-
users, who are going to use the output of their design. Users are people with diverse 
cultures, languages, backgrounds, ages, biases, needs, abilities, and disabilities. As 
a result, designers of information systems end up not seeing the person beyond the 

1  For instance, suppose that while travelling one looks outside the train window, their eyes see every-
thing, but if asked to say what they have seen, they realize that they noticed, i.e. observed just a few 
things.
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user, and then losing sight of the purpose concerning their product.2 This leads to 
a situation where the assessment of the proper functioning of the system becomes 
ambiguous, as well as the rationale for its intended use.

It is worth noticing that this kind of “blindness” affects also the individuals play-
ing the role of users, who often do not see beyond the used artefact. For example, 
in our daily lives, we frequently use numerous applications without knowing their 
authors’ intentions, namely losing sight of the designers’ purpose(s). These applica-
tions may be the product of a large for-profit corporation or a small group of scien-
tists. Their creation can be driven by factors such as profit generation, facilitating 
the search for information, or perhaps both, and the diverse purposes influencing 
the design of each solution often align with the multitude of stakeholders involved. 
Notably, users are often puzzled in articulating the reasons behind an information 
system’s behaviour, thus explaining why an information system operates in a certain 
way (Shin et  al., 2022). Google’s search engine, for instance, incorporates ratings 
and images, possibly for an enhanced navigation experience, but probably also to 
keep users longer on certain web pages. Social networks interaction features facili-
tate communication, but may also trigger psychological addiction (Hou et al., 2019). 
Accordingly, the motivations behind certain responses from artificial assistants and 
the intentions of their initial designers pose pressing considerations. For instance, 
reflecting on the purpose behind the texts used to train large language models (Jiang 
et al., 2020) raises the issue of when and why we should place trust in the models 
we use.

In conclusion, the point we want to emphasize is that following the metaphor sug-
gested by Saramago, blindness consists in disregarding the intentions of the agents 
involved in the process of design and use of information artefacts. This may sound 
like an exaggeration, but it seems that we are witnessing something similar to the 
above-mentioned “blindness” when discussing AI black box models (Castelvecchi, 
2016), whose behaviour is often opaque to the designers themselves.

In this paper, we propose a teleological approach to information system design 
that emphasizes the importance of observing, namely, taking care of the subjects 
and the purposes involved in the information system production process, which 
are deeply entangled with the system itself. Our solution is strongly inspired by a 
well-known paradigm in the context of information theories, namely teleosemantics 
(Macdonald & Papineau, 2006). This theory has advantages that  it can be applied 
to any theory about representation and information production. The key role of tel-
eosemantics is to stress and formalize the fact that each information output has core 
functions that must be validated by considering the explicitly declared purpose of 
the creator(s) who produce(s) it and of the users who will later deploy it for reaching 
their own goals. This validation must be performed also considering that any infor-
mation production process aims at triggering consumers’ actions to successfully 

2  Note that in Saramago’s novel, people have no name and, during the pandemic, they are just described 
with general roles or characterizations, such as “the old man” or “the wife of the doctor”. Similarly, 
designers deal with “ideal users”, as they cannot be directly acquainted with each individual using their 
artefact.
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address the designers’ purpose. The challenge we are facing is that of translating 
some of the key notions and principles of teleosemantics in the context of informa-
tion systems design science (Hevner et al., 2004) and use them to protect designers 
from being affected by a certain – adopting Saramago’s expression – “blindness”, 
and, possibly, decrease future risks.

The remainder of this paper is structured as follows. section  2 describes the 
problem that drove the settings of our approach. In section 3 we present the three 
research programs, namely, Information Systems Design, Semiotic Engineering, and 
Teleosemantics, which provide the basis on which we build our approach, introduced 
in section 4. In section 5 we discuss how we import the main notions and principles 
of teleosemantics in the context of ISD. Then, in section 6, we introduce some appli-
cation perspectives by considering some well-known examples of information sys-
tems. Finally, in section 7 we analyse some interesting consequences of the adoption 
of a teleosemantic perspective on trust and related notions, in section 8 we compare 
our approach with some related works, and in section 9 we reflect on our results, dis-
cuss some future research directions, and provide some final considerations.

2 � The Non‑Fixed Correlation Problem

“We run carelessly to the precipice, after we have put something before us to 
prevent us seeing it” (Pascal, 1888)

Through his studies on the language and communication of bees, Von Frisch (2014) 
showed that a bee, finding a source of nectar during a flight, comes back to the hive 
and points to the other foraging bees where the source is located. This happens via 
two types of dances. The first, aimed at pointing the source of nectar at a near loca-
tion, consists in drawing horizontal circles “ ⊂⊃ ”; the second, aimed at pointing the 
source of nectar that is located at a major distance, consists in drawing, through a 
constant movement of the abdomen (waggle dance), a shape similar to the infin-
ity symbol “ ∞ ”. These two dances, given a nectar location, describe, through an 
inversely proportional ratio, the distance to the location and the direction to reach it. 
More specifically, the distance is derived from the number of figures the bee makes 
in a given period, and the direction is derived from a ratio between the axis of the 
shapes and the position of the sun. In these figures ( ⊂⊃ , ∞ ), created by a bee for 
another bee, pointing to something (the nectar location), we can recognise a form 
of information exchange, which is very similar to what happens between humans, 
where the agent producing the information, the one receiving it, and the information 
itself compose what is often considered as communication.3

However, there is a key aspect that makes the bees’ and the humans’ ways of 
exchanging information substantially different. The bees’ language is indeed struc-
tured according to a fixed correlation between the produced information (i.e., the 
dances) and the reference to which the information points (i.e., the location). For 

3  The bees example discussion and subsequent analysis takes inspiration from Petrosino (1999).
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this reason, we could also see the bees’ interaction as an authentic transmission of 
information. Each bee pointing to a position, indeed, sends information (i.e., a sig-
nal) to another bee immune to misinterpretation, because that information is unam-
biguous and unique in its meaning. The bee who receives the signal simply takes 
that information as it is. When information is exchanged between humans, the situ-
ation is different. The same signal, in the form of, for instance, a gesture, a word, a 
statement, or also an artefact (like a tool or an artwork) could mean different things 
and, at the same time, different signals could mean the same. In human informa-
tion exchanges, be they pretty or ugly, there is no fixed correlation between the pro-
duced information and its reference. From this point of view, to be sure that the right 
information is transferred, humans must care about the understandability of the ‘sig-
nals’ they produce and they must consider the receiver (consumer) as a constituent 
part of the information production process. The consumer can indeed misinterpret 
what the producer says due to multiple factors, and the latter has to produce and 
tune their information considering this possibility. This involves an extra effort in 
the information exchange process, which often becomes a challenge, independently 
of the context where it occurs (e.g., natural sciences, social sciences, or ordinary 
conversations).

This structural ambiguity could not fail to have an impact on information systems 
design science, namely the paradigm “that has the goal to extend the boundaries of 
human capabilities by creating new information technologies” (Hevner et al., 2004). 
Naturally, from the realization of omniscient and universal oracles to the atavistic 
desire to predict the future through a master algorithm, the community of design-
ers in this field has to deal with such an inconvenient non-fixed correlation issue. 
Unfortunately, it seems that so far this issue has never been fully addressed, perhaps 
because of its high level of complexity. Moreover, in most cases, it seems that a 
workaround is preferred, mainly consisting of a focus on the product of the design 
process, namely the information product itself, putting aside its creator(s) and users. 
As a very intuitive example, take Facebook (now Meta), in which the legal channels 
created by the social network may be exploited to propagate fake news for propa-
ganda, so that algorithms that personalize content are trained with fake data, enlarg-
ing and amplifying, even unintentionally, falsehoods, myths, distortions, and half-
truths (Mustafaraj & Metaxas, 2017). As a consequence, the social machine seems 
to be not only uncontrolled but also difficult to control and the ambitious edifices of 
social media end up being built with bricks bearing our signatures: personal data, 
which are often incorrect and used for purposes that if spelled out explicitly and in 
an understandable manner, might not obtain the users’ consent for their use.

In a sense, it is as if the output of the design process would extend beyond 
the humans who create and use it. This is connected to the aforementioned non-
fixed correlation  challenge. Often, the human producer(s)/designer(s) neglect the 
consumer(s)/user(s) role as key constituents of the information production process. 
Acting as a bee, these producers consider the system output information as if it 
would by itself have a determinate non-ambiguous meaning. As we have already 
pointed out, unlike the case of bees, this assumption fails in human communication, 
where the producer(s)/designer(s) owe an explanation to the receiver(s)/user(s). 
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We propose that such a perspective should be especially adopted in the scenario 
of Information Systems Design (ISD) but also in the domain of Artificial Intelligence 
Exaplainability (XAI) (Guidotti et  al., 2018), where a multitude of conferences, 
papers, and research projects are focused on recovering the understanding of infor-
mation engineering processes and outputs that are nowadays increasingly considered 
as parts of black box models. But, as we will show, this is not the direction taken so 
far by research.

3 � Research Baseline

Before delving into the description of our approach, let us introduce the three 
research areas from which we take and rework our concepts.

3.1 � Information Systems Design

The research about Information Systems Design (ISD) has a long history and is 
rooted in the sciences of information engineering (Simon, 2019), a problem-solving 
paradigm aimed at guiding the design, testing, and use of information systems (ISs). 
The IS community widely recognises ISD (Wasson, 2005; Tilley, 2019; Baskerville 
et al., 2018) as having a key role in the creation and implementation of ISs. In this 
setting, an information system is defined as an artefact, i.e., an information object4 
“involving humans and computers, designed to support humans in specific tasks”. 
Such an artefact has the key goal of transforming data into outputs that are valuable 
to users and is always produced through a design process by starting from the steps 
composing the classical information systems development life cycle (McDowall, 
1991). Examples of information systems applications include search engines, order 
processing, social networks, inventory control, human resources apps, account-
ing apps, e-commerce apps, and more. These technologies are essentially tools 
employed in daily tasks, enabling activities, such as making informed decisions, 
identifying trends, accessing information, and uncovering patterns.

According to the ISD literature, two production levels of information systems 
can be usually recognised. The first concerns the representation of the system itself, 
namely the process aimed at describing and identifying all the features, functions, 

4  Though we are aware that these terms are often used in a heterogeneous way within the IS community, 
from now on we will use the notions of “information system”, “information artefact” and “information 
object” interchangeably, to refer to how information is structured and organized for use in a given appli-
cation. For a detailed analysis of these notions, we refer the readers to Floridi (2014, 2019, 2023). Also, 
we would emphasize another interpretation, which may be useful in better understanding our approach, 
namely that introduced by Ron Weber (1998), who considers an IS as “an artefact that represents enti-
ties in a given subject domain, including the states and changes of these entities, and offers IS operations 
to reflect these changes”. The information structures inside these systems reflect a subject domain that 
is needed to achieve certain goals ascribed to (typically idealized) users of the system. Notice that this 
definition connects to the fact that in ISD the non-fixed correlation issue relates somewhat to how human 
communication “implements language in software”.
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and components of the system. This level involves conceptual modelling activi-
ties, relying on design languages (e.g., UML – Unified modelling Language (Booch 
et  al., 1996), or BPMN – Business Process Model and Notation  (White, 2004)).5 
The second concerns the implementation of the system, namely the execution of the 
design output, i.e., the system representation, through its realization in terms of soft-
ware and hardware. The output of the former level concerns the backbone structure 
of the whole system. In this sense, the process of producing an information artefact 
representation is preparatory to the implementation process, and the output model is 
what is used to develop, test, and analyse the information system itself.

3.2 � Semiotic Engineering

Our proposal is also naturally inspired by Semiotic Engineering (De Souza, 
2005). This approach was started in the context of Human-Computer Interaction 
(HCI) (Preece et al., 1994) research, but took a quite new path. The main and novel 
concern of semiotic engineering is that of considering information systems as the 
means of a communication process between designers and users, rather than only 
between information systems and users. In this sense, we consider semiotic engi-
neering a natural baseline work from which our solution stems. The primary role of 
this theory is to bring together the three sources of interpretation and communica-
tion involved in the design of interactive computing artefacts: designers, users, and 
computer systems. Accordingly, the production of each artefact involves, as the first 
mandatory step, the understanding of what a designer wants to communicate to a 
user via the produced artefact, and then, as a second step, the design of the arte-
fact itself. Such two-steps process allows for better human-computer interaction and 
alignment between the designer’s and the user’s goals.

By considering the communicative context between designers, users, and com-
puter systems, semiotic engineering tries to bridge gaps between other fragmented 
HCI theories and approaches. Essential to our proposal is the recognition that in the 
development of the artefact, both designers and users play pivotal roles as active 
interlocutors during human-computer interaction. This acknowledgement is rooted 
in the understanding that, through the system’s interface, designers provide – directly 
and indirectly – guidance to users on how to interact with the system to accomplish 
a specific set of goals envisioned during the design phase. In the semiotic engineer-
ing setting, this can be achieved by creating specifically designed spaces for com-
municative exchanges that users can entertain with the system. These spaces include 
various elements such as icons, buttons, menus, and other visual cues and features 
that allow users to interact with the system in a meaningful way. For example, con-
sider a website that allows users to purchase products online. The designers of this 
website would create an interface that includes elements such as a search bar, prod-
uct categories, a shopping cart, and a checkout process. These elements are created 
to be intuitive and easy to use so that users can quickly find what they are looking 

5  Notice that this phase involves also a requirements engineering phase, which aims at designing 
requirements for the system to be in a way that reflects the goals of stakeholders.
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for and complete their purchase without frustration. In addition to this, throughout 
the design process, designers may also conduct user testing and account for features 
that are required to gather feedback from users, helping the artefact to meet those 
user’s needs and preferences.6 This involves the opportunity to evolve the artefact 
itself, embedding new functions discovered by the users, which were not previously 
considered by the designer.

From a practical perspective, in the specific context of semiotic engineering, 
emphasizing the importance of interaction and user needs and preferences during 
the design process helps to create information artefacts that play the role of informa-
tion carriers or means of communication between designers and users.

3.3 � The Teleosemantic Model

The approach we are proposing is also grounded on a well-known information the-
ory, namely Teleosemantics (Macdonald & Papineau, 2006). Such a theory provides 
the concepts that are germane to our proposal and can be leveraged to guide and 
assess ISD by considering the aim, structural ambiguity, and fallibility of any design 
output.

Teleosemantics provides an account of information and its production by focus-
ing on the notion of function7 and those of producer (or sender) and consumer (or 
receiver) devices.8 According to this theory, any system is composed of a producer 
and consumer device, which are equipped, in turn, with specific functions. The 
information then has to be taken as a state shared between those devices or, in other 
words, a state to which both devices participate (Macdonald & Papineau, 2006; 
Giunchiglia & Fumagalli, 2016; Fumagalli et al., 2019, 2020). In the generation of 
information, the function of the producer is always to generate a state (the informa-
tion itself) according to a certain situation and the function of the consumer is to act 
in a certain way when the information created by the producer has been received.

Differently from more classical approaches, in which the content of information 
is seen as its objective referent, according to teleosemantics, the information con-
tent is determined by a success condition, i.e., the condition that explains if a con-
sumer acts successfully once the produced information has been received. This situ-
ation can be easily illustrated by the aforementioned example of the bees depicted 

6  Feedback is not necessarily limited to a specific phase of user testing; ideally, artefacts should be 
designed in such a way as to foresee a continuous communication process between users and designers 
through the artefacts’ whole life-cycle.
7  We do not intend here to delve into the extensive debate regarding the notion of function adopted in 
teleosemantics and the analysis of related key concepts, such as dispositions and affordances. What we 
do want to point out is that, in the teleosemantics setting, a function of x can be generally taken as a 
capability, i.e., what enables x to do something according to a certain goal or purpose Cummins et al. 
(2010), Bedau (1992), Neander (1991).
8  Here the notion of device has to be taken in a broad sense, including, for instance, the sensory appara-
tus of human beings, animals or artificial agents, or, according to a coarser level of granularity, complex 
organisms, and information systems. For the sake of simplicity, in the following, we may use “producer” 
and “consumer” to indicate producer and consumer devices.
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in  Fig. 1. Like many other animals, bees produce signals to inform other individuals 
of the same (or other) species. In  Fig. 1 we have a bee (producer) that has the role of 
helping other bees in reaching a spot with nectar. The producer bee makes a special 
dance describing the distance and the direction to reach the place. The consumer 
bee (or some device within the bee) acts for the interpretation of the producer bee’s 
dance. The information is the bee’s dance itself. In the example, the function of the 
producer is to generate a dance in certain circumstances and the function of the con-
sumer is to interpret it and reach the nectar place. Since reaching the nectar place is 
only successful when the nectar is found (when there is no nectar the trip is only a 
waste of energy), this is the success condition of the actions/behaviour prompted by 
the bee’s dance. Consequently, the bee’s dance represents something like “the nectar 
is exactly there” (Millikan, 2005).

That being said, a key observation is that a “reward" represents what the involved 
bees obtain when their interaction is successful. This also accounts for the likeli-
hood of this same strategy being adopted again in the future. In these terms, explain-
ing and understanding some produced information amounts to considering the state 
of affairs that explains when the actions generated by the information are successful.

A teleosemantic model can be then described more precisely as follows (Fuma-
galli & Ferrario, 2019):

An informational state R has content x iff:

•	 R can be defined as input/output in a system consisting of a producer (device) P 
and a consumer (device) C;

•	 The function of the producer P is to produce R to obtain x;
•	 x is the success condition, dependent on R, of C’s action caused by R.

Fig. 1   Overall view of teleosemantics core notions. The bee case
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In summary, teleosemantics can be taken as a way to explain the meaning of rep-
resentations by tracing back to the purpose of the devices that produce them. This 
purpose can be more or less successfully realized, always because of the device 
that consumes/uses the representation. It is important to observe that in the case 
of organisms such as bees, the representations are mapped one-to-one to what they 
refer to. This results in an always clear identification of the purpose and, subse-
quently, the success condition. Differently, in the case of human agents, as we pre-
viously discussed, the same representation may refer to more than one thing and 
vice versa (non-fixed correlation). To trace back to the purpose one must unravel the 
intentions of the producer. To satisfy the success condition, one must understand the 
consumer’s intentions. In this sense, the meaning of the representation is identified 
through a process of negotiation between producer(s) and consumer(s).

4 � Explaining ‘Why’

Much of the effort in IS development has concentrated on enhancing the perfor-
mance of the tools that implement various functionalities. The ISD community is 
actively engaged in constructing system models and devising tests to quantitatively 
assess the performance of such tools. In addition, users and institutions often seek 
explanations regarding the operation of these tools to gauge their trustworthiness 
(Chen, 2021). As a result, a common practice is to design and adopt simplified mod-
els, in particular, to represent and explain complex ISs or IS solutions that carry out 
tasks without disclosing their internal workings. Primarily, this approach assumes 
that prospective users are already familiar with such simplified models, which is 
often not the case. Secondly, these simplified models appear to be constructed ex-
post, casting doubt on their alignment with the original IS models. Furthermore, 
while it is essential for all users to grasp the rationale behind design decisions 
and identify the individuals responsible for creating and maintaining an IS, only a 
minority possess the technical expertise to understand its intricacies and verify its 
performance in specific tests.

According to a broader perspective, while information systems can be seen as 
versatile tools capable of addressing a myriad of tasks, their functionality funda-
mentally relies on an information exchange process. Naturally, the suitability of 
the tools used to implement ISs functionalities varies depending on the task at 
hand and the users involved. Accordingly, considering designers, goals, and users 
as constitutive and interdependent elements of the information production pro-
cess, and focusing on their dependencies, implies approaching human informa-
tion products by also taking into account their structural ambiguity and fallibil-
ity. This means facing seriously the non-fixed correlation challenge. In this sense, 
to represent and understand how humans’ information design processes work, it 
turns out to be particularly useful to adopt a kind of explanation that appeals to 
purposes. Through this kind of explanation, something is explained by focusing 
on its ends, and the functions it should satisfy. For example: eyes have ciliary 
muscles because they allow the eye to focus, chairs have a backrest because it 
allows being comfortable and relaxed while sitting, search engines have a search 
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bar because this allows to search for information via natural language queries, 
emergency vehicles use sirens and flashing lights because they signal their pres-
ence and make their way through traffic, thus reducing travel time, etc.

Explanations in this form have always been adopted in scientific practice (Keil, 
1992; Bedau, 1992; Cummins et al., 2010; Wright, 1976). However, in some con-
texts, they have been considered as not robust enough. These explanations seem, 
indeed, to revert the temporal order between the explanandum, namely the sen-
tence describing the phenomenon that requires to be explained (e.g., “emergency 
vehicles use sirens and flashing lights”), and the explanans, namely the sentences 
used to explain that phenomenon (e.g., “this is to signal their presence and make 
their way through traffic, thus reducing travel time”). The events mentioned by 
the explanans follow the events mentioned in the explanandum, while it should 
be the opposite. This could be quite problematic in the context of natural sci-
ences, where phenomena are usually explained by looking at their causes, which 
always precede their effects. The central role of the identification of the causes, 
indeed, is strictly related to the importance of having an explanation that can 
support the prediction of a given phenomenon. In natural sciences, we can state 
to understand a phenomenon if we can predict (and control) its manifestation. 
Nevertheless, in contexts involving purposes that were designed by humans, this 
is not an issue. The purpose, indeed, can be taken as the reason why a certain 
human product is characterized by certain features and has certain functions (e.g., 
everyone would agree that a scissor’s features are a result of the intended purpose 
of cutting things).9

5 � Towards Teleosemantic Design

Teleosemantics belongs to the family of teleological explanations, where things and 
their characteristics are explained through their purpose. In this sense, our approach, 
which is grounded in teleosemantics, does not aim to formulate a novel theory of 
information systems design. Instead, it is focused on explaining why the products 
of the design process could be wrong, false, or mistaken and how to prevent failures 
and mistakes (still, by doing so our approach could influence how methodologies for 

9  Note that, according to a standard interpretation of  teleosemantics for artefacts, function ascription 
should ideally occur at the design phase and mainly refers to designers’ intentions Artiga (2023). Still, 
ISs are significantly more complex than everyday artefacts, such as scissors or chairs. They serve mul-
tiple purposes and offer users greater flexibility in how they are deployed and used. Notice also that, in 
simple cases like that of scissors, a system’s view includes further factors that may go beyond intended 
functional considerations, especially regarding trustworthiness; these include for instance selling scis-
sors with some protections, not selling scissors to children, etc. In the following sections, we present our 
approach, based on the teleosemantics framework, in which the set of functions attributed to an artefact 
represents the outcome of a negotiation process between producers and consumers. Notably, this negotia-
tion can also occur during the artefact’s production, or while it is in use. When negotiation happens in the 
post-production phase, the addition or removal of functions may result in the design of a new artefact. 
Whether this newly configured artefact is considered merely an updated version of the original one, or an 
entirely new creation poses an ontological question that we will not address in this discussion.
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ISD are conceived). Additionally, it makes explicit and documents the main actors 
involved in the artefact’s life cycle and the functions it is expected to satisfy.

From this perspective, our proposal can be employed to analyse the information 
artefact design process and underscore a crucial aspect: for an information artefact 
to be assessed as a valid or flawed design output, it must be directly aligned with 
the purpose, or telos, of both its designer and users. Otherwise, though it may be 
a working or somehow useful design output, it cannot be validated and explained. 
This focus on the designer’s purpose, in the context of human information, which 
is always characterized by structural ambiguity  (non-fixed correlation), naturally 
leads to considering also the consumer(s)/users(s) purposes in the design process. 
We can thus explain what a wrong or “malfunctioning” information design artefact 
is, given the views of the involved agents. For instance, one can follow their favoured 
approach to creating an innovative, high-performance artefact, such as a new search 
engine that aims to provide data to users to organize trips. A teleological approach 
to ISD proceeds by “explaining” when the artefact is wrong given the perspective of 
the producer(s) of that artefact, but always in connection with the interpretations of 
the final consumer(s). Accordingly, the designers and the consumers of the informa-
tion artefact are kept in the loop of the development life-cycle. Note that this has 
several implications.

One is that the focus on designers’ purposes allows for making explicit “who” 
provides the requirements for designing the artefacts and “why”. For instance, 
we may have a domain expert, a practitioner, or an individual with a technical 
background. The primary purpose guiding these requirements might then revolve 
around objectives such as ‘enhancing speed’  or ‘increasing information accessi-
bility’. A second key implication that needs to be highlighted, which is related 
to the previous one, concerns the possibility of making a distinction between the 
designer’s and the consumer’s purposes, or, also, the designer’s requirements 
and the consumer’s requirements. These indeed are not always aligned, rather 
they can be sometimes conflicting (Davis et al., 2006). For instance, suppose that 
the main purpose of Google’s designers is collecting data and generating prof-
its  from advertising, this is not always aligned with the consumer’s purpose of 
finding useful/meaningful information. The distinction between the different pur-
poses of the different stakeholders involved triggers a sort of meaning negotia-
tion process, which, seen in the teleosemantics perspective, translates in a success 
condition negotiation, where the designer usually interprets some requirements 
of the consumers (who may not necessarily be fully aware of what they need) 
and, by also considering some other design goals, creates the artefact account-
ing for some specific product requirements. For instance, a consumer/user may 
require a database schema for querying some information and the designer may go 
beyond these requirements by proposing an ontology on top of it,10 to enable data 

10  In computer science the notion of “ontology” has a specific technical meaning, which refers to a theo-
retical or computational artefact used to represent the knowledge managed within a system, to enable rea-
soning services and to ease interoperability (the exchange of information preserving its content) between 
systems. For more information about this, we refer the reader to the work presented in Guarino et  al. 
(2009).



1 3

A Teleological Approach to Information Systems Design﻿	 Page 13 of 35     23 

interoperability and to allow the user to query the data better. A third implication 
is that the function(s) of a design artefact, in this perspective, cannot be consid-
ered only  from the user’s perspective. This means that a designer can never be 
considered merely a passive executor, producing the artefact just following some 
requirements provided by experts, customers, or users. On the contrary, designers 
have always their purpose(s)11 and this deeply affects the production process and 
the function of the designed artefact. Of course, this does not exclude the com-
mon scenario where the designer starts from some inputs from the consumer/user. 
Still, those inputs need to be considered complementary to the designer’s goals, 
which might not map one-to-one to the user’s requirements.

5.1 � Information Artefacts as Information Signs

Teleosemantics belongs to the field of information theories and is generally 
employed to elucidate the involvement of organisms and the environment in the 
processes of communication, sharing of signs, and representations. Importing the 
conceptual apparatus of teleosemantics into the context of ISD means emphasizing 
how information artefacts produced by designers can always be taken as informa-
tion carriers. The artefact is always designed according to functionality, but func-
tionality has always a definite meaning. Moreover, the design process always occurs 
according to the already mentioned two-part equation that involves both designers 
and users.

In this sense, we can never assume there is a single, true, direct translation 
between the functions/meanings intended by the designer and the functions/mean-
ings ascribed by the user.12 Additionally, in every artefact production process, the 
designer-consumer dialectic that becomes explicit with user feedback is constitutive 
of the iterative process of constructing the artefact. Designers’ intentions are embed-
ded in the produced artefact but remain open to interpretation and alternative uses 
(misuses and/or unexpected uses), much like how language can be misinterpreted 
(or interpreted in new and unexpected ways), leading to unexpected new meanings 
and translations.

An ISD approach enhanced by teleosemantics takes always the negotiation 
between designers and consumers as constitutive and allows the artefact to evolve 
and accommodate artefact repurposing. Consequently, the process of information 
exchange would not be seen as a straightforward one-to-one transfer from producer 
to consumer. Instead, it would involve a sequence of interactions that gradually build 

11  Obviously, this is an oversimplification: the designer’s purposes may, and often do, include purposes 
inherited from other stakeholders, like for instance the company in which they work.
12  To further clarify this point, we want to emphasize that, in the context of ISD, non-fixed correla-
tion might occur for three reasons: (1) the designer does not have direct access to all users. So, their con-
ceptualizations do not perfectly overlap, although they must partially overlap (like in all communications 
and interoperability tasks communication is a type of interoperability); (2) the designer cannot know all 
goals of the user; (3) users can project their intention onto the artefact because they can see functions in 
the artefact that were not designed as such. Sometimes they are not even the users for which the artefact 
was designed.
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and change over time through re-interpretation, ultimately leading to the emergence 
of new uses, functions, and meanings. This perspective emphasizes the dynamic 
nature of information artefact design, where the cooperation between designers, 
users, and the evolving interpretations of artefact use shape the trajectory of the arte-
fact functionalities. By embracing the inherent variability and adaptability of inter-
pretation, our solution aims to offer a framework that encourages innovative and 
unforeseen directions in the evolution of the artefact itself, while keeping the whole 
design process transparent and understandable.

5.2 � Design Flow

Adopting the perspective of teleosemantics, the design process occurs as a continu-
ous negotiation, in which the designer may want to persuade the consumer to use 
the artefact according to the design purpose, while the consumer expects to use the 
artefact to accomplish their own goals. This process is always situated in a context, 
characterized by some recurring steps and constitutive elements.

Figure 2 provides a visual representation of the process, through a flowchart nota-
tion. The design can fail and therefore have a diagnostics and repair strategy associ-
ated with it. The process can be iterated multiple times. 

(1)	 Producing. The designer gives as output an information artefact, designed 
according to certain purposes, and associated with a set of functions.

(2)	 Consuming. The consumer takes as input the information artefact and uses some 
of its functions, to perform different actions, according to certain purposes.

(3)	 Assessing. The information artefact functionality is verified. Both the designer 
and the consumer can assess whether its application turns out to be successful 
or not.

(4)	 Comeback. The designer has the opportunity to adapt (e.g., relaxing and con-
straining in Fig. 2) the functions of the information artefact, according to the 
consumer’s usage/feedback, to better succeed in a possible next round, and the 
consumer can decide whether to continue to use or not the given artefact.

The above steps have a high level of generality and can be applied to any infor-
mation production process. Next, we provide more details regarding the elements 
involved in the process.

5.2.1 � Agents and Roles

Any teleosemantic design process requires always a set of agents a1 ⋅ ⋅ ⋅ an ∈ A and 
information artefacts ii ∈ I . For every information artefact two agents ap and ac are con-
sidered and one is assigned the role of producer (or designer), the other of consumer (or 
user). Note that those involved in the process are not necessarily single agents, but can 
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be also collectives of agents,13 like, for instance, organizations or business companies, 
and the role of the consumer can be ascribed to a certain type of user, profiled according 
to their age or interests.14 This may already provide useful information about the type of 
goals the producer may have and the possible needs of the consumer.

5.2.2 � Telos and Functions

From a teleosemantic perspective, ISs are always characterized by a set of functions (at 
least one), which can be traced back to a reference telos (or purpose). The notions of 
function and telos are in our view deeply entangled and their identification is a prereq-
uisite for verifying the effectiveness of any design output. In our setting, a function can 
be taken as a particular kind of property associated with the artefact. Such a property, 
unlike the properties that are inherent to the artefact itself (e.g., the shape of the artefact, 
some specific components, the structure of the interface, fonts, colours, etc.), depends 

Fig. 2   A flowchart representation of the information artefact production process within the teleosemantic 
perspective

13  In this case, one can refer to techniques of judgment aggregation to single out a collective attitude as 
the outcome of prior negotiations among multiple agents. See, for instance, Porello et al. (2014).
14  If, on the one hand, the producer is always represented by an existing organization or individual, on 
the other hand, during the design phase, usually a prototypical consumer is considered. However, upon 
actual use of the artefact, feedback is obtained by observing the satisfaction or dissatisfaction of the suc-
cess condition, or, more directly, from individual consumers, who are real persons and organizations. The 
process of adaptation benefits from this specific feedback, and this can allow a more refined approxima-
tion of the prototypical consumer to real-world use cases, or the designer can choose to “personalize” the 
artefact in some cases.
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on the purpose(s) of the agents designing or using the artefact and can be qualified or 
disqualified accordingly. For instance, an information artefact like a blog or a social net-
work may have the questionable function of spreading bad news, but this depends on the 
telos of the agent using it (e.g., misinformation). Similarly, a search engine may have the 
functions of providing content, collecting data, or generating leads, but these depend on 
the purposes of the designers. That being said, each telos or purpose can be associated 
with a set of functions f1, ..., fn and indicates why a given artefact is being designed or 
used.15 For instance, considering a search engine, providing its telos means thinking of 
it in terms of a specific purpose: providing information. Differently, saying that an infor-
mation artefact has a function fi means that fi enables the artefact to perform a certain 
action according to a certain purpose/telos. In other words, what we mean here for a 
function is the artefact’s feature that allows the accomplishment of a telos.

The design process, then, requires each agent to be able to connect a reference 
information artefact i with a set of functions f1 ⋅ ⋅ ⋅ fn ∈ F . In practice, this means 
that any agent involved in the process can ascribe functions  (Kroes, 2010; Grif-
fiths, 1993),16 namely provide a series of mapping relations as pairs ⟨f , i⟩ . Accord-
ingly, each designer agent ap is characterized by a mapping operation, namely 
Oascribes(ap, f , i) , where the ascription means that function f has been expressly 
designed by ap to artefact i. The ascription operation, as from Fig.  2, occurs dur-
ing the producing activity. Similarly, the consumer agent ac is characterized by an 
analogous operation, namely Oascribes(ac, f , i) . In this latter case, the functions that 
ac ascribes to i are those that ac uses; so, differently from ap , the ascription opera-
tion is performed in a successive phase, when the artefact is used (consuming in 
the diagram). All such functions can be then grouped as producer functions P and 
consumer functions C, depending on the agent who ascribes them to the artefact, to 
be able to relate them and evaluate whether the design of the artefact is successful.

5.3 � Evaluation Strategy

The involvement and cooperation of all stakeholders in the process are essential to 
the teleosemantic approach. The practical implication of this aspect can be seen in 
the stage where a success condition for the information artefact has to be established.

5.3.1 � Successful and Unsuccessful Functions

Given two agents, ap (producer) and ac (consumer), if they ascribe the same function 
f to artefact i, i.e., ap has expressly designed f and ac uses it, then f is a successful 

15  The notions of function and telos have been widely debated in the literature. Moreover, here we take 
the notion of telos and purpose interchangeably. A detailed discussion of these notions is out of the scope 
of this paper. For the current work, we took inspiration from the analysis in Millikan (1989) and Artiga 
and Martínez (2016).
16  Notice that here we assume that function ascription and assignment are the same acts. A more 
nuanced interpretation of these notions, the distinction between the two related acts, and the impact this 
may have on the framework we are proposing is beyond the scope of this article and will be the subject 
of future work.
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function, as it is used for the purpose for which it has been designed, the producer 
and the consumer can be said to be aligned on how to use the artefact. Differently, 
there may be different cases of unsuccessful functions, in which the design output 
fails.

We distinguish between unsuccessful functions that have been designed but are 
not used and unsuccessful functions that are present in or allowed by the artefact, 
though not expressly designed and are used by some consumers.17 For the sake of 
simplicity, let’s call the former unused functions and the latter undesigned functions. 
Both unused and undesigned functions could be either helpful or malicious for the 
producer and consumer respectively and this also determines a different reaction 
strategy.

Let us start with unused functions. These are not used mostly because the con-
sumer is unaware of their existence. But such functions can turn out to be useful 
for the consumer. Take the case of a search engine with an embedded translation 
service, which is not used by most consumers because it is not very visible on the 
interface, but that would be used if more easily available. On the other hand, some 
of these unused functions (but this can happen also with the used ones...) can be use-
less or even detrimental to the consumer. An example could be one of the many pro-
filing functions present in social networks that personalize the content displayed to 
the consumer, but that may also be used to collect sensitive data that the consumer 
would not like to release. Once the consumer is made aware of the existence of such 
unused functions, they may decide whether to start and use them (in case they deem 
them useful), or to continue not to use them if they judge them as useless, or they 
may even decide not to use the whole artefact anymore if they suspect a maleficence 
on the side of the producer.

Let us consider, then, undesigned functions. The artefact may possess (or allow) 
functions that the designer never thought about or figured out. Also, the provider 
may judge these unintended functions as useful, like a tool for drawing diagrams 
that some consumers decided to use as a logo drawer, or useless/maleficent, such as 
when for instance a social network is used to spread fake news. Once the producer 
has become aware of the existence of such undesigned functions, they may decide, in 
the former case, to make the undesigned function more accessible, so that other users 
may benefit from it and this is what in Fig. 2 has been called “relaxing”. On the other 
hand, the producer may decide to forbid the use of functions they judge as detrimen-
tal, thus performing the opposite action of “constraining”. These two actions are very 
important, as they are what triggers the evolution of the artefact itself.

So far we have considered cases that show when a single function is success-
ful or unsuccessful, but of course, what is much more interesting is to understand 
whether a whole information artefact satisfies its success condition or not. For this 
reason, we are going to introduce now some metrics that could be employed to 

17  Note that some functions, although not expressly designed, may still be functional, useful, and thus, 
in a sense, “successful’’ for certain users. However, in this context, we consider a function “success-
ful” only if it is both designed and used. This definition delimits the proper functioning of the artefact as 
the result of a function negotiation process.
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compare similar artefacts or to fix some thresholds to decide when an artefact is 
well-designed enough to be kept in use.

5.3.2 � Assessing the Degree of Success

To evaluate the degree of success of any design output, we propose a set of meas-
ures that are relative to the types of functions an artefact may have. The main intui-
tion is that, given the whole set of functions involved in the design process, namely 
the designer’s functions and the consumer’s functions (i.e. P and C), the number of 
successful (both expressly designed and used) functions denotes the degree of suc-
cess of the design output.

By taking inspiration from well-known information retrieval metrics (Davis & 
Goadrich, 2006), we can calculate the transparency of an information artefact as the 
ratio of successful artefact functions over the total number of producer functions (so, 
also including those unused). This can be seen as a measure to quantify how much 
the consumer is aware of the possible uses of the artefact. In other terms, transpar-
ency refers to making transparent to the user the designed functions. Differently, 
control quantifies the ratio between successful functions over the total number of 
consumer functions (thus, including undesigned functions). Control is supposed to 
measure how much the producer is aware of the possible uses of the information 
artefact. In other terms, control refers to the designer restricting as much as possible 
the unintended uses of the artefact. Transparency can be formalized as follows:

and control is given by:

 
Figure 3 provides a visual representation to better understand how the two equa-

tions above can be used.
To provide an example, let us take the case where we have a total number of func-

tions (both producer’s and consumer’s) that is 10, the producer functions are 4, the 
consumer functions are 6, and the successful functions (namely those that both pro-
ducer and consumer ascribe to the artefact) are 3. In this scenario, the transparency 
value of the artefact will be calculated as 3

4
= 0.75 , and the control value of the cur-

rent version of the artefact will be calculated as 3
6
= 0.5 . Furthermore, the gathered 

information can be used to calculate an overall score for the success degree of  
the current version of the artefact. For instance, the overall degree of success  
could be calculated as harmonic means of control and transparency, namely 
2 ⋅

transparency⋅control

transparency+control
= 2 ⋅

0.75⋅0.5

0.75+0.5
= 0.6.

In the lower part of the figure, (i) provides an example of good, i.e., successful, 
information design output, where most of the functions are successful, namely both 

Designtransparency(P,C) =
|P ∩ C|
|P|

Designcontrol(P,C) =
|P ∩ C|
|C|
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expressly designed and used. In this case, both control and transparency will return 
high values. Differently, (ii) shows a case of bad design output where the producer 
and consumer share (in the sense of being both aware of) few functions, consider-
ing the set of all those available. In this case, both control and transparency will 
return low values. (iii) can be used to depict the case where all functions used by the 
consumer were foreseen by the producer. However, there is a large set of producer 
functions of which the consumer is not aware. An example of this situation may 
be provided by applications that are useful and aligned with consumers’ purposes 
but reuse consumers’ data for marketing or profiling purposes that go far beyond 
the awareness of the consumer. In this case, transparency will return a relatively 
low value and control will return 1. (iv) provides a situation that is opposite to (iii). 
Here all the functions designed by the producer are used by the consumer. However, 
there is a large set of functions for which the artefact can be/is used, which were not 
considered or willingly allowed by the producer. This suggests that the artefact is is 
somewhat out of of the control of the designer. See for instance cases where social 
networks are used to spread fake news. In this case, the design transparency will 
return 1, but the control will return a relatively small value. (v) simply represents 
the case where the design output is a total failure, as no designed function is used 
by the consumer. (vi) represents the case where multiple agents are involved. In this 

Fig. 3   Different degree of success: some examples



	 M. Fumagalli et al.

1 3

   23   Page 20 of 35

scenario, the values can be extracted by considering the union of the functions from 
all the agents involved in the process, e.g., P = Pi ∪ Pj ∪ Pk,C = Ci ∪ Cj.18

Providing additional details about the metrics used for a more elaborated 
valuation is beyond the scope of this paper. However, as a reference exam-
ple, it is worth mentioning that for future work we are considering incorporat-
ing agents’ preferences regarding assigned functions by introducing two refined 
measures: average transparency and average control. These metrics, like the 
ones we have already proposed, are also inspired by metrics in the information 
retrieval field (Robertson et al., 2010). Average transparency can be formalized as 
AT@K =

1

N

∑K

k=1
DesignTransparencyk(Pk,Ck) × successful(k) . In this setting pro-

ducers and consumers have to list the functions in order of preference. For instance, 
the function on top of the list will be the most important. N is the total number of 
successful functions. K is the total number of functions listed by the producer. k is 
the rank of the provided function. successful(k) is equal to 1 if the function at posi-
tion k is successful and 0 otherwise. DesignTransparencyk(Pk,Ck) is the precision 
calculated at each position, namely, the transparency of the set of k-preferable func-
tions. This is based on the ranking orders provided by consumers and producers. 
Thus, for instance, if we have 6 producer functions, of which only three are success-
ful, the Designtransparency would be 50%. However, the AT@K value will vary based 
on the ranking order. Suppose the successful functions are in positions 1, 4, and 5; 
in this case, the AT@K will be 70%, namely AT@6 =

1

3
(1∕1 + 2∕4 + 3∕5) = 0.7 . 

Note that the same rationale works for average control, which can be formalized as 
AT@K =

1

N

∑K

k=1
DesignControlk(Pk,Ck) × successful(k) , where N is the total num-

ber of functions listed by the consumer.
It is important to notice that the way the information about the functions is gath-

ered – by observing the use of the artefact, and by collecting users’ feedback – plays 
a pivotal role. To explicitly delineate the permissible functions of a given infor-
mation artefact, while concurrently preventing malicious uses, is not an easy task. 
Another intricate aspect is to determine all potential uses that were not initially con-
sidered in the design, but which should be enabled to better align with the intended 
purpose. The teleosemantic approach highlights a key feature in this respect, namely, 
the pivotal role of stakeholders in the design process and their interactive involve-
ment. This virtuous collaboration between producers and consumers is what signifi-
cantly influences the overall reliability of the assessment phase.

18  With such union operations, the successful functions would be contained in the intersections between 
all providers’ and all consumers’ sets of functions. But it could be interesting to single out the functions 
that are successful for each consumer, by focusing on the intersection between their functions and the 
functions of all producers.



1 3

A Teleological Approach to Information Systems Design﻿	 Page 21 of 35     23 

It is worth noticing that, to enhance such reliability, functions should be repre-
sented in a standardized way.19 Agents may ascribe several functions and express 
them by thinking about very general purposes, e.g., “supporting customer care”, 
or more specific purposes, such as “graph clustering” or “community detection”. 
Moreover, the adoption of natural language to describe functions may lead to dif-
ferent descriptions of the same purpose. This unavoidable aspect limits the ability 
to understand whether producers and consumers are pointing to the same, different, 
or similar functions. To avoid this structural ambiguity, an option is to perform pre-
paratory documentation of functions from which agents can draw. The output of this 
documentation can be a file with a list of functions that can be gathered from previ-
ous well-established analyses, such as that proposed in Blagec et al. (2022) (where 
a classification of key AI and ISs processes is provided), or that introduced in De 
Angelis et al. (2023) (where risky functions in the healthcare domain are discussed), 
or, again, Novelli et al. (2023) (where a general discussion about risky purposes is 
reported). Given this documentation, both the producer and the consumer can select 
their intended purposes, still keeping the opportunity to add new ones. The output 
of the function ascription task is then a list of functions per agent (producer and 
consumer). There are three main observations here. Firstly, producers and consum-
ers are not necessarily single agents. Both the producer and consumer roles may be 
played by an organization or a set of agents. The resulting set of functions can be 
taken as the sum of the functions of the agents involved. Secondly, the process can 
be applied asynchronously by a producer, given a set of gathered consumer func-
tions, or, vice versa, by a consumer, given a set of gathered producer functions. 
Thirdly, a delicate constraint might be that the involved agents should declare all 
types of functions, even those that are potentially questionable (for instance, data 
collection from users should be explicitly declared). The omission of design or use 
functions can be seen as an act of non-responsibility,20 on the part of the agents. 
Finally, the list of functions ascribed by agents has no limit in number. Rather, ide-
ally, the more features ascribed by consumers and producers, the more reliable the 
validation output. What remains essential is the modelling of a shared list, to ensure 
proper identification of similarities and dissimilarities among the interpretations of 
the agents involved.21 (e.g., cosine similarity (Rahutomo et al., 2012)).

19  Note that the tasks of function documentation and identification, the representation of relations 
between functions and goals, and relations between functions, have been extensively addressed in the 
literature, particularly in the context of  requirement engineering (Yu & Mylopoulos (1998); Eric et al. 
(2011); Horkoff et al. (2019)), with numerous solutions available. e wish to emphasize that the practical 
examples provided in the sequel are for illustrative purposes only. The development of a methodology 
implementing our approach is deferred to future work and will incorporate and reuse relevant existing 
results from the literature.
20  The problem of responsibility in designing trustworthy AI artefacts and, more in general, information 
systems, on the face of the “dark side of technology and its use” is becoming increasingly pressing. In 
2022, a special issue has been published on the European Journal of Information Systems whose edito-
rial presents a very thorough analysis of the issue Mikalef et al. (2022).
21  Note that the comparison between the functions listed by the agents can be addressed in several ways. 
Of course, it can be performed manually, but those lists could be potentially huge and an ideal solution 
should provide a good balance between the accuracy and efficiency of the comparison process. For future 
work, we are exploring a Natural Language Processing (NLP) approach that transforms each record rep-
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With that said, our focus here is on highlighting that this method of quantify-
ing the success level of a design output serves as valuable support for assessing the 
artefact itself and lays the groundwork for activities related to artefact evolution. 
Moreover, the ideal scenario in which designed and used functions perfectly align 
seems to be precluded by the non-fixed correlation problem. However, it is crucial 
not to underestimate the role played by negotiation and the modifications made by 
the designer in response to user feedback in the artefact’s life cycle evolution. In a 
sense, the “partial” success of the design output and the subsequent negotiation for 
desired changes serve as a wellspring of innovation.

6 � ISs Under the Teleosemantic Lens

As anticipated in Sect. 5, the teleosemantic approach to information systems design 
should be taken as a kind of piggyback theory that does not aim to substitute cur-
rently existing design theories, but is rather applied on top of them. The key aspect 
added by teleosemantic design concerns then the design output verifiability. In the 
teleosemantic setting, indeed, the information artefact, with its structural ambiguity, 
should always be created and assessed by referring to the designer’s purpose and the 
consumer’s use involved in the process. Accordingly, the new issues raised by the 
proposed approach can be addressed at the design phase, when a well-founded con-
ceptual representation (Guizzardi, 2005; Guizzardi et al., 2010; Guizzardi & Reis, 
2015; Guarino et al., 2020; Biccheri et al., 2020) of the information system is pro-
duced, but possibly also at run time, to properly gather feedback from consumers.

To discuss how our approach can be used to support information systems design, 
we selected two examples of information system technologies from different fields 
of artificial intelligence, one from knowledge representation and one from machine 
learning. Each solution presents multiple facets when viewed through the lens of the 
teleosemantic perspective. Our goal is not to perform an evaluation and a systematic 
analysis of the quality of the selected solutions, but rather to highlight their charac-
teristics through the presented approach.

Some of the issues we address to discuss the examples concern the main pur-
pose and related functions of the given information artefact. Moreover, we focus on 
the stakeholders involved and the degree of success of the selected solution. These 
are some of the critical issues to be addressed for verifying an information arte-
fact according to the teleosemantic perspective. Note that, to take full advantage of 
the proposed approach, purposes, functions, and stakeholders should be explicitly 
defined. From our perspective, these are the baseline components to explain the 
implications for practice and research of any given design output. Ideally, the frame-
work should be applied at the design phase, so that it can be used constructively, to 

Footnote 21 (continued)
resenting a function in the list into a corresponding vector. These vectors can be then matched through a 
similarity function.
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adapt the artefact to the outcomes of the success condition’s negotiation process. 
Nonetheless, it can also be employed at run time.

In the following cases, for illustrative purposes, we briefly reconstruct the ele-
ments indicated by the framework ex-post. This will bring out more of the critical 
potential of the teleosemantic approach and less of the constructive aspect.

Schema.org.22 Schema.org is a graph-shaped data structure consisting of a taxon-
omy of concepts, characterized by a huge variety of properties that constitute what, 
according to the knowledge representation jargon, is called vocabulary or knowledge 
graph. Still, since its first release (2011), after being adapted and evolved by multi-
ple subjects, Schema.org has been used in many contexts for addressing a variety of 
goals.

–	 Agents and Roles. The Schema.org project is primarily the output of a commu-
nity effort. However, the founders of the project can be traced back to big busi-
ness players, such as Google, Microsoft, Yahoo, and Yandex (these companies 
can be regarded as the designers of the project and assume they have a shared 
purpose). From a production perspective, the presence of multiple designers 
allows for the identification of multiple and varied functions and correspond-
ing purposes. Similarly, from a consumption/use perspective, users of the arte-
fact may play different roles, such as project founders, knowledge engineers, 
or end users of the search engines who benefit from the whole schema.

–	 Telos and functions. The business role of all founders already suggests some 
directions. On the one hand, as also declared on the project main page, 
Schema.org has the main mission “to create, maintain, and promote sche-
mas for structured data on the Internet, on web pages, in email messages, and 
beyond”. The teleological approach here requires answering a “why-question” 
and a clear-cut answer is expected. What can be gleaned from the available 
information is that the whole project is created to optimize some search engine 
results and related use (see for instance the possibility of visualizing recipe 
information in the search snippets). In other words, the goal of this vocabu-
lary seems to be that of offering a markup facility for web pages. On the other 
hand, as expected, the use of this artefact suggests analogous and/or differ-
ent functions. By scraping available research work (since 2011) we can find 
different scenarios of application. The largest adoption is for sure structuring 
web documents. We can find Schema.org as a reference standard to support 
job posting (Guha, 2011), for hotel booking (Kärle et al., 2024; Fensel et al., 
2016), or, more generally, website development (Tort & Olivé, 2014). We also 
have works where the function of enhancing search engine results is explic-
itly declared (Sulé, 2015). More recently, Schema.org was used also to enable 
(Panasiuk et al., 2018) conversational tourism assistants and to train machine 
learning models for product matching or entity types matching (Peeters et al., 
2020; Giunchiglia & Fumagalli, 2020). Naturally, all these functions and 
related uses can be mapped to different purposes of different agents.

22  https://​schema.​org/.

https://schema.org/
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–	 Unsuccessful functions. The assessment of the functions embedded in Schema.
org depends on the associated purposes. The selected purpose, then, affects 
the reliability of any following verification process. For instance, suppose 
that the purpose of Schema.org is to support Google’s users in navigating the 
search engine and decreasing the bounce rate (i.e., the time of stay on Google 
pages). In this case, all the information encoded by the Schema.org graph 
should be verified accordingly. For instance, given that purpose, the function 
of enabling the training of accurate ML models or reasoning about tourism 
data can be identified as an example of an unsuccessful function, as it nega-
tively affects the achievement of the selected purpose (decreasing the bounce 
rate).23 To clarify these issues, an effort to make explicit the purpose of the 
artefact is required. This also would help developers and designers in better 
focusing their evolution activities. Once negative feedback from the consum-
ers is received, the designer may choose to constrain the functions of its infor-
mation artefact.

–	 Degree of success. The lack of a clear-cut interpretation of the artefact’s purpose 
and the uses that diverge from the stated design functions naturally suggest that 
Schema.org is an information output with a low level of control. For instance, 
what if Schema.org vocabulary is taken as an ontology to enable interoperabil-
ity between applications? The degree of success in this direction would be cer-
tainly very low, as the functions to obtain such a purpose were not designed. 
However, we have a description logic (DL)24 encoding of the resource (Hernich 
et al., 2015). It seems that we are facing here a case with undesigned but used 
functions.

ChatGPT.25 ChatGPT is an artificial intelligence chatbot built on top of the GPT 
families of language models (Jiang et  al., 2020), developed by OpenAI. This AI 
algorithm is based on unsupervised machine learning and works by leveraging a 
deep learning technique known as “transformer”, which involves using a neural net-
work to analyse and exploit textual information. This new technology was imple-
mented and made public in November 2022. Due to its power, ease of use, and the 
possibility of accessing it for free, its use increased exponentially after it was made 
public.

–	 Agents and Roles. A key aspect that emerges by analyzing ChatGPT with the 
lens of the teleological approach is the multitude of roles that can be potentially 
involved. Firstly, behind the ChatGPT project, we can find the effort of the Ope-
nAI artificial intelligence research laboratory. This organization consists of both 
for-profit and non-profit corporations and involves many stakeholders. Secondly, 
ChatGPT is trained over a huge amount of text corpora. Those data affect and 

23  Note that in this sense, undesigned functions are unsuccessful when they conflict with other stated 
goals (in this case of the producer) and not merely because they were undesigned.
24  DLs are logics used to represent computational ontologies. For more information see Baader (2003).
25  https://​openai.​com/​blog/​chatg​pt/.

https://openai.com/blog/chatgpt/
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bias the way the application works and were created by authors (i.e., designers) 
who are independent of the ChatGPT project. See, for instance, the Wikipedia 
content, which is among those used for training ChatGPT. This was created in 
a completely different setting, by people who did not have in mind the multiple 
possible ChatGPT applications. Thirdly, ChatGPT is used by people with differ-
ent expertise (e.g., marketers, engineers, humanists). Moreover, anyone can natu-
rally build apps on top of ChatGPT, thus contributing to its evolution and design.

–	 Telos and functions. The claim on the OpenAI website is surprisingly broad 
and pretentious: the main purpose, indeed, is identified in the “development 
and promotion of new AI technologies in a way that benefits humanity as a 
whole”. With such a vague designer’s purpose, the identification of users’ pur-
pose becomes much more prominent. However, anyone can potentially be a 
ChatGPT user, and anyone can use the technology in multiple and different 
domains with different goals. This scenario, while the technology is assessed 
regarding a specific application domain, involves altered control and transpar-
ency values. As for the Schema.org case, the teleological framework stresses 
the fact that the opacity of purpose(s) and roles in the creation of ChatGPT 
involves a potentially high number of unsuccessful functions, thus requiring a 
potentially huge effort in terms of negotiation. For instance, if the main telos 
is traced back to the purpose of the authors who generated the textual data 
used for training the model, the characterizing functions should be ascribed 
accordingly. Suppose we stick to the Wikipedia authors’ purpose, namely 
allowing people to access encyclopedic (crowd-sourced) knowledge. Chat-
GPT-designed functions should then enable answering general encyclopedic 
questions (and not highly domain-specific questions, as, for instance, those 
related to the medical domain).

–	 Unsuccessful functions. From a teleological perspective, The ChatGPT tech-
nology raises interesting scenarios. An exemplary case is provided by the high 
number of possible undesigned functions. For instance, the disclaimers pro-
vided when opening the application (i.e., “may occasionally generate incor-
rect information”, “may occasionally produce harmful instructions or biased 
content”, and “limited knowledge of world and events after 2021”) sound 
problematic. These suggest that the artefact admits a large number of unde-
signed functions and questions the possibility of trusting the answers provided 
by the ChatGPT artificial assistant. Since its public release, the application 
has been subject to several criticisms. Consider, for instance, the many pos-
sible “overfitting” cases, where ChatGPT provides answers even if it does not 
have enough data. The chat, if domain-specific information is asked, may pro-
vide wrong answers. However, these answers may seem reliable to users, thus 
increasing the risk of misinformation (see, for instance, when we ask about 
a specific concept like minimal cognitive grid (Lieto, 2022), or when we use 
it to solve simple mathematical problems – one of the typical tasks in which, 
so far, ChatGPT has failed). Even if ChatGPT is designed to learn from its 
errors, without having a clear understanding of the text corpora used to train it 
and the purpose/role/reliability of the text’s authors, the amount of undesigned 
and potentially harmful functions is large. Similarly, suppose that ChatGPT-
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designed functions are mainly aimed at collecting data from users. This 
issue has been widely debated and in several countries has led to temporarily 
blocking the access. One crucial question revolves around whether a policies 
document explicitly stating that the data will be used for market research and 
advertising purposes is sufficient to enhance clients’ awareness.

–	 Degree of success. At the current state, from a teleosemantic perspective, the 
ChatGPT design output has still a lot of room for improvement in terms of 
transparency and control. For instance, using ChatGPT to support students in 
solving simple mathematical problems could be an issue. The overall degree 
of success in this direction would be certainly very low. Moreover, even if the 
model could be improved in the future, its application in the math education 
domain may even be discouraged, since its purpose is not to make students 
learn math. This scenario can be found in many other domains of interest. 
Users may find out, at their own expense, that the model is unreliable in cer-
tain contexts. Alternatively, the designer, by clearly stating the purpose, could 
promote the correct use of the technology. Most of the questions that are cur-
rently widely debated seem likely to benefit from the evaluation method we 
have proposed.

7 � Implications of the Proposed Approach for Trustworthy AI

The teleosemantic framework we are proposing documents and makes explicit all 
the stakeholders involved in the production of an information system, what such a 
system is supposed to do, and the functions that have been designed to accomplish 
its purpose. In this way, the trust26 of the users on the system should be enhanced, at 
least because they can tell when it fails and who is to blame for the failure.

Let’s try to delve a bit into the idea of trustworthiness and how a teleosemantic 
approach may have a role in reshaping what is at stake. In the engineering liter-
ature, the term “trustworthiness” is mostly interpreted as a synonym of “depend-
ability”.27 The latter term interestingly recalls the idea of instrumental depend-
ence, thus pointing out how humans may depend on the use of a specific artefact 
for the accomplishment of their own goals or purposes. But if we are to depend 
on an artefact to accomplish our goal, we would like the latter to be reliable, i.e. 
we would like to be able to predict its behaviour and we would like such behav-
iour to imply some positive outcomes towards the realization of our goal. In this 
sense, by spelling out the success condition, teleosemantics may provide a way to 
test the reliability of information systems and, more in general, artefacts. However, 
the concept of “trustworthiness” has become central especially when referred to the 
domain of Artificial Intelligence, where systems are taken to possess a great degree 

26  Notice that, in the philosophical literature on trust, the latter is often seen as a quaternary relation 
involving a trustor, a trustee, an action, and a goal, see Chen (2021) for a reference.
27  The reader may find a more thorough conceptual analysis of the notions of trust, reliance, trustworthi-
ness, dependability, reliability, etc. in Biccheri et al. (2023).
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of autonomy. Nevertheless, analogously as in the so-called Hybrid Human-AI Mani-
festo (Akata et al., 2020), our approach sees AI as a prosthesis augmenting human 
capabilities, rather than a substitute for human agency; this means that being reliable 
is not enough for the AI artefact to be deemed fully trustworthy, as also the humans 
(individuals or organizations) who use it as a prosthesis to augment their capabilities 
should be trustable.

The model  we propose, by “forcing” all stakeholders to declare their identity, 
their purposes, and the functions they ascribe to the artefact, makes the whole sys-
tem more transparent, and therefore more trustworthy.28 Take, as an example, the 
case of the co-creation of AI artefacts. Part of this process of co-creation happens 
consciously when users provide their feedback to designers, who may ameliorate 
the product or personalize it according to the specific user’s desiderata. Nonethe-
less, nowadays this process of co-creation is, at least partially, hidden. Most users 
are not completely aware of how their data are used, for instance, to train the ML 
algorithms, or which are the organizations behind the development of the AI arte-
fact. This strongly hinders their freedom to choose whether to provide their input 
for the co-creation of the artefact. In fact, in 2019, the European Commission pub-
lished some guidelines for trustworthy AI; such guidelines are based on five ethi-
cal principles: Beneficence (do good), Non-Maleficence (do not harm), Autonomy 
of humans29 (preserve human agency), Justice (be fair), and Explicability (operate 
transparently). The principles are then supposed to be translated into ethical require-
ments (Guizzardi et al., 2023). By looking at the five principles, one gets the impres-
sion that to check whether the former four are satisfied, one needs to enforce the fifth 
principle and obtain transparent systems, whose actions and decisions can be seen 
and understood. In fact, explicability (a term introduced by Floridi and colleagues 
in  (2018), to point to a complex concept, including in its definition both intelligi-
bility and explainability) appears to be a pre-requisite for controlling that the other 
principles are followed. At this point, it is worth reflecting on what we mean when 
we say that we would like systems that are intelligible and explainable. The first 
question that deserves a serious answer is: “intelligible for whom? And explainable 
to whom?”

So far, most studies in explainable AI have been focused on the “translation” of 
black box models into more human-understandable models, like for instance bayes-
ian networks. But those who can understand such models are, in the best case sce-
nario, users who, for some reason, have studied them, for sure not ‘average’ users. 
On the other hand, the basic elements of teleosemantic models are very intuitive and 
widely intelligible. If from here we turn to explainability, the main point is that clas-
sical XAI approaches are meant to descriptively explain how an artefact does what 
it does.

28  In other terms, not only the AI artefact should be trustworthy, but the whole socio-technical system 
including producer, consumer and all agents involved. Interestingly, the theory of teleosemantics foresees 
a mechanism of zooming in and zooming out which allows us to apply the analysis at different levels of 
granularity.
29  Notice that to preserve their level of autonomy, humans need to understand the functions of the AI 
artefact they are using, otherwise the latter is out of their control.
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On the contrary, the approach we are proposing aims at providing the consumer/
user with a teleological explanation, which shows what the artefact does and for 
which purpose. We argue that this kind of explanation is well-suited for artefacts, 
which are built with a telos and used with a purpose, it is more useful and informa-
tive for consumers/users and is helpful also for designers.

A notable discussion somehow related to the aforementioned attitude is presented 
in Mikalef et  al. (2022). Here a holistic understanding of responsible AI is advo-
cated, focusing on how to reduce unintended negative side effects while raising cus-
tomers’ knowledge and awareness. The authors of this work describe responsibility 
– which indeed is a concept that is closely related to trustworthiness – as a multidi-
mensional asset, including transparency, accountability and robustness. In our paper, 
we have tried to promote the former dimension by reducing unused functions and the 
latter two (well represented by our notion of control) by reducing unintended func-
tions. A key aspect discussed in Mikalef et al. (2022) consists of translating respon-
sibility dimensions into a rich list of research questions. In our proposal, we have 
not addressed many of those questions, for instance, those related to human biases, 
data privacy and governance, or the social or environmental effects of the employ-
ment of AI artefacts. In particular, we have not dealt with the enormous problem of 
unforeseen risks that can bring about unwanted outcomes that only emerge at the 
run time.30 At the same time, the teleological approach we propose, which focuses 
on ensuring the accessibility of functions to users, implementing iterative design 
changes based on users’ experience, and holding the main stakeholders accountable 
for selecting functions for AI systems, can naturally be viewed as a method of tack-
ling responsibility issues in ISD.

Interestingly, the “Artificial Intelligence Act”31 of the European Union already 
highlights some of the issues we have tried to address with our proposal, starting 
from the idea that AI systems may be classified based on their level of risk (unac-
ceptable, high, limited and minimal), depending on their context of use, as is the 
case for instance of emotion recognition systems, which may be used fairly straight-
forwardly for therapeutic purposes but should be considered as high-risk – and thus 
strictly regulated – when they are used in law enforcement contexts or at the board-
ers for regulating migration and, in any case, not without notifying the interested 
person. More in general, the explicit identification of the producer is also taken into 
account: persons (users) should be notified when they are interacting with an AI 
system and not with another human, to prevent impersonation or deception. Our 
teleosemantics-inspired approach already implicitly satisfies such requirements by 
i) representing explicitly the (human or artificial) producer and ii) the purpose for 
which the AI system is employed. This means that users would be “automatically” 
notified about who is using their data and for which purposes; furthermore, being 
also the purpose necessarily explicit, the classification of AI systems according to 
their level of risk should become much more transparent. For all these reasons, we 

30  The reader may find some discussions on this point in Chiffi et al. (2022).
31  The last available version of the act is the 21st January 2024 draft, see https://​artif​icial​intel​ligen​ceact.​
eu/​ai-​act-​explo​rer/.

https://artificialintelligenceact.eu/ai-act-explorer/
https://artificialintelligenceact.eu/ai-act-explorer/
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believe that working on the implementation of the proposed approach goes exactly 
in the direction of the enforcement of the AI Act.

8 � Related Work

As we have pointed out, our proposal aims to offer a new method of validating infor-
mation systems. The key premise is that the design process must always involve an 
examination and understanding of the actors involved (designers and users), their 
purposes, and how they interpret the functions of the artefact they produce and/or 
use. In this sense, the teleosemantic approach to design finds an important ally in 
what has been referred to as Social modelling, or more specifically, Goal-Oriented, 
Requirements Engineering  (GORE) (Eric et  al., 2011; Yu & Mylopoulos, 1998; 
Horkoff et  al., 2019).32 This area of research offers indeed a new way of tackling 
the requirements elicitation and definition challenge. Here an information system 
is primarily taken as a means to improve the interaction between actors. Accord-
ingly, before focusing on the behavioural properties of software, as in a mechanistic 
system, a higher level of abstraction is required. This involves identifying all rel-
evant stakeholders who will be affected by the system, their high-level goals, and, 
possibly, more specific sub-goals. Through the systematic representation of these 
elements, a more comprehensive and accurate derivation of system functional and 
non-functional requirements  should  be elaborated.  One observation is that GORE 
processes effectively capture requirements in terms of stakeholders’ goals (inten-
tions). However, the goals of the system designer or the organization behind the sys-
tem are typically overlooked.

An important aspect of Goal-Oriented Requirements Engineering research is 
that it leverages and extends highly used and studied modelling languages and nota-
tions such as UML (Booch et al., 1997), as well as older ones like Data Flow Dia-
grams (DeMarco, 2001) and SADT (Dickover et al., 1977). Moreover, it has paved 
the way for the production of a plethora of new standards for goal-oriented require-
ments representations. Among the best-known works in this direction, frameworks 
such as the NFR framework (Chung et al., 2000), KAOS (Van Lamsweerde, 2001), 
and GBRAM (Anton, 1996) have placed goals at the centre of their models. Finally, 
the i∗ framework (Dalpiaz et  al., 2016) provides a language to model information 
systems as artefacts existing within social environments, where actors interact with 
each other based on goals to be accomplished, tasks to be executed, and resources to 
be provided.

Overall, this key-related work represents a concrete opportunity to implement 
and operationalize what we have proposed here. With its new emphasis on “why” 
questions, functions interpretation, negotiation, and success conditions, the teleose-
mantic approach can be formally expressed by a (possibly adapted and/or extended) 
goal modelling technique, thus naturally supporting the determination of systems 

32  Concerning GORE we refer the reader to this recent talk by John Mylopoulos: https://​www.​youtu​be.​
com/​watch?v=​7zqa2​lPeKdw. The talk connects GORE to a style of teleological explanations.

https://www.youtube.com/watch?v=7zqa2lPeKdw
https://www.youtube.com/watch?v=7zqa2lPeKdw
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requirements processes, and then assisting in the design and validation of systems 
that truly meet the stakeholders needs.

9 � Conclusion and Future Perspectives

In this paper, we have presented an approach to the analysis and documentation of 
information systems based on teleosemantics, a well-known philosophical theory on 
the transmission of information.

The purpose behind the application of such a framework is twofold: on the one 
hand, it should help prevent incorrect uses of the system (thus, increasing con-
trol over it) and, on the other, it should favour user’s awareness about its functions 
(increasing transparency).

One of the main tenets of teleosemantics is that the content of information is not 
determined semantically by singling out a sort of objective meaning of the informa-
tion, but is rather established pragmatically by referring to a success condition for 
the actions performed by a consumer and induced by the information communicated 
by the producer.

In the classical examples taken from biology, like that of the bees discussed in 
Sect.  2, such a condition is one that, if realized, contributes to evolutionary pro-
gress. Obviously, the situation is very different with information systems and, more 
specifically, with AI artefacts, as they involve an exchange of information between 
humans, for which the non-fixed correlation problem emerges, as illustrated in 
Sect. 2. In such a case, the producer and the consumer most of the times will not 
consider the same conditions as successful. For this reason, we have introduced in 
Sect. 5 a mechanism to negotiate what producer and consumer can agree to call a 
‘success condition’. The evidence of the success condition is in this case the contin-
ued use of the artefact, whose functions can be added or constrained to proceed to a 
new negotiation.

The motivations behind our proposal to use teleosemantics are many. First of all, 
the role of the consumer/user is central in the theory, as they play an active role in 
the determination of the success condition, in such a way that we could identify here 
a sort of co-creation of the content of information systems, thanks to their feedback 
through use  (Lee, 2020). In more technical terms, such co-creation would be the 
result of requirements elicitation and artefact specification through a continuous and 
iterated process of user feedback and artefact adaptation on the designer’s side. Such 
a process is at play both in the design and at the run time.

Second, the teleosemantic model offers the opportunity to explicitly document in 
a clear way what a system does (telos), how it does it (functions), when it works or 
fails (success condition) and which are the stakeholders involved in its design (pro-
ducer) and use (consumer), thus enhancing the trust of users and society at large, as 
illustrated in Sect. 7 for the specific case of AI artefacts.

Of course, we are well aware that proposing such a framework as a good prac-
tice is not enough to induce trust in AI artefacts, this would require much stronger 
enforcement. For instance, one of the possible solutions would be to create a sort of 
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repository where AI artefacts (or more generally ISs) would be listed with explicit 
declarations concerning all the elements included in the teleosemantic framework. 
This would bring with it the necessity of serious consideration about the policies for 
AI, which should be represented in greater detail w.r.t. what is happening now. In a 
sense, what we are encouraging with this paper is a way of handling the dangers of 
AI, in line with what happened in the 90s in the food industry, when it became rec-
ommended and then compulsory to label products with important information, like 
ingredients, additives, calories, etc. Then, there should be an international author-
ity monitoring whether what is declared in the repository is actually the case, etc. 
The AI-Act already mentions a ‘public EU-wide database for registering stand-
alone high-risk AI applications’; one could think about structuring such a database 
according to the teleosemantic approach and extend its use to all AI applications, 
also because sometimes dangers emerge when artefacts are used in ways that were 
not foreseen by designers. All this is evidently challenging, but it is also a matter 
that concerns politics and law, as well as research. In this paper, we provide a first 
step toward a direction that we deem more in line with the European Guidelines for 
a Trustworthy AI and the AI-Act.33

To go back to the research, we conclude by saying that the next steps to be con-
sidered are a refinement and an extension of our framework. The refinement con-
cerns the evaluation strategy, which has been provided in this paper, but still needs to 
be practically tested and different open issues require to be addressed and extended 
considering practical outcomes from related research, such as the one in GORE. At 
the current stage, for instance, in the evaluation, we directly count functions, but 
functions can play a more or less prominent role in the overall functioning of an 
AI artefact, so further parameters with weights, ranking, or probabilities are likely 
needed for building mathematically more elaborate models.

A final issue left for future work is the inclusion in the model of collective agents, 
both in the role of the producer and of the consumer. It is not by summing up the 
designed and used functions that we can single out the success condition of an arte-
fact in a collective scenario, as, for instance, different users may want to use or not 
use additional functions. Maybe other negotiation mechanisms, “internal” to the col-
lectives of producers and consumers need to be established, but this is undoubtedly 
an issue that deserves more investigation in the near future.
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