
Conventional search engines use

inverted index file indexing to speed up

the solution of user queries. We are

studying a methodology which will

enable inverted files of standard text

search engines to index vectors of

locally aggregrated descriptors (VLAD)

to deal with large-scale image search

scenarios. To this end, we first encode

VLAD features by means of the per-

spective-based space transformation

developed in [1]. The idea underlying

this technique is that when two descrip-

tors are very similar, with respect to a

given similarity function, they  “see”

the “world around” them in the same

way. In a next step, the “world around”

can be encoded as a surrogate text rep-

resentation (STR), which can be man-

aged with an inverted index using a

standard text-based search. The conver-

sion of visual descriptors into a textual

form allows us to employ off-the-shelf

indexing and searching functions with

little implementation effort.

Our transformation process is shown in

Figure 1: the blue points represent refer-

ence VLAD features; the other colours

represent dataset VLAD features. The

figure also shows the encoding of the

data features in the transformed space

and their representation in textual form

(SRT). As can be seen intuitively, strings

corresponding to VLAD features X and

Y are more similar to those correspon-

ding to X and Z. Therefore, the distance

between strings can be interpreted as an

approximation of the original VLAD

distance d. Without going into the math,

we leverage on the fact that a text-based

search engine will generate a vector rep-

resentation of STRs, containing the

number of occurrences of words in texts.

With simple mathematical manipula-

tions, it is easy to see how applying the

cosine similarity on the query vector and

a vector in the database corresponding to

the string representations will give us a

degree of similarity that reflects the sim-

ilarity order of reference descriptors

around descriptors in the original space.

Mathematical details of the technique

are outlined in [2]. 

The idea described so far uses a textual

representation of the descriptors and a

matching measure based on a similarity

offered by standard text search engines

to order the descriptors in the dataset in

decreasing similarity with respect to the

query. The result set will increase in

precision if we order it using the orig-

inal distance function d used for com-

paring features. Suppose we are

searching for the k most similar (nearest
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We propose using vectors of locally aggregated descriptors (VLAD) to address the problem of image

search on a very large scale. We expect that this technique will overcome the quantization error

problem faced in Bag-of-Words (BoW) representations. 

Figure 1: Example of perspective-based space transformation and surrogate text representation:

1) From the images we extract the VLAD features represented by points in a metric space. Blue

points are reference features and colored points are data features, 2) The points are transformed

into permutations of the references, 3) The permutations are transformed into text documents,

4) The text documents associated with the images are indexed.

Figure 2: Effectiveness (MAP) with respect to efficiency (mSec per query) obtained by VLAD

and BoW for various settings.



neighbours) descriptors to the query.

We can improve the quality of the

approximation by re-ranking, using the

original distance function d and the first

c∙(c ≥ k) descriptors from the approxi-

mate result set at the cost of more c dis-

tance computations. This technique sig-

nificantly improves accuracy at a very

low search cost. 

We applied the STR technique to the

VLAD method comparing both effec-

tiveness and efficiency with the state-

of-the-art BoW approach on the same

hardware and software infrastructure

using the publicly available and widely

adopted 1M photos dataset. Given that

the STR combination gives approxi-

mate results with respect to a complete

sequential scan, we also compare the

effectiveness of VLAD-STR with stan-

dard VLAD. Moreover, we considered

balancing efficiency and effectiveness

with both BoW and VLAD-STR

approaches. For the VLAD-STR, a sim-

ilar trade-off is obtained varying the

number of results used for re-ordering.

Thus, we do not only compare VLAD-

STR and BoW on specific settings but

we show efficiency vs effectiveness

graphs for both. For the VLAD-STR, a

trade-off is obtained varying the

number of results used for re-ordering.

We show that the use of inverted files

with VLAD significantly outperforms

BoW in terms of efficiency and effec-

tiveness on the same hardware and soft-

ware infrastructure. In Figure 2, we plot

mean average precision (MAP) with

respect to the average query execution

time for both BoW and VLAD. The

graph underlines both the efficiency and

effectiveness advantages of the VLAD

technique with respect to the BoW

approach. The efficiency vs effective-

ness graph reveals that VLAD-STR

obtains the same MAP values as BoW,

for an order of magnitude less in

response time. Moreover, for the same

response time, VLAD-STR is able to

obtain twice the MAP of BoW.
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Many libraries globally have started digitizing their most valuable old handwritings in order to

preserve the world's cultural heritage. To improve the accessibility of the large number of available

handwritten document images they must be made amenable to searching and browsing. A recent

research project aims at a novel graph based keyword spotting framework applicable to historical

documents. For testing the novel framework, isolated word images from the Miroslav Gospels (one

of the oldest surviving documents written in old church Slavonic) will be represented by graphs.

“Keyword spotting” refers to the

process of retrieving all instances of a

given keyword or key phrase from a

document. A large variety of algorithms

have been developed for keyword spot-

ting over the last two decades. For

instance, a common approach is to rep-

resent a word as a sequence of features,

extracted via a sliding window.

Subsequently, the sequences are com-

pared using dynamic time warping

(DTW) [1]. The major objective of the

present project is to employ graph based

pattern representation for the problem

of keyword spotting. To the knowledge

of the authors, graph based algorithms

have never been used for this task. This

is rather surprising as it turns out that

the paradigm of graph matching, ie the

comparison of pairs of graphs, perfectly

meets the requirements of keyword

spotting.

Various procedures for graph matching

have been proposed in the literature. In

[2] a novel graph matching procedure

was proposed. This method is based on

an (optimal) fast optimization proce-

dure mapping nodes and their local

structure of one graph to nodes and their

local structure of another graph. This

procedure allows the approximation of

graph dissimilarities in polynomial time

complexity. The distances found by this

framework are equal to, or larger than,

the exact graph distance. Empirical

investigations show that relatively large

distance values tend to be overestimated

while small distances remain nearly

unaffected by our approximation.

Keyword spotting is a typical applica-

tion where an overestimation of large

distances is acceptable since we are

only interested in document words that

are very near to the keyword.

We plan to extract graphs from skeleton

word images by means of a procedure

similar to [3]. First, keypoints that

include endpoints, intersections, and

corner points of circular structures are

extracted from the word skeleton

image. Next, a node is added to the

word graph for each skeleton keypoint,

labeled with its position. After all key-

points have been included as nodes in

the word graph, connection points are

also added as nodes to the graph. Given

a skeleton line connection between two

keypoints in form of a pixel chain, con-

nection points are inserted at regular

distances along that chain. Finally,

skeleton connections between two

nodes are represented by undirected and

unlabeled edges. 

Through the representation of isolated

words with graphs, the search and
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