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Abstract—Modern applications increasingly demand flexible
computer vision models that adapt to novel concepts not en-
countered during training. This necessity is pivotal in emerging
domains like extended reality, robotics, and autonomous driving,
which require the ability to respond to open-world stimuli. A
key ingredient is the ability to identify objects based on free-form
textual queries defined at inference time — a task known as open-
vocabulary object detection. Multimodal backbones like CLIP are
the main enabling technology for current open-world perception
solutions. Despite performing well on generic queries, recent
studies highlighted limitations on the fine-grained recognition
capabilities in open-vocabulary settings — i.e., for distinguish-
ing subtle object features like color, shape, and material. In
this paper, we perform a detailed examination of these open-
vocabulary object recognition limitations to find the root cause.
We evaluate the performance of CLIP, the most commonly
used vision-language backbone, against a fine-grained object-
matching benchmark, revealing interesting analogies between
the limitations of open-vocabulary object detectors and their
backbones. Experiments suggest that the lack of fine-grained
understanding is caused by the poor separability of object charac-
teristics in the CLIP latent space. Therefore, we try to understand
whether fine-grained knowledge is present in CLIP embeddings
but not exploited at inference time due, for example, to the
unsuitability of the cosine similarity matching function, which
may discard important object characteristics. Our preliminary
experiments show that simple CLIP latent-space re-projections
help separate fine-grained concepts, paving the way towards the
development of backbones inherently able to process fine-grained
details. The code for reproducing these experiments is available
at https://github.com/lorebianchi98/FG- CLIP.

Index Terms—fine-grained understanding, open-vocabulary
object detection, image-text matching, evaluation study

I. INTRODUCTION

Nowadays, pivotal technologies such as extended reality,
autonomous driving, and robotics necessitate more than ad-
herence to closed-set assumptions; they demand the ability to
adapt to novel concepts not encountered during the training
phase. Open-vocabulary object detection (OVD) stands out as
a critical task for achieving this adaptability, as underlined by
several open challenges on egocentric data [3], [9]. It involves
recognizing objects not included in the training dataset, thus
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overcoming the limitations inherent in traditional detectors
confined to a predefined set of objects.

This flexibility is typically achieved by common-space
multi-modal models. These models embed images and texts
in a shared latent space, thanks to the contrastive pre-training
performed on large datasets of image-text pairs scraped from
the web. This simplifies similarity calculations, which can
be achieved through an efficient dot product between the
representations. CLIP [26] stands out as the most widely
utilized model in this category. Its capabilities become crucial
in open-vocabulary object detection, where models typically
perform the task by i) detecting regions of the image that are
likely to contain objects, ii) computing the similarity between
the embedding of the detected image region and that of a set
of free-form texts defined at test time, called vocabulary.

While open-vocabulary detectors excel in generalizing to
new concepts not encountered during training, recent studies
indicate limitations in capturing fine-grained properties of
objects [2]]. For instance, they may encounter difficulties in dis-
tinguishing between a light brown dog and a dark brown one
(Figure T). One potential explanation for these shortcomings is
that CLIP representations may exhibit bias towards category-
level concepts while overlooking attribute-level nuances [4].
To the best of our knowledge, it is not well studied in the
literature whether fine-grained properties are absent in the
latent space or if these characteristics exist, but trivial matching
methods (e.g., dot product, cosine similarity) are insufficient
to extract this information.

In this work, we assess the performance of CLIP, the most
used backbone in open-vocabulary object detectors, on a fine-
grained benchmark to scrutinize its capacity to accurately
discern intricate properties of objects. The findings reveal
that the performance of CLIP in fine-grained understanding
mirrors that of an open-vocabulary object detector based on
CLIP, indicating shared challenges. This suggests that the fine-
grained issues observed in the open-vocabulary object detector
may be attributed to the image-text alignment carried out by
CLIP rather than to detector localization failures.

Subsequently, by incorporating additional layers on top of
frozen visual and textual CLIP encoders and training them on
a fine-grained dataset, we illustrate the model’s proficiency in
accurately assigning the relevant attribute to the object. This
shows that the original CLIP embeddings contain fine-grained
information that is ignored during the matching phase.

In summary, our paper contributes to the field in the
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Fig. 1: OVD (a) and FG-OVD (b): in the latter, fine-grained
details about the categories to detect are given as free-form
text in the input vocabulary.

following ways:

o We comprehensively evaluate and analyze CLIP’s perfor-
mance on a fine-grained open-vocabulary object detection
benchmark. This investigation sheds light on the possi-
bility that challenges faced by open-vocabulary object
detectors may be attributed to issues within the CLIP
latent space.

o We showcase the existence of fine-grained information
within CLIP’s latent space through the implementation of
lightweight architectures trained on frozen CLIP embed-
dings. This demonstration is substantiated by the model’s
ability to perform fine-grained matching successfully.

II. RELATED WORK
A. Image-Text matching

In recent years, the focus of researchers on image-text
matching increased. The foundation of the shared space ap-
proach for cross-modal matching begins with the exploration
of hinge-based triplet ranking loss with hard-negative mining.
This was first attempted with GRU as text extractor [8]], and
later with Transformer Encoder [15]], [18]-[20], [25]I, [29],
32].

With the growing strength of Transformers also in vision
tasks [6], many works exploited an early-fusion approach,
leveraging Transformers encoder to jointly process images
and texts from the very beginning of the proposed architec-
tures [14]), [16], [17], [30], [31]}, [35]. These methods treat
image-text matching as a binary classification problem, where,
given as input an image-text pair, they train the Transformer
architecture to predict the probability that the text correctly

describes the image. While achieving good performance, these
models cannot be used in many real-case scenarios since
they are computationally expensive at inference time, as they
require processing every image-text pair to obtain the score
on the whole test set. Consequently, many methods preferred
to exploit a late-fusion approach, keeping the visual and
textual pipeline separated [[I1]], [18]-[20], [26]], (28], [32]l. This
allows separate pipelines for producing the images and text
representations, and the similarity score can be computed in a
second stage with a simple dot product.

Among these models, CLIP [@] stands out as one of
the most widely used for performing image-text matching.
The majority of open-vocabulary object detectors rely on the
knowledge acquired by CLIP to embed object regions and
vocabulary entries in the same feature space [1]], [7]], [1O], [21]],
[22]1, [33], [36], [37]. This approach circumvents the need to
conduct inference for each pair of detected image regions and
vocabulary entries.

B. Fine-grained understanding

Although CLIP shows strong performance in tasks such as
classification and coarse-grained retrieval, it has shortcomings
in associating nuanced properties between sentences and im-
ages (23], [24], [27], [36]. Yuksekgonul et al. [34] suggest
that contrastive pretraining does not optimize the model’s
understanding of the relationships between objects and their
attributes. Furthermore, standard retrieval benchmarks are con-
sidered inadequate for assessing the compositional understand-
ing of such models.

Krojer et al. highlight that vision-language models tend
to overlook fine-grained visual information. Similarly, Chen
et al. show that representations learned from contrastive
pretraining in common-space multimodal models are biased
toward category-level concepts rather than attributes, making
attribute recognition difficult.

These limitations are even more pronounced in tasks where
models usually rely on CLIP latent space to work in an open-
world environment, such as open-vocabulary object detection.
Some recent advanced benchmarks reveal the weaknesses of
these models [2], [3]. These benchmarks not only test the
models’ ability to generalize to unseen objects during training
but also assess their ability to recognize object attributes.
These benchmarks show that current methods are far from
achieving satisfactory results. Our work follows up on those
recent findings and investigates potential causes for the per-
formance gap in fine-grained settings.

III. METHOD

In this work, we aim to address two pivotal questions:

Q1. Can the limitations observed in open-vocabulary object
detection regarding fine-grained understanding be traced back
to deficiencies within the CLIP latent space?

Q2. If yes, do these limitations arise from an absence of such
information in the latent space itself, or is it a consequence of
the inadequacy of trivial matching methods (e.g., dot product,
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Fig. 2: FG-OVD Dataset for CLIP Matching. We leverage the Fine-Grained Open-Vocabulary object Detection (FG-OVD)
benchmark suite and training set to investigate our two research questions Q1 and Q2. For each object, we extract the
corresponding bounding box crop and compute its visual encoding using CLIP. Text embeddings are then generated for the
assigned vocabulary entries (composed by positive + negative captions) associated with the object. Finally, we calculate the
similarity and rank of the positive caption between the image crop and the vocabulary entries. To address Q1 we use a cosine
similarity as model S, and the entire pipeline is used only during inference. To address Q2, we choose model S from the

solutions described in and train it on the FG-OVD training set.

cosine similarity) to extract this nuanced information?

In this section, we outline the methodologies employed to
address these inquiries.

A. CLIP fine-grained evaluation

Our objective in this part is to address question Q1, aim-
ing to discern whether the failure of open-vocabulary object
detectors can be attributed to the image-text matching in the
embedding space or to the localization phase.

To assess the fine-grained knowledge contained in the CLIP
latent space and to facilitate a comprehensive analysis in
comparison to open-vocabulary object detectors, we used the
benchmark suite tailored for Fine-Grained Open-Vocabulary
Detection (FG-OVD) proposed in [2]]. These benchmarks
provide object bounding boxes, each associated with a detailed
natural language caption that provides attributes about the
object, referred to as a positive caption. In addition, each
positive caption is associated with a set of semantically similar
but subtly different negative captions.

For the purposes of matching rather than detection, we
evaluate each object individually. This adaptation involved
retaining a vocabulary specific to each object and cropping the
associated bounding box, sparing the model from performing
region proposal and detection. Then, we compute the similarity
between the cropped image embedding and the captions em-
bedding using the cosine similarity. This evaluation pipeline
is outlined in

To benchmark these results, we compare CLIP with
OWL [221]], [22], an open-vocabulary object detector that relies
on CLIP. The performance gap between the two is only
explained by the errors introduced by the region proposal and
object localization phases, thus providing an estimate of their
contribution to open-vocabulary detection performance.

B. Latent Space Characteristics and Matching Approaches

This section provides the strategy to answer question Q2.
Assuming that the fine-grained knowledge is present within the
CLIP latent space, we hypothesize that the matching scheme
used to compare the representations, i.e., the typical cosine
similarity, is insufficient to extract this specific information.
To explore this possibility, our strategy involves learning a
customized similarity function S(v,t), which takes as input
the two embeddings v and t obtained from the frozen visual
and textual encoders, ¢, and ¢, respectively. By forcing S
to recognize nuanced object properties based only on the
embedded information, we can state that successful results
in this regard mean that the embeddings inherently encode
fine-grained knowledge. To this aim, we will use two distinct
datasets having similar image distribution but different annota-
tions. The first one comprises general image-text pairs, which
can be used to train and validate our model on standard coarse-
grained category-centric classification. Differently, the second
dataset is dedicated to training and evaluating the learned
function S for fine-grained understanding and is organized in
positive and negative captions for each object as explained in
Section [II=A]

Therefore, the overall training strategy is composed of two
steps. First, we perform a warm-up phase in which we train S
on the coarse-grained image-text pairing dataset.Then, we fine-
tune S using the fine-grained matching dataset. The first warm-
up phase works as a fine-tuning of the original CLIP model,
which repurposes the CLIP features to work well with our
image distribution and consequently initializes the S function.
This creates a strong and reliable baseline that we can employ
as a reference to track the subsequent decline in coarse-grained
performance after the fine-tuning step.

We perform the warm-up on the coarse-grained dataset



using the hinge-based triplet loss as a loss function. Namely,
we optimize
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where S is the similarity function, 5 = {1... B} is a batch,
1 is the index of an image I; described by the text T;, while
J # 4 is the index of a negative image I; and a negative text
T} taken from the batch. ¢, and ¢, are respectively the visual
and textual CLIP encoders, and v; = ¢, (I;) and t; = ¢.(T3)
are the frozen encoded text and image, respectively. « is the
margin of separation.

We then perform training on the fine-grained dataset, where
each image I; is associated with a vocabulary composed of a
positive caption and a set of /N similar but slightly different
captions, called negative captions. Again, we rely on the hinge-
based triplet loss, but this time, we adapt it for the fine-grained
discrimination task: for each tuple (image, vocabulary), we
take as anchor the image, as positive the correct caption, and
as negative the incorrect ones. Formally,
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where B is the batch size, v; is the encoding of the i-th image,
tP°" is the encoding of the positive caption associated with the
i-th image, t;; is the encoding of the j-th negative caption
associated with image ¢, «v is the minimum separation margin
that should hold between positive and negative captions, and
[]+ = max(z,0).

We evaluate different implementations of the matching
function S:

1) Baseline (CLIP matching function):

S(v,t) = cos(v,t) 3)

The vanilla cosine similarity represents the commonly used
matching function used in CLIP and open-vocabulary object
detectors to match visual and textual representations.

2) Linear projection layer:

S(v,t) = cos(Wyv + by, Wit + ) 4)

We propose two linear projection layers that operate on top of
the frozen visual (v) and textual (t) features, aiming to project
the embeddings into a space of the same dimensionality.
The final matching function is kept as the cosine similarity
between the transformed feature vectors. We aim to explore
the feasibility of linearly separating fine-grained concepts (if
they exist) embedded in the CLIP embeddings.
3) Linear projection layer only above text encoder:

S(v,t) = cos(v, Wit + b;) %)

We introduce a linear projection layer solely above the text
encoder while keeping the visual embedding fixed. This setup
forces the image latent space to maintain coherence with the
original CLIP space while repurposing only textual represen-
tations.

4) Linear projection layer only above visual encoder:

S(v,t) = cos(Wyv + by, t) (6)

- 7Similarly, we apply a linear projection layer solely above the
visual encoder, following the same principle as the previous
scheme. By projecting only one embedding modality at a time,
we can explore any potential asymmetry in the results and gain
insights into the role of each modality in capturing fine-grained
information.

5) MLPs layer:

S(v,t) = cos(MLP,(v), MLP(t)) 7)

We incorporate two Multi-Layer Perceptrons (MLPs) with
a non-linear activation function to repurpose the embeddings
before performing the cosine similarity. This scheme aims to
explore the effects of non-linearity on both coarse-grained and
fine-grained performance and to compare these results with the
effects observed with linear projection approaches.

6) Attention layer:

®)

We build a multi-head attention layer above the two encoders
to compute self-attention utilizing the two embeddings along
with a to-be-learned CLS token of the same dimensionality.
Then, after the attention layer, we apply the sigmoid function
to the first element of the CLS token output. The score of the
sigmoid represents the similarity between the two embeddings.
This approach explores a more complex and expressive non-
linear alternative to the MLP that exploits attention to auto-
matically weight the contribution of image and text features.

S(v.t) = o (MHA(ICLS, v, £)) )

IV. EXPERIMENTS
A. Dataset and Metrics

For the warm-up phase and to evaluate the coarse-grained
capabilities of our model, we selected the MS-COCO dataset
as our image-text pair dataset. We followed the partitioning
introduced by Karpathy et al. [[12]], reserving 113,287 images
for training, 5,000 for validation, and 5,000 for testing, each
with five captions. We evaluated retrieval performance on
COCO using the Recall@k metric to measure the ability
of our model to retrieve relevant text or images accurately.
Specifically, Recall@Fk assesses the proportion of queries that
successfully retrieve the correct item within the first k£ results.

We used the Fine-Grained Open-Vocabulary Object De-
tection (FG-OVD) [2|] suite for fine-grained training and
evaluation, adapting it for classification using crops of object
regions instead of detection. This suite associates each object
with a customized vocabulary consisting of a detailed sentence
describing the object and its attributes, called the positive
caption, and a set of negative captions subtly altering certain
attributes (see [Figure 2). The benchmarks within the suite
are categorized by difficulty level (Trivial, Easy, Medium,
and Hard), with the degree of change in the captions de-
creasing as the selected benchmark becomes more difficult.
For example, the Hard benchmark indicates that only one
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Fig. 3: CLIP vs. OWL in fine-grained understanding. We evaluate CLIP and OWL, configured as B/16 and L/14, against
the Difficulty-based (first row) and Attribute-based (second row) FG-OVD benchmarks. The bar graph shows the Mean Rank
of the positive label (lower is better), which represents the average position assigned by the model to the correct label within
the overall vocabulary. Vocabulary lengths vary, with 3 for transparency, 8 for pattern, and 11 for other attributes.

TABLE I: Coarse-grained and Fine-grained performance. We analyze the performance of the investigated similarity functions
S after a warm-up train on COCO and a subsequent fine-tuning on the fine-grained dataset FG-OVD. In the fine-tuned
configuration (+FG-OVD rows), we denote the delta between these results and those obtained during the warm-up in parentheses.

COCO Retrieval

FG-OVD I-T T—I
Mean Rank | R@1 1 R@5 1t R@10 1 R@1 ¢t R@5 ¢t R@10 1

CLIP B/16 2.98 41.5 65.9 76.2 22.6 44.1 54.9
Linear (both) 3.78 48.0 76.6 85.4 37.2 65.6 76.6

+FG-OVD 1.46 (-2.32) 37.1 (-10.9)  66.8 (-9.8) 78.4 (-7.0) 356 (-1.6) 639 (-1.7) 75.0 (-1.6)
Linear (visual only) 3.53 45.8 74.2 83.7 35.4 64.2 75.3

+FG-OVD 1.54 (-1.99) 39.4 (-6.4) 69.5 (-4.7) 79.8 (-3.9) 343 (-1.1) 629 (-1.3) 74.1 (-1.2)
Linear (text only) 3.48 47.3 75.1 84.9 36.0 64.3 75.6

+FG-OVD 1.57 (-1.91) 41.1 (-6.2) 70.4 (-4.7) 80.6 (-4.3) 347 (-1.3) 632 (-1.1) 74.6 (-1.0)
MLP 3.49 459 75.5 84.6 36.5 64.9 76.2

+FG-OVD 1.43 (-2.06) 319 (-14.0)  60.2 (-15.3) 727 (-11.9) 33.6 (-2.9) 62.0 (-2.9) 73.9 (-2.3)
MHA 4.08 36.3 66.1 78.1 29.1 57.6 70.3

+FG-OVD 1.54 (-2.54) 22.3 (-14.0) 483 (-17.8) 61.2 (-16.9) 22.6 (-6.5) 49.2 (-84) 62.0 (-8.3)

attribute is changed in the negative labels. In addition, the suite
includes attribute-based benchmarks (Color, Material, Pattern,
and Transparency), where only attributes of a particular type
are changed, making it easier to evaluate model performance
in each attribute category. To evaluate on this benchmark,
we measured the Mean Rank of the positive label within the
vocabulary when ranked by descending matching score. As
for the number of negative labels in the vocabulary N, we
follow []Z[] and choose 10 for Trivial, Easy, Medium, Hard,
Color and Material, 7 for Pattern, and 2 for Transparency. In
isubsection IV-C| we plot the Mean Rank for each benchmark,
while in we report the mean of the values
obtained from the eight benchmarks.

For training, we used the Hard training set with N = 10
negatives.

B. Implementation details

For the warm-up phase on COCO, we train the matching
function S with the Adam optimizer, using a learning rate of
5e~* for 10 epochs and a triplet loss margin o = 0.2. For fine-

tuning on the FG-OVD, we use Adam with a reduced learning
rate (1e~°) and set the triplet loss separation margin o = 0.05.
Maintaining a deliberately low margin is critical, as higher
values were observed to disrupt the alignment established
during the warm-up phase, significantly reducing retrieval
performance on COCO. The fine-tuning process includes 10
epochs. Regarding the newly added layers, we set up the
attention layer with 64 heads, while the MLPs feature 2 layers
with 512 neurons each and the tanh activation function. We
train all the proposed architectures using embeddings extracted
from CLIP B/16.

C. Impact of object localization is marginal in FG-OVD

compares a CLIP-based open-vocabulary object
detector with vanilla CLIP applied to pre-segmented image

regions on the FG-OVD benchmark suite. It is important to
note that the task of the detector is more challenging than that
of CLIP. Indeed, the detector must also localize the object
rather than solely classifying it. We make the comparison
with OWL, an open vocabulary object detector based on CLIP,



presented in both its original [22] and second [21] versions,
with the same backbones (B/16 and L/14).

Looking at the results, the performance of CLIP mirrors
the pattern shown by the detectors. However, the overall
performance of CLIP remains relatively low. For example,
in the Hard benchmark, the model ranks the correct caption
on average around 4th out of 11 possible captions. This
highlights the significant limitations of classification using
the CLIP latent space and points to the need for significant
improvements in open-world fine-grained classification.

Despite facing a more challenging task than CLIP, the
detectors’ performance is not significantly lower. Their results
are consistent with CLIP’s patterns, showing similar trends
in both the Difficulty-based and Attribute-based benchmarks,
with better performance observed in the Color benchmark (an
attribute more commonly found in web-scraped images), while
the Material and Pattern benchmarks show lower performance.
This suggests that the recent challenges open vocabulary object
detectors face in fine-grained understanding are more related
to classification within the shared image-text embedding space
than to the localization phase.

D. A linear projection is enough for fine-grained matching

The results presented in illustrate the performance
of the proposed architecture after the warm-up on COCO and
the subsequent fine-tuning on FG-OVD.

Observing the results, the warm-up on COCO improves
the performance of COCO retrieval compared to the original
CLIP, indicating increased specialization in the characteristics
of COCO captions and images. Conversely, performance on
the fine-grained benchmark is poor because COCO captions
generally lack detailed attributes about objects.

After fine-tuning on the fine-grained dataset, there’s a slight
decrease in retrieval performance on COCO. However, the key
observation is the significant decrease in the FG-OVD Mean
Rank. This suggests that the newly added layers, relying solely
on information from the embeddings, effectively discriminate
the correct attributes for object mapping. This addresses our
question Q2, where we wondered if fine-grained knowledge
was missing in the CLIP latent space or if we were not
using the right tools to extract it. These results show that we
can learn a more complex similarity matching between the
representations and that nuanced information is indeed present
in CLIP embeddings. In addition, the fact that these results can
be achieved only with a linear projection, demonstrate that this
type of information can be linearly separated in the embedding
space.

Comparing the MLPs with the linear projection, it is ev-
ident that nonlinearity does not provide any advantage in
maintaining a favorable trade-off between fine- and coarse-
grained performance. Although the results on the fine-grained
benchmarks are slightly better, the retrieval performance on
COCO worsens.

The results obtained with a linear projection applied to
only one embedding modality reveal interesting observations.

During the warm-up phase, these projections demonstrate su-
perior fine-grained performance compared to models with both
embeddings repurposed. This phenomenon can be attributed
to the fact that only one projection needs to be learned,
which is forced to maintain coherence with the original
CLIP latent space. Consequently, this leads to a smaller fine-
grained performance drop during the warm-up phase, which
is usually due to the limited fine-grained attribute information
within the COCO dataset. In addition, this adherence to the
original embedding space results in a minor coarse-grained
performance degradation after fine-tuning compared to other
tested configurations. What is most compelling is that despite
the fine-grained results being slightly lower compared to the
other matching functions, there is a great improvement in the
fine-grained results despite the need to adhere to the CLIP
latent space. This suggests that fine-grained properties are not
only present and linearly separable within the CLIP embedding
space but can even emerge with a simple linear adjustment of
the embedding of only one modality.

Experiments with the multi-head attention layer suggest that
more complex and expressive architecture can better adapt to
the novel fine-grained task but with a higher risk of overfitting
the training data and disrupting the original space.

V. CONCLUSION

We studied the challenges confronting current state-of-
the-art cross-modal image-text models in achieving open-
world understanding. We began our analysis by examining
the relationship between open-vocabulary object detectors
and their vision-language backbone, specifically focusing on
CLIP. Our results suggest that localization is marginal in the
limitations observed in fine-grained open-vocabulary object
detection. This demonstrates that the primary problem lies in
the interaction between vision and language within the shared
latent space.

Furthermore, while fine-grained information exists within
the CLIP latent space, the representation is heavily biased
towards coarse-grained concepts. This bias causes similar
concepts to be positioned too closely within the latent space,
making it difficult to detect nuanced differences using tra-
ditional cosine similarity. Importantly, we demonstrated that
fine-grained information is still linearly separable within latent
space despite this bias.

In the future, we aim to explore better pre-training strategies
to construct more balanced image-text representations that
effectively incorporate fine- and coarse-grained features. In
addition, we will investigate alternative matching functions
capable of extracting fine-grained features within the CLIP
latent space without the need for task-specific datasets to learn
this function.
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