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Abstract

In an urban environment, sewer flooding and combined sewer overflows (CSOs)

are a potential risk to human life, economic assets and the environment. To

mitigate such phenomena, real time control systems represent a valid and cost-

effective solution. This paper proposes an urban drainage network equipped by

sensors and a series of electronically movable gates controlled by a decentralized

real-time system based on a gossip-based algorithm which exhibits good perfor-

mance and fault tolerance properties. The proposal aims to exploit effectively

the storage capacity of the urban drainage network so as to reduce flooding and

CSO. The approach is validated by considering the urban drainage system of the

city of Cosenza (Italy) and a set of extreme rainfall events as a testbed. Exper-

iments are conducted by using a customized version of the SWMM simulation

software and show that the CSO and local flooding volumes are significantly

reduced.
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1. Introduction

Climate change and exponential reduction of pervious surfaces in urban

catchments have led to an increase in the frequency and magnitude of two un-

desired phenomena which negatively affect human life, economic assets and the

environment: (i) local flooding and (ii) combined sewer overflows (CSOs)[1][2].5

Urban flooding occurs when the urban drainage system (UDS) becomes dras-

tically overloaded during extreme rainy events, causing untreated combined

sewage and storm water to back up into basements and to overflow from man-

holes onto surface streets. This phenomenon is generally worsened by obstruc-

tions in conduits and manholes due to an infrequent maintenance.10

CSO [3][4] takes place when the wastewater treatment plant (WWTP) is not

able to treat the wastewater delivered by the UDS. Specifically, the sewage and

wet weather flows that exceed the WWTP treatment capacity. Specifically, the

sewage and wet weather flows are conveyed through the UDS to the WWTP

until the maximum treatment capacity is reached. The exceedance of the water15

flows are discharged directly into the receiving water bodies, such as rivers or

lakes, without receiving any treatment. As a consequence, CSO is one of the

major contributors to water pollution experienced in rivers, lakes etc.

In accordance with the European Water Framework Directive (WFD) and

the EU Flood Directive (2007/60/EC), measures need to be adopted to manage20

stormwater volumes efficiently by reducing CSOs and preventing urban areas

from sewer flooding. For this purpose, offline storage facilities, which tem-

porarily accumulate stormwater volumes, are widely used, even though they are

often overly expensive due to the high construction and maintenance costs. In

contrast, approaches aiming at temporarily accumulating stormwater volumes25

directly in the existing UDSs have been also developed thus avoiding large in-

vestments [5][6][7]. These approaches are supported by the fact that the UDSs

are typically designed by taking into account a set of safety factors. In par-

ticular, conduits are intentionally designed to be larger than required in the

case of typical network working conditions. Basically, the UDS is managed by30
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a real-time control (RTC) system which requires the network to be embedded

with sensors and actuators permitting the network to be real-time monitored

and regulated so as to adapt to the different rainfall events [8][9]. In particular,

physical layer information is collected by sensors and sent to the control com-

ponent which elaborates an optimized actuation strategy so as to ensure the35

desired UDS working behaviour.

Many works in the literature focus on RTC based on a centralized approach.

For instance, in [10] a sewer networks global optimal control (GOC) scheme

with a two-level architecture has been designed. The upper level is composed

of a central station, which computes flow set points, whereas the lower level40

is composed of local stations, which are used for monitoring, flow computa-

tion, data validation and feedback control. The real-time computer is dedicated

to all RTC operations and supports a supervisory software, a GOC software,

a non-linear hydrologic-hydraulic model and a non-linear programming algo-

rithm. The site is controlled automatically under a flow set point computed45

by the GOC scheme. The optimization problem is defined by a multi-objective

(cost) function and a set of equality and inequality constraints, based on the

following control objectives: minimizing overflows, minimizing set point vari-

ations and maximizing the use of WWTP capacity. In [11] a multi-objective

optimization genetic algorithm is proposed which is used to derive the Pareto50

optimal solutions, which can illustrate the whole trade-off relationships between

objectives. In [5] a global optimal predictive real time control system has been

implemented, which involves solution of a multi-objective optimisation problem.

The control objectives are the minimisation of overflows, the maximization of

the use of the treatment plant capacity, the minimization of accumulated vol-55

umes and, finally, the minimization of variations of the setpoints. The real time

control system is implemented at a central station and uses flow monitoring

and water level data, rainfall intensity data, radar rainfall images and 2 hours

rain predictions. Set-points are translated into moveable gate positions at local

stations by Programmable Logic Controllers (PLC). In [7] a global RTC of the60

sewer system in the city of Dresden, Germany, has been implemented, consisting
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of a local equipment (on site), an equipment for data transfer between control

location and control center and an equipment in the control center. The control

room operates with a process control system (PCS), also known as SCADA sys-

tem (Supervisory Control and Data Acquisition), to monitor the urban drainage65

system. To allow for the realization of a global RTC, the existing PCS is pro-

vided with an additional control computer connected to the SCADA system. A

RTC based on a neural optimal algorithm was applied on the wastewater plant

collection system in Seattle, USA [12]. In the system a main control center is

located at the treatment plant and a software which implements a SCADA sys-70

tem, is designed to monitor and control pump and regulator stations, including

telemetry of real-time data on water levels, gate positions, etc. The RTC is

developed to regulate in real-time an in-line storage in a combined sewer sys-

tem. The neural-optimal control model integrates the dynamic hydraulic model

with the optimization model used to minimize untreated overflows while maxi-75

mizing through-flows to the wastewater treatment plant for a storm event. In

[13] the potential of global water-quality based on RTC in the Lynetten catch-

ment (Denmark) has been investigated. The integrated control of the catchment

connects the control of the WWTP and catchment and structures, such as de-

tention basins and pumping stations in the same platform. Such strategy uses80

the Dynamic Overflow Risk Assessment (DORA) approach to minimize CSO

volumes, which aims at reducing overflow risk in the system by minimizing a

global cost function through an optimization routine.

In those studies, as the control system is fully centralized, several issues arise

due to the large amount of data to be read, managed and processed. Using a85

typical centralized monolithic approach, all sensory data are sent to a central

unit that elaborates a suitable strategy based on a comprehensive network model

thus producing commands for the actuation part. This approach tends to be

very reliable, but it has some drawbacks: (i) it requires a complex mathematical

model of the network (ii) all physical parts (sensors and actuators) need to be90

connected with and reachable by the remote central unit and (iii) a failure on

one node (especially in the case of the central unit) can compromise the whole
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system.

Conversely, in this work the distributed real-time control (DRTC) system

is adopted, exploiting a multi-agent paradigm and specifically a gossip-based95

algorithm. The UDS is equipped with electronically moveable gates and a set of

water level sensors spread across the network. All the gates are locally controlled

by Proportional Integrative Derivative (PID) controllers which are globally or-

chestrated by the mentioned gossip-based algorithm thus achieving an optimal

hydrodynamic behaviour in terms of CSO and flooding reduction. The case100

study is the UDS of the city of Cosenza (Italy), which is modelled by using

the StormWater Management Model (SWMM) simulation software. SWMM is

an open-source computer model widely used by the hydraulic engineering com-

munity for simulation of hydrodynamic water and pollutant transport in sewer

systems. It is provided by US EPA [14] and permits an accurate simulation of105

the hydrological and hydraulic behaviour of the UDS during both dry and wet

weather conditions. SWMM simulation software has been customized in order

to allow it to be integrated with an external real-time control module. Experi-

ments, conducted using a set of 15 extreme rainfall events recorded in the years

2011-2015, show an substantial reduction of both CSO and flooding when the110

proposed approach is exploited.

2. Distributed control of urban drainage network

2.1. The structure of an urban drainage system

An urban drainage system (UDS) (see Figure 1) aims at collecting and de-

livering the combined wastewater (sewage and wet weather flows), coming from115

the urban catchment, to a wastewater treatment plant (WWTP). A UDS phys-

ically consists of a series of junctions, conduits, weirs and storage units [15],

which, in most cases, forms a dendritic structure. Indeed, the network typi-

cally follows a tree structure, in which a series of sub-networks (branches), with

smaller pipes, converges into a main network (trunk), consisting of larger col-120

lector conduits. Sequentially, each sub-network (branch) in turn follows a tree
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Figure 1: An example of urban drainage system

distribution. Finally, all conduits are linked to one final collector pipe, which

ends with the outfall of the network, delivering the wastewater to the WWTP.

Overflow structures are used to direct the combined wastewater volumes which

exceed the capacity of the WWTP directly into receiving water bodies.125

2.2. Drainage network instrumentation

In order to achieve the proposed goals, the network requires the following

equipment: (i) sensors, one water level sensor per conduit and a flow sensor on

the outfall; (ii) computational nodes, which can host and execute the distributed

control algorithm 1 ; (iii) down-hinged moveable gates, which can be real-time130

regulated electronically.

1the computational nodes can be custom-built devices or single-board computers such as

Raspberry pi or Beagleboard which can be effectively distributed inside the network because

they have low energy consumption and small size.
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Figure 2: The down-hinged movable gate

The computational nodes dynamically regulate the gates according to the

information acquired by the sensors in the neighbor areas. Each computational

node has a partial view of the network as it can read only from the sensors, and

actuate only on the gates, which are located in its spatial neighbourhood, i.e.135

the sensors/gates it can physically reach. In addition, each computational node

communicates only with its neighbor peer nodes. The computational nodes are

distributed throughout the network in order to cover all the points of interest, i.e.

the sensors and the gates. The nodes read data from the sensors and collectively

process the acquired information in order to trigger suitable actuations on the140

gates. The collective computation of the network of nodes supplies the gates

with an “intelligent” behaviour.

The electronically moveable gates are made up of mobile plates rotating

around a horizontal hinge placed on the bottom of the conduit2, as shown in

Figure 2. The gate is completely closed when the plate rotates in a perpendicular145

position with respect to the flow direction. Conversely, the gate is fully open

when the plate is parallel to the flow. When the gate is closed, the opening area

is null and no flow rate is delivered from the node. An intermediate position of

2The top-hinged gate was avoided to prevent high speed flow under the plate, which may

re-suspend the sediment material at the bottom of the sewer pipes.
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the gate corresponds to a partial opening degree. The gates allow utilization of

the full storage capacity of the conduits by accumulating the excess stormwater150

volume in the less overloaded parts of the system [16].

2.3. Drainage network modelling

Our approach is focused on reducing: (i) flooding phenomenon and (ii) CSO

problem. The flooding issue is tackled by balancing the water level throughout

the conduits of the network so as to reduce flooding in the most overloaded155

conduits at any given moment. In other words, balancing the water level means

that the underloaded conduits are triggered to store additional water in order

to help the overloaded conduits when they are about to overflow. The CSO

problem is addressed by extending this strategy, taking into account also the

flow at the outfall as will be better clarified in Section 2.4.4.160

Based upon the description reported in Section 2.1, a drainage network can

be formally seen as a graph (V,E) of nodes v ∈ V connected by edges e ∈ E.

More specifically V comprises Junctions j ∈ J , Inlets l ∈ L and Outlets o ∈ O.

E is made up of Conduits c ∈ C. Junctions are just intersection points for

conduits. Inlets are nodes where runoff enters into the system. Outlets are the165

points of the network where water is discharged into a river, lake, reservoir and

so forth. Conduits are pipes of different cross-sectional shapes where the water

flows [17].

In the following we introduce an enhanced version of the model used in

our approach for achieving the proposed goal of balancing the conduits’ water170

level. This refined model is based on some other features which are inherent

to drainage networks. Firstly, in a typical urban scenario, the whole drainage

watershed can be broken down into several, not connected, networks in which

each network comprises only one outfall. In addition, each network is likely

to be modelled by a tree structure. Indeed, we can see a network as a main175

channel and a set of sub-networks which are connected, through junctions, to

different points of the main channel. Each of these sub-networks can be defined

recursively in the same way. Finally, it can be assumed that inlets are located
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in the “leaves” of the tree. A very simple drainage network is outlined in Figure

3(a).180

Cunduit
Junction

Inlet

Outlet

(a) A simple drainage network scheme

Sub-network

Sub-network

Sub-network

(b) Recursive definition of

drainage network

Figure 3: Drainage network structure

On the basis of the previous considerations we formally define a drainage net-

work as follows. Firstly, we define Most Simple Drainage Network (MSDN =

(c, l)) as a network only made up of one conduit c ending with inlet node l.

Then, we define a generic drainage network DN as either just an MSDN or a

couple (M,S) where M represents the main channel and S a set of DNs defined185

in the same way. A main channel M is an ordered set of conduits in which each

conduit is linked with the next one through a junction. The last conduit op-

tionally ends with an outlet node. Figure 3(b) shows graphically this recursive

definition. Figure 4(a) and 4(b) show respectively: a case of a realistic network

and the sub-networks, surrounded by dashed lines, as results from the above190

definition. We also define Degree of a DN as a function Degree(DN) defined

as:

9



Degree(DN) =

0, if DN is a MSDN

1 +maxs∈S(Degree(s)), with DN = (M,S)

The recursive definition of a drainage network permits us to extend an op-

timization strategy conceived for simple networks (such as the one shown in

Figure 3(a)) also for complex/general scenarios as will be better specified in the195

following. Basically, given the physical complex drainage network, we firstly

generate a set of simpler logical networks, afterwards, we execute the “simple

network” optimization strategy on each of these generated network and then we

obtain the optimal behaviour to be actuated in the original network. For this

purpose we firstly define, for a given network DN , the set nets(DN) as follows:200

nets(DN) =

∅, if DN is a MSDN

{DN} ∪
⋃

si∈S nets(si), if DN = (M,S)

Then, starting from nets(DN) = {dni} with dni = (Mi, Si), we generate

the set GN = {gni}, in which each gni = (M ′i , S
′
i) is given by the following

formulas:

M ′i =

Mi, if i = 0

Mi ∪ oi, elsewhere

S′i = {msdnk = (ck, lk) : ∀dnk ∈ Si}

The intuitive idea concerns replacing the set of sub-networks Si = dnk with

a new set S′i made up of only MSDNs. In particular, each dnk ∈ Si corresponds205

to an msdnk = (ck, lk) ∈ S′i. M ′i is Mi plus oi outlet node except for i = 0,

since the top level sub-network already hosts an outlet node. As a result, start-

ing from a complex network we generate a set of networks with 1 degree. Our

approach relies on the assumption that the optimization algorithm, tailored for

one degree networks, when executed simultaneously on all the generated net-210

works permits us to find the global optimal behaviour for the original network.

10



(a) Network

MSDN

dn1

dn2

dn3
dn4

dn5

dn6

dn0

(b) Sub-network

gn0

gn1

gn6

gn3

gn2

gn5 gn4

l1 l2

l3

l4

l5

l6

O1

O2

O6 O3

O4
O5

(c) Networks generated

Figure 4: Sub-networks in a realistic case
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In other words, balancing the water level in all the generated networks results

in a local flooding reduction but also concurs to the balance of the water level

in the original network. This assumption holds only if the separated executions

are kept consistently linked. Basically, it must be ensured that during the ad-215

vancement of the execution the incoming flow of the generated inlet nodes lk

is set to be equal to the outcoming flow of the corresponding outlet nodes oi=k

(i.e., the outlet nodes of the networks gnk).

For instance, let’s consider the network of Figure 4(a) and its set of generated

networks gn1..6, shown in Figure 4(c), where the balancing algorithm runs. The220

i1..6 water levels, which correspond to the o1..6 water levels, are involved in

both gn0 balancing operation and gn1..6 balancing operations at the same time.

As a consequence, the balancing operations of all the generated networks, even

if executed separately, results in a global balancing.

Practically, the drainage network control is achieved step-by-step. At each225

step the optimization algorithm runs upon each generated network separately

thus producing actuation strategies tailored to the local hydraulic conditions.

The resulting local actuations immediately change the status of the generated

network in order to set up the local optimal hydraulic conditions, but also affect

the neighbour generated networks, and gradually the whole network, because of230

the water flowing. Summarizing, the generated networks are kept linked with

each other due to two different reasons. The first, described before, is essentially

“logical” as the local optimization considers some parts of the network which

are kept linked to parts of other generated networks. The second reason is

related to the “physics” of the water network, i.e., the local hydraulic conditions235

smoothly affect the rest of the network by water flowing. As a consequence,

the balance of each generated network contributes, over time, to an emergent

behaviour which is the balance on the whole network. Dividing the network

and balancing at generated network level, rather than balancing directly at

whole network level, permits the local unbalances which cause flooding to be240

smoothed rapidly. Indeed, when a conduit is overcharged the exploitation of the

residual capacity of a neighbour conduit is more convenient because the closer
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are the places the faster is the “transfer” of the water between these places.

Anyway, the emergent global balance is also significant because it ensures that,

since all the generated networks are kept equally loaded, each one is equally245

capable of storing additional water coming from an unexpected rainfall event.

If, contrariwise, the generated networks are not kept balanced, the same rainfall

event would cause flooding in the most loaded networks, while leaving the others

partially unloaded.

2.4. The distributed control algorithm250

The optimal behaviour we want to actuate on the drainage network consists

in balancing the water level throughout the conduits of the network. In the

following we firstly describe how to place the gates inside the network, after-

wards, we details the multi-agent algorithm which is executed on each generated

network.255

The gates are located at the points of the network where sub-networks are

connected to the main channel. Figure 5(a) shows the logical places for inserting

the gates, while Figure 5(b) shows the gates insertion in a case of a realistic

network.

As said before, each computational node has a partial view of the network as260

it reads only from sensors located in its spatial neighbourhood, i.e. the sensors

it can physically reach. In the same way, it can actuate only on its neighbour

gates. On the basis of the previous considerations our proposal lies in using

a distributed agent-based architecture [18]. The agent paradigm has several

important characteristics:265

Autonomy. Each agent is self-aware and has a self-behaviour. It perceives the

environment, interacts with others and plans its execution autonomously.

Local views. No agent has a full global view of the whole environment but it

behaves solely on the basis of local information.

Decentralization. There is no “master” agent controlling the others, but the270

system is made up of interacting “peer” agents.
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Sub-network

Sub-network

Sub-network

 Gate

(a) Logical (b) Realistic case

Figure 5: Gates positions

Through these basic features, multi-agent systems make it possible to obtain

complex emergent behaviours based on the interactions among agents that have

a simple behaviour. Examples of emergent behaviour could refer to the prop-

erties of adaptivity, fault tolerance, self-reconfiguration, etcetera. In general,275

we could talk about swarm-intelligence [19] when an “intelligent” behaviour

emerges from interactions among simple entities.

In the case of drainage networks, the property of fault tolerance is partic-

ularly useful since the system needs to continue to operate properly even if

unexpected conditions occur, such as obstructions and blockages, which may280

reduce the hydraulic capacity of the system.

Our proposal considers one agent per gate. Each gate-agent runs on one

of the computational nodes covering the specific gate, it can perceive the local

water level and communicate with the neighbouring gate-agents in order to

elaborate a proper actuation strategy for its gate. Another agent, called outfall285
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agent, is logically associated with the outlet node, it behaves the same as other

agents except for the actuation part, indeed, it is not associated with any gate.

Figure 6 gives an intuitive idea of the agents’ role in the generated networks.

For each generated network, the algorithm consists in real-time balancing the

water level perceived by the agents. Given that the conduits have different sizes,290

the water level is normalized with respect to the height of the conduit.

A
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A

A
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A

A

A

A

A

A

A

A
A

A
A

A A

A

A
A

A

A
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Figure 6: Agents in generated networks

This water balancing is achieved by means of agents continuously executing

two tasks:

Task 1. figuring out collectively the average of the water level in the generated

network.295

Task 2. each agent triggers its specific gate in order to bring the water level

closer to that average.

Given that an agent has no global knowledge of the network, i.e. it does

not know the water level in each point of the network, Task 1 is accomplished
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by exploiting a gossip-based algorithm summarized in Section 2.4.1. This kind300

of algorithm also supplies the previously mentioned fault-tolerance property.

Anyway, even if we knew the optimal water level to set, we would not know

how to tune the gate so as to achieve it. Indeed, the relationship between the

actuation upon the gate (i.e. its opening degree) and the actual change of water

level is determined by the structure of the whole network and the dynamics305

of the water flowing through the system, so it is very hard or even impossible

to deduce a tractable mathematical model for it. For this reason Task 2 is

accomplished exploiting a PID controller as explained in Section 2.4.2.

2.4.1. Task 1: Gossip-based aggregation

In a Gossip-Based Algorithm [20] there are many nodes interconnected through310

a network. Each node possesses some numerical values and can exchange in-

formation only with a limited set of peer nodes (i.e. its neighbourhood). The

goal of this kind of algorithm concerns estimating global aggregate values such

as average, variance, maximum and so forth, despite only local communication

being possible.315

Basically, in the case of average aggregated value, each agent maintains

its current measured value and its local average (initially set to the measured

value). The algorithm consists in continuously exchanging local averages among

neighbour nodes. Each time a node receives the average of a neighbour node,

it updates its local average (just applying average operator). Values exchanges320

and local computations are done continuously for enough steps so as to ensure

that each local average, computed at every node, converges to the actual global

average (the algorithm convergence is proved in [20]).

In our approach, we run the gossip-based algorithm for computing the av-

erage of the degree level as measured by all the agents of a generated network.325

When the algorithm converges, the estimated average value is exploited by each

gate-agent for tuning its gate so as to bring water levels closer to that average

(Task 2 ). Afterwards, a new iteration begins, consisting in: measuring the new

values of the water level, running the gossip-based algorithm until the conver-
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gence is reached again, using the computed value for the actuation part, and so330

on and so forth. Running this process continuously ensures the fault-tolerance

property mentioned before because even if an unforeseen event dramatically

changes some structural properties (as in the case of: obstructions, blockages,

damages etc.) the algorithm is able to pass smoothly from the previous com-

puted optimal value to the new one.335

It is important to underline here that the convergence time of the gossip al-

gorithm in a realistic scenario can be considered acceptable compared with the

dynamic of the water levels. Indeed, as reported in [20], the difference between

the maximum and minimum agent values decreases exponentially and this dif-

ference is reduced by several orders of magnitude after just a few cycles. For340

example, a normalized maximum-minimum difference equals to 102 is achieved

after only 5-10 steps. As described before, each step consists of two operations:

(i) the neighbour nodes exchange messages among themselves, and (ii) each

node computes the new average value. The second operation is negligible from

a computation time point of view. The first operation involves some network345

communications between computational nodes which, in the worst case, are no

more than some kilometres distant from each other (recall that the gossip algo-

rithm runs upon the generated networks). We can consider 100-500 milliseconds

as an overestimated upper bound for the time needed for this kind of operation.

As a consequence, 5 seconds can be considered an overestimated upper bound350

for the convergence of the gossip-based algorithm. In the experiments we found

that for each conduit, the water level varies at most by 1− 2% for a 5 seconds

time interval. For this reason, the convergence process, with respect the water

level dynamics, can be considered fast enough not to introduce significant errors.

Obviously, there are other approaches to find the average of a given number355

of peer nodes. The gossip-based algorithm was chosen because it exhibits some

useful properties. First of all, it is tolerant to communication failure and other

kinds of unforeseen events as better explained in Section 2.4.3. In addition,

differently from other approaches, there is not “master” node which knows the

global average but each node stores the average value collectively computed so360
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far. This kind of “distributed knowledge” is very important in the considered

scenario because each gate must be controlled separately and continuously with-

out being affected by communication failure or the need to synchronize with a

master node.

2.4.2. Task 2: tuning gates through PID controllers365

Once an agent knows the global water level through the previously described

“gossip-based aggregation”, there remains the problem of appropriately tuning

its gate so as to reach that “desired” level.

This issue is addressed using the well-known controlling technique called

Proportional Integral and Derivative (PID) control [21] which, indeed, can be370

used when you do not know an exact mathematical model of the system you

want to control.

A PID controller is a control loop feedback mechanism where an error value

is computed as the difference between a measured output of a process and the

desired value (setpoint) (see Figure 7). The controller tries to minimize this375

error, appropriately tuning the actuator device.

P

I

D

Process

Figure 7: PID controller

The setting of the actuator device is determined by three effects, suitably

tuned by three parameters: the proportional one (P), the integral one (I) and

the derivative one (D). P is determined by present error, i.e. the absolute error

computed at the current evaluation. D measures the foreseen error, i.e. the380

expected error in the next step, computed deriving the error signal, while I

represents the integral effect, a measures of the historical behaviour of the error

signal. The following equation defines a general time-continuous PID controller.
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u(t) = Kpe(t) +Ki

∫ t

0

e(τ)dτ +Kd
d

dt
e(t)

Where e(t) = setpoint(t)− output(t); u(t) is the controller output at time t, i.e.

the actuation signal; Kp, Ki, Kd are three constants which refer respectively385

to the proportional, integral and derivative effects. These parameters are tuned

adopting the well-known ZieglerNichols method [22].

In the case of this study, each gate of the drainage network is controlled by

a PID implemented by the gate-agent. u(t) represents the degree of opening of

a gate, output(t) is the actual water level of its related conduit and setpoint(t)390

is the “desired” water level, i.e., the average computed by Task 1.

2.4.3. Adaptivity to common failures

In Section 2.4.1 we claimed our approach ensures adaptivity to unforeseen

critical events and failures because it is based on the gossip-based algorithm.

In this section we clarify how the system reacts when such common failure395

conditions occur, i.e., gate failure, conduit blockage, node disconnection and

node shut down.

Gate failure. In the case of gate failure the mobile plate is blocked and so

the gate-agent is unable to change its opening degree. In such a case,

the gate-agent keeps working and collaborating with its neighbour nodes400

playing the gossip-based algorithm. In other words, the water level of this

gate-agent keeps contributing to the evaluation of the local average. As a

consequence, even though it is unable to change the water level directly,

this water level tends anyway to the local average since the neighbour

gate-agents change their water levels in order to reach the local average.405

Conduit blockage. In this case a portion of the network can experience a

sudden water level increase which can cause the flooding phenomenon.

Anyway, as in the previous case, the gates located in the neighbourhood

are triggered to change their behaviour so as to counterbalance this in-

crease. In fact, the latter mechanism cannot work properly if the increase410
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of water level is not correctly perceived. Indeed, as can be seen in Figure

8, an obstruction causes a part of a conduit to be overloaded while the

other is underloaded. For this reason, it is important where the water

level sensor is placed because if it is placed in the “underloaded” part the

gate-agent would perceive a decreased water level instead of an increased415

one. In our approach, this issues is addressed by deploying more than one

sensor per conduit and taking the maximum sensed value as the water

level value for the conduit.

Node disconnection. When a node is disconnected from its neighbour nodes,

the agent is not able to evaluate the neighbourhood average and so it420

can not actuate properly upon the gate. When this case occurs, in our

approach, the gate is set to be fully open while the agent stops to actuate

on the gate at all. The resulting behaviour would be the same as if we

had one gate less with respect to the current configuration.

Node shut down. This is the worst case because neither can the gate be prop-425

erly controlled nor the water level communicated to the neighbours node.

As a consequence, there is no chance of attenuating a possible overloaded

scenario occurring in the specific conduit, but the neighbourhood would

react anyway preventing the propagation of the overloaded situation.

Figure 8: A blockage in a conduit

2.4.4. CSO Reduction430

The approach described so far focuses only on reducing the flooding phe-

nomenon. Anyway, the approach can be slightly enhanced so as to address the
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CSO problem as well. As described in the introductory section, CSO occurs

when the water flow on the outfall node exceeds the capacity of the treatment

plant. For this reason the CSO issue can be tackled by controlling the water flow435

on the outfall node. Basically, we introduce an additional gate placed at the out-

fall and the outfall-agent is extended as to control the flow of the new inserted

gate. Keeping the flow level under a certain desired value results unavoidably

in increasing the water level which can cause local flooding. Fortunately, the

algorithm described before is able to ensure a balanced water level throughout440

the whole network. In other words, when the water level on the outfall increases

due to the flow control, the rest of the gates are triggered to store more water

thus helping the outfall to decrease properly its local water level.

The latter consideration suggests that increasing the number of gates can re-

sults in further improving the CSO reduction. The experimental section (Section445

3) will show that adding more gates can effectively improve the CSO reduction

for the selected rainfall events.

2.5. SWMM

In this work the drainage network is simulated using the software StormWa-

ter Management Model (SWMM) provided by EPA [14], which is an open-source450

computer model for simulation of hydrodynamic water and pollutant transport

in sewer systems. SWMM relies on a time stepped dynamic model, where the

dynamic simulation is performed by numerically solving flow routing equations

(dynamic wave) based on a fixed time step. The SWMM model also allows the

modelling of water quality constituents, dry-weather pollutant build-up over455

different land uses in the contributing catchment and pollutant washoff from

specific land uses during storm events. Figure 9 shows a snapshot of the soft-

ware in execution.

The input data and parameters required for the SWMM model simulation

of drainage flow hydrographs include physiographic characteristics of the catch-460

ment (e.g. the area and slope), physical characteristics of the sewer pipes (the
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Figure 9: Snapshot of the SWMM software

diameter, length, slope and material) and the hydrological/hydraulic parame-

ters such as the width of the subcatchments (i.e. the overland flow width).

The routing flow model used is the dynamic wave flow routing to predict

non-steady flows through a general network of open channels, closed conduits465

and weirs. In contrast to simpler routing methods, this procedure can model

such phenomena as backwater effects, flow reversals, pressurized flow, and en-

trance/exit energy losses [14]. The governing equations are the Saint Venant

equations that are numerically solved using the modified Euler method (equiv-

alent to a 2nd order Runge-Kutta method)470

2.5.1. SWMM Customization

Although SWMM permits some trivial real-time control of the parameters

of the network (by defining some simple rules), for the purposes of the work,

SWMM has been customized for permitting it to communicate in real time with

a separate Java controller which implements the algorithm described in Section475

2.3.

Figure 10 shows the architecture of the integration. SWMM has been en-

hanced by adding the TCP connector which is in charge of sending and receiving

information to/from the external module during the advancement of a simula-

tion.480

More in detail, the connector enables the external module to select where
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Figure 10: SWMM customization

the sensors are placed inside the network, i.e. it permits the physical variables

which the external module is interested in to be chosen. Basically, at each

step of SWMM simulation the values of the selected variables are collected and

sent toward the external module which, in turn, replies to SWMM with all the485

actuation, i.e. the opening degree of the gates, as computed by the multi-agent

algorithm.

3. Results and discussion

3.1. The case study: the sewer system of the city of Cosenza

In this study, the proposed approach is applied to an urban catchment in490

Cosenza, Italy, shown in Figure 11, which is densely populated (approximately

50,000 residents). The total surface of the catchment is 414 hectares, out of

which 202 hectares are pervious, covered by vegetation, while the rest consists

of paved areas. Buildings for residential housing and minor commercial and ar-

tisan enterprises are present on the catchment. Further details on the physical495

characteristics of the basin and the drainage system are reported in other pub-

lications [1]. Sewage and wet weather flows from the urban watershed, which

do not exceed treatment capacity, are directly sent to the wastewater treatment

plant (WWTP). The exceedance of wet weather flows is directly discharged,

without receiving any treatment, into the Crati River. The dry weather flow of500
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(a) Urban watershed in the city of

Cosenza

(b) SWMM model of Urban drainage net-

work in the city of Cosenza

Figure 11: Cosenza, Italy

the urban catchment is approximately 0.23 m3/s. The CSO occurs when the

flow rate from the outfall of the drainage system is higher than 0.7 m3/s as

reported in [23][3] where other information about the untreated CSO features

can be found.

The model used in this study was previously calibrated on the basis of several505

measurement campaigns [4]. Calibration parameters were: surface roughness

of the impervious (N-Imperv) and pervious (N-Perv) catchment surfaces, and

the depths of surface depressions on impervious (Dstore-Imperv) and pervious

(Dstore-Perv) areas. The urban drainage network modelled in SWMM, as shown

in Figure 11(b), consists of 324 conduits with different shapes and sizes, i.e., (i)510

circular and egg-shaped pipes with diameters varying from 0.3 to 1.5 m and (ii)

policentric pipes with a maximum depth of 3.20 m. The slope of the pipes varies

from 0.5% to 6%. The connection points between urban watershed surfaces

(roads and street paving) and conduits are represented by catch basins which

collect and deliver surface runoff into the sewer system. There are in total 326515

nodes which represent the catch basins. The total number of subcatchments is

296.

The moveable gate is modelled as a transverse weir with the opening area

equal to the conduit section area.
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3.2. Experimental setup520

In this study, different scenarios have been analyzed to evaluate the perfor-

mance of the DRTC as a function of the number of the moveable gates, linked

to actuators, and placed across the system. The scenario without DRTC, which

corresponds to the actual UDS, is called scenario 0. The other scenarios are

controlled by the DRTC and differ according to the number of secondary pipes525

equipped with moveable gates. The number of moveable gates is 91 for scenario

1, 107 for scenario 2, 214 for scenario 3 and 322 for scenario 4. Scenario 1

corresponds to the gates’ placement described in Section 2.3. In scenarios 2-4

an increasing number of gates is exploited which should result in a further CSO

reduction as mentioned in Section 2.4.4. The response of the UDS for all these530

scenarios is modelled for 15 independent rainfall events recorded in the weather

station in Cosenza (Italy) during the years 2010-2015 with a time resolution

of 1 minute. The hydrological characteristics of the rainfall events selected are

reported in table 1. Rainfall events were considered independent if they are

separated by an inter-event time of 6 hours [24].535

3.3. Experimental results

In the following section, the findings obtained from the DRTC applied to

the case study are described and discussed. Firstly, results in terms of CSO

and Flooding reductions are presented for scenarios 1 and 4, using the set of 15

rainfall events; afterwards, the behaviour of the controlled network is analysed in540

details for 3 representative rainfall events taking into account all the scenarios

(0-4). Finally, consideration about the overall performance of the developed

approach are drawn in the light of the study’s goals. The CSO and the local

flooding volumes, as given by the SWMM simulator, are reported in table 1 for

the 15 rainfall events selected and for scenario 0 (without DRTC) used in this545

section as the reference scenario. The CSO volumes, computed as the sum of

overflow spilled into the river, are fairly significant, ranging from 3489 m3 to

66402 m3. The local flooding volumes, calculated as the sum of spilled volume

for each manhole of the UDS, range from 95 to 1007 m3. In table 2, the CSO
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Table 1: Hydrological and hydraulic characteristics of the selected rainfall events.

htot Iav Qmax Qav CSO Vol LF Vol
Event Date

(mm) (mm/h) (m3/s) (m3/s) (m3) (m3)

1 22-Jan-11 31 1.29 2.06 0.64 23530 348

2 08-Oct-11 48.6 2.022 6.3 1.07 66402 933

3 05-Dec-11 54 2.25 4.85 1.32 53351 1007

4 01-Dec-13 31.4 2.76522 4.74 0.713 26790 366

5 23-Nov-13 46.6 3.33912 5.58 1.081 50216 795

6 21-Jan-14 31.8 1.32 2.8 0.69 17092 362

7 01-Feb-14 14.5 1.74228 2.8 0.83 11591

8 01-Feb-14 16.2 1.01298 2.98 0.6 8167
345

9 24-Mar-14 38.6 1.60836 4.27 0.87 33309 563

10 30-Jan-15 42.8 1.78332 5.45 1 37039 680

11 31-Jan-15 4.6 1.53906 2.89 0.78 18478

12 31-Jan-15 35.38 2.24742 3.2 1.173 9442
565

13 01-Feb-15 20.8 1.29738 3.57 0.64 14692

14 01-Feb-15 8.32 1.01568 2.98 0.49 3489
281

15 22-Feb-15 18.91 0.78822 1.99 0.405 6080 95

htot Total rainfall depth
Iav Average rainfall intensity

Qmax Maximum flow rate
Qav Average flow rate

CSO Vol Combined sewer overflow volume
LF Vol Local flooding volume
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Table 2: CSO and flooding reduction for scenarios 1 and 4

CSO Flooding

1 4 1 4Event Date

(m3) % (m3) % (m3) % (m3) %

1 22-Jan-11 16742 28.9 10965 53 0 100 320 8.1

2 08-Oct-11 64614 2.7 58030 13 0 100 808 13.4

3 05-Dec-11 43600 18.3 34244 36 0 100 971 3.6

4 01-Dec-13 20968 21.7 15582 42 0 100 333 9.0

5 23-Nov-13 39950 20.4 31785 37 0 100 7 99.1

6 21-Jan-14 8167 52.2 2617 85 0 100 356 1.7

7 01-Feb-14 7865 32.1 4718 59

8 01-Feb-14 5776 29.3 3596 56
0 100 324 6.1

9 24-Mar-14 25442 23.6 19497 41 0 100 518 8.0

10 30-Jan-15 30311 18.2 23962 35 0 100 664 2.4

11 31-Jan-15 13060 29.3 9223 50

12 31-Jan-15 8086 14.4 6629 30
0 100 532 5.8

13 01-Feb-15 10423 29.1 6859 53

14 01-Feb-15 1269 63.6 338 90
0 100 265 5.7

15 22-Feb-15 1035 83.0 44 99 0 100 90 5.3

reduction is computed for each rainfall event as the relative percentage difference550

between the CSO volume in the scenarios with DRTC and the reference scenario.

In scenario 1, the CSO reduction varies from 2.7% to 83%, while in scenario 4

it varies from 13% to 99%, according to the rainfall events. The CSO drop is

consistently higher in the scenario 4, demonstrating the beneficial effect provided

by using a larger number of moveable gates.555

Regarding local flooding, the results are reported in Table 2, as well. The

local flooding reduction is computed as the relative percent difference between

the total flooding volumes from the scenarios with DRTC and the reference

scenario. The DRTC in scenario 1 utterly prevents the UDS from local flooding,

through the temporary stormwater detention provided in the less overloaded560
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Figure 12: CSO reduction vs. rainfall event average intensity.

conduits. However, in the scenario 4 the risk of flooding is solely mitigated,

with reductions, which vary from 2.4% to 13.4% for all the events, except for

the event 23 November 2013, where a drop of 100% is obtained. As detailed later

in this section, the reasons why scenario 4 offers a limited flooding reduction is

strongly related to the high number of gates adopted.565

To investigate the effect of rainfall characteristics on the DRTC performance,

the CSO reduction values for scenarios 1 and 4 are reported in Figure 12 as a

function of the average rainfall intensity. As can be observed, the CSO re-

duction diminishes, as the average rainfall intensity increases. Specifically, for

rainfall events with an average intensity less than 1.6 mm/h, the CSO reduction570

ranges from 100% to 40% for scenario 4 and from 85% to 25% for scenario 1.

For events with an average intensity higher than 1.6 mm/h, the CSO reduc-

tion is around 30% on average, for scenario 4 and 10% on average, for scenario

1. These percentages correspond to the maximum storage capacity available in

the different scenarios for detaining a portion of stormwater, in order to reduce575

CSOs, during rainy events. The trend observed is justified by the fact that very
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intense rainfall events such as, those on 11th October 2011 and 31st January

2015, with an average intensity of 2.2 and 2.24 mm/h, respectively, produce a

large amount of runoff volume, which tends to utilize, almost completely, the

whole capacity of the UDS. In such conditions, therefore, the likelihood of using580

the UDS as a temporary storage drastically decreases. Although the DRTC

performance is affected by the hydrological characteristics of the events, the rel-

ative performance, computed as the difference between scenario 1 and scenario

4, turns out to be independent of rainfall characteristics. Indeed, the difference

in the results between scenario 1 and scenario 4 are consistently around 20%585

and 30%, regardless of the average intensity.

In Figure 13, the time distribution of flow rate, discharged in the collector

pipe, modelled with SWMM, is plotted for the five different scenarios inves-

tigated and three selected events: 24th March 2014, 30th January 2015, 1st

February 20153. The hydrographs, obtained for the reference scenario, exhibit590

a peak flow rate of 4.27, 5.45 and 3.57 m3/s, respectively for the three events.

Instead, the hydrographs show lower peak flow rates as the number of moveable

gates increases. Indeed, the higher the number of moveable gates, the higher

the effect of flow equalization provided by the DRTC. This is because the pres-

ence of moveable gates controlled by the DRTC enhances two major factors: (i)595

the storage of stormwater volume in the less overloaded pipes, with the results

of abating the peak flow rates; (ii) the gradual release of the stored volumes

to the outfall, once the rain stops. For instance, in the hydrograph obtained

on 1st February 2015, reported in Figure 13(a), it is possible to observe that,

comparing scenario 0 and scenario 4, the peak flow rate is reduced by around600

40%. Furthermore, once the first event is over, the flow rate in scenario 0 rapidly

decreases, tending to the minimum value. The flow rate in scenario 4, instead,

diminishes more gradually, remaining fairly higher than the previous one. This

is because once the rainfall event stops, the UDS in scenario 4 releases the

3There are two independent rainfall events on 1st February 2015. The experimental results

are given considering both events
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Figure 13: Flow Rate vs. Time using Scenarios 0-4
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Figure 14: CSO and Flooding reduction vs. Scenario using the rainfall event of 24th March

2014.

volume previously stored during the rainfall event. The UDS empties almost605

completely (except for the sewage contribution) at time 1000 min, when the

second event begins. A similar behavior can be observed in Figures 13(b) and

13(c) for 24th March 2014 and 30th January 2015. Moreover, as described in

Section 3.1 occurs when flow rates are higher than 0.7 m3/s. As can be ob-

served from all the hydrographs reported in Figure 13, the DRTC tends, in fact,610

to maintain the flow rate in the collector pipe below this target value, with the

beneficial consequence of reducing CSO.

Figures 14,15,16 show the reduction of local flooding and CSO as a function

of the five scenarios for the events of 24th March 2014, 30th January 2015, 1st

February 2015, respectively. In these figures, local flooding and CSO reductions615

are 0 for scenario 0, as it is the reference scenario. In Figure 14, it can be

observed that for the event of 24th March 2014, scenario 1 reduces the CSO

by 23.6%, with respect to scenario 0. As the number of gates increases, the

reduction percentage rises, reaching a value of 41% for scenario 4. Regarding
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Figure 15: CSO and Flooding reduction vs. Scenario using the rainfall event of 30th January

2015.
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2015.
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local flooding, the reduction is 100% for all the controlled solutions, except for620

scenario 4. Similar results are obtained for the other two selected events (see

Figures 15 and 16). In particular, the flooding reduction trend is basically the

same as the previous case, while CSO reduction span from 18.2% (scenario 1)

to 35% (scenario 4) for the event of 30th January 2015, and from 35.7% to 60%

for the event of 1st February 2015.625

Scenario 4 is the best choice for CSO reduction but it performs quite badly

in terms of flooding reduction with respect to the other controlling scenarios.

This behaviour is related to the high number of gates deployed in the network

when scenario 4 is adopted. Indeed, this high number of gates is able to exploits

all the possible storage capacity of the network in order to prevent the CSO.630

The latter is witnessed by the reduction of CSO in the experiment. Anyway,

when the whole storage capacity is exploited, no additional water can be stored

temporarily, and so a growth in incoming water flows produces unavoidable

flooding phenomena. Conversely, in the other scenarios, there are portions of the

network which are not instrumented by any gates. As a result, when the outfall is635

on the verge of experiencing CSO, there are less gates (with respect to scenario 4)

that can act to store additional water volumes effectively in order to reduce the

outfall water level. The latter behaviour is witnessed by a lower CSO reduction

of scenarios 1-3 with respect to the scenario 4. Anyway, the partially unloaded

network portions, not controlled by any gate, can offer a temporary storage640

capacity to additional water entry thus mitigating the flooding phenomena.

Summing up, these findings suggest that scenarios 2 and 3 are the most

convenient solutions, since they offer the highest overall performance in terms

of reduction of local flooding and perform well also with respect to the CSO

reduction.645

3.4. Comparison with other approaches

It is difficult to compare the performance of both centralized and distributed

approaches among different case studies, since the results are site-specific and

strongly determined by the characteristics of the rainfall events. Moreover,
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the advantages provided by our fully distributed approach offer some inherent650

properties such as adaptivity and fault tolerance as better detailed in Section

2.4.3. Anyway, a coarse-grained comparison with some well-known approaches

in the literature is supplied in the following by considering the CSO volume

reduction. For this purpose, the results obtained by our approach have been

aggregated for the entire period of observation in which the distributed RTC655

for scenario 1 produces a CSO volume reduction of 29.5% and a local flooding

reduction of 85.7% on average, while for scenario 4 it generates a CSO volume

reduction of 50% and local flooding reduction of 14% on average.

In [25], the authors tested and designed a centralized real time control (RTC)

strategy for the combined sewage system in the city of Kolding. The drainage660

area in the city of Kolding (Denmark) covers approximately 1300 ha. The

same drainage system also manages the sewage water coming from an additional

drainage area of 2000 ha. The drainage network is equipped with 16 control

locations consisting in detention basins with capacities going up to 31 mm of

rain, 7 of which are controlled by a gate. The strategy is based on a set of665

simple rules which check the degree of filling in each storage basin. The overall

control strategy aims to have the same buffer volume in all the storage basins at

the same time. The experimental part was carried out considering a set of rain

events occurred in ten years (2000-2010) and shows a potential reduction up to

40% of the water volumes discharged into the Kolding River on an annual basis.670

This performance percentage is lower than the average value obtained with the

decentralized approach presented in this study, which provides a higher CSO

volume reduction of 50% for the scenario 4. It is worth noting that, differently

from the latter study, no detention basins are exploited in our approach. Since

structural changes of the existing network system are not required, our approach675

definitely provides a more convenient and feasible solution from an economic

point of view. Furthermore, while our experiments focus on the most critical

rain events occurred between 2011 and 2015, the approach described in [25]

considers all the events from the selected period, even those with a limited

intensity.680
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In [10] and [5] the authors describe a centralized RTC used in the Westerly

sewer network in Quebec which covers 500 km2 with a population of approxi-

mately 500,000 inhabitants. The sewer system is equipped with 5 electronically

movable gates. The RTC system is designed with a two-level architecture. The

upper level is composed of a central station, which computes flow set points,685

whereas the lower level is composed of local stations used for monitoring and

feedback control. The central software computes every 5 minutes the opti-

mal flow set points to be applied at the five control stations. The optimum

is achieved by solving a non-linear multi-objective optimization problem with

the goal of minimizing the overflows, maximizing the accumulated volumes and690

minimizing the variations of the setpoints. Experiments were carried out on

seven rainfall events occurred between August 2013 and October 2014 showing

a CSO reduction up to 87%. However, the rainfall events considered in this

study have a total rainfall depth, varying from 4.3 mm to 18.3mm, much lower

than that of the events considered in the present study, ranging from 8 to 54695

mm. The authors of [10] also describe the behaviour of the system when a

communication failure between local and central station occurs. In this case the

local station applies a “default” behaviour in order to keep the system working.

This kind of fault tolerance mechanism is, though, less efficient with respect to

that of our approach. Indeed, as better detailed in section 2.4.3, in the case700

of local failure, suitable hydraulic conditions are guaranteed by the influence of

the neighbour nodes.

In [12] a centralized RTC system is studied and simulated on the King

County combined sewer system, Seattle, Washington, USA covering 26000 ha.

The system is equipped with 11 pumps and 17 gates. The RTC system is based705

on a neural algorithm for minimizing CSO. Ten rainfall events have been used to

train the neural network and 1 rainfall event has been used to test the approach,

achieving a global CSO reduction of about 68%. Obviously, this single event

result can not be compared with our aggregated CSO reduction value. Indeed,

if we consider the results of the single events separately, we obtain better per-710

centage of CSO reduction for some events such as: the event 6 (85%), the event
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14 (90%) and the event 15 (99%).

As a final remark, it is important to underline that all of the reported ap-

proaches focus only on the CSO reduction while the proposed approach aims to

reduce both flooding and CSO.715

4. Conclusion

In this study, a decentralized real time control (DRTC), based on a multi-

agent paradigm and specifically a gossip-based algorithm, has been developed

and integrated with the hydrodynamic simulation model, SWMM. The DRTC

proposed has been applied to the urban drainage system (UDS) in the city720

of Cosenza, Italy. The UDS, modelled in SWMM, is equipped with a series of

moveable gates, functioning as actuators, and sensors, which monitor water level

in each conduit. The findings show that the DRTC algorithm proposed was able

to balance the hydraulic capacity of the conduits within the system by utilizing

the storage capacity of the less overwhelmed conduits during intense rainfall725

events. In other words, the DRTC algorithm was able to control the water level

within the UDS successfully, ensuring a full utilization of the actual storage

capacity of the system. The findings clearly demonstrated that the DRTC

produced beneficial effects on the management of the UDS by substantially

mitigating the risk of flooding and CSO.730

Future research will test the response of the DRTC not only to varying

hydrological inputs, but also to changing boundary conditions, for example,

sudden pipe breakage or increased clogging in the catch basins, to demonstrate

the high adaptability of the algorithm to different, even unforeseen, situations.

Furthermore, the actual costs of the physical implementation and the energy735

consumption required will be further investigated.
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