
PARALLEL COMPUTING IS EVERYWHERE 



Advances in Parallel Computing 

This book series publishes research and development results on all aspects of parallel computing. 

Topics may include one or more of the following: high speed (HPC) and high throughput 

computing (HTC) architectures, including grids, clouds, clusters, Service Oriented Architectures, 

etc., network technology, performance measurement, system software, middleware, algorithm 

design, development tools, software engineering, services and applications from all scientific and 

engineering fields, including data science and analytics. 

Series Editor: 

Professor Dr. Gerhard R. Joubert 

Volume 32 

Recently published in this series 

Vol. 31. D.J. Hemanth and V.V. Estrela (Eds.), Deep Learning for Image Processing 

Applications 

Vol. 30. G. Fox, V. Getov, L. Grandinetti, G. Joubert and T. Sterling (Eds.), New Frontiers in 

High Performance Computing and Big Data 

Vol. 29. M. Mittal, D. Jude Hemanth, V.E. Balas and R. Kumar (Eds.), Data Intensive 

Computing Application for Big Data 

Vol. 28. C. Trinitis and J. Weidendorfer (Eds.), Co-Scheduling of HPC Applications 

Vol. 27. G.R. Joubert, H. Leather, M. Parsons, F. Peters and M. Sawyer (Eds.), Parallel 

Computing: On the Road to Exascale 

Vol. 26. L. Grandinetti, G. Joubert, M. Kunze and V. Pascucci (Eds.), Big Data and High 

Performance Computing 

Vol. 25. M. Bader, A. Bode, H.-J. Bungartz, M. Gerndt, G.R. Joubert and F. Peters (Eds.), 

Parallel Computing: Accelerating Computational Science and Engineering (CSE) 

Vol. 24. E.H. D’Hollander, J.J. Dongarra, I.T. Foster, L. Grandinetti and G.R. Joubert (Eds.), 

Transition of HPC Towards Exascale Computing 

Vol. 23. C. Catlett, W. Gentzsch, L. Grandinetti, G. Joubert and J.L. Vazquez-Poletti (Eds.), 

Cloud Computing and Big Data 

Vol. 22. K. De Bosschere, E.H. D’Hollander, G.R. Joubert, D. Padua and F. Peters (Eds.), 

Applications, Tools and Techniques on the Road to Exascale Computing 

Vol. 21. J. Kowalik and T. Puźniakowski, Using OpenCL – Programming Massively Parallel 

Computers 

Vol. 20. I. Foster, W. Gentzsch, L. Grandinetti and G.R. Joubert (Eds.), High Performance 

Computing: From Grids and Clouds to Exascale 

Volumes 1–14 published by Elsevier Science. 

ISSN 0927-5452 (print) 

ISSN 1879-808X (online) 



Parallel Computing is Everywhere  

Edited by 

Sanzio Bassini 

CINECA, Italy 

Marco Danelutto 

University of Pisa, Italy 

Patrizio Dazzi 

CNR-ISTI at Pisa, Italy 

Gerhard R. Joubert 

Technical University of Clausthal, Germany 

and 

Frans Peters 

ParCo Conferences, Netherlands 

 

Amsterdam • Berlin • Washington, DC 



 

 

© 2018 The authors and IOS Press. 

All rights reserved. No part of this book may be reproduced, stored in a retrieval system, 

or transmitted, in any form or by any means, without prior written permission from the publisher. 

ISBN 978-1-61499-842-6 (print) 

ISBN 978-1-61499-843-3 (online) 

Library of Congress Control Number: 2018934823 

Publisher 

IOS Press BV 

Nieuwe Hemweg 6B 

1013 BG Amsterdam 

Netherlands 

fax: +31 20 687 0019 

e-mail: order@iospress.nl 

For book sales in the USA and Canada: 

IOS Press, Inc. 

6751 Tepper Drive 

Clifton, VA 20124 

USA 

Tel.: +1 703 830 6300 

Fax: +1 703 830 2300 

sales@iospress.com 

LEGAL NOTICE 

The publisher is not responsible for the use which might be made of the following information. 

PRINTED IN THE NETHERLANDS 



Preface

The most powerful computers available and planned for the near future harness the com-
bined compute power of millions of processors. In order to utilise the potential of such
large scale parallel systems, major efforts in algorithm design and software development
are required. With each new generation of parallel computers, combining ever more pro-
cessors in one system, the development of software that can efficiently and effectively
exploit the full potential of such massive systems becomes more difficult. Alternate ar-
chitectures and compute paradigms are thus increasingly being investigated in attempts
to alleviate these difficulties.

The pervasive presence of heterogeneous and parallel devices in consumer products
such as mobile phones, tablets, personal computers and servers, also demands efficient
programming environments and applications targeting small scale parallel systems in
contrast to large scale supercomputers.

In response to such demands the Parallel Computing (ParCo2017) conference held at
Bologna, Italy in September 2017 also included discussions on alternative approaches to
achieve High Performance Computing (HPC) capabilities that could potentially surpass
Exa- and Zetascale performances. Talks on the application of Quantum Computers and
FPGA processors to solve particular compute intensive problems exemplified future pos-
sibilities. These developments are mainly aimed at making available more capable sys-
tems for solving compute intensive scientific/engineering problems, such as, for exam-
ple, climate models, security applications as well as classic NP-problems that currently
cannot be managed even with the most powerful supercomputers available.

The fast expanding and wide spread use of parallel computers to solve problems
emerging from new application fields is as important for future developments as the ex-
pansion of systems to achieve higher processing speeds. New application areas such as
Robotics, AI and Learning Systems, Data Science, Internet of Things (IoT), In-Car Sys-
tems, Autonomous Vehicles, were discussed. Such applications often do not require ex-
treme processing speeds, but rather a high degree of heterogeneous parallelism. These
pose particular challenges for the Software Engineering aspects of parallel software, in
particular efficiency, reliability, quality assurance and maintainability. Often, these very
same systems also pose extreme challenges in terms of power/performance trade-offs,
mainly related to limited amounts of power available from batteries and/or to the prob-
lems related to heat dissipation.

A further aspect is that, for example, Data Science, IoT and large scale Scien-
tific/Engineering applications, are highly dependent on high speed and broad band com-
munication to transfer huge quantities of data. High throughput systems combined with
high performance capabilities are thus increasingly required in practical situations.

As was the case with all previous events in the parallel Computing series of confer-
ences, ParCo2017 attracted a large collection of notable contributions that depict present
and future developments in the parallel computing field. During this event the vari-
ous trends and research areas mentioned above were discussed, either in keynotes, con-
tributed papers or specialised symposia.
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This volume, however, represents a selection of papers presented at the conference.
Not all contributors could submit their contributions in time and some contributions
could not be accepted. The end result is that in these proceedings some papers covering
areas mentioned above are not included.

The organisers wish to thank all organisations and individuals who contributed to
the success of this event. A particular word of thanks is due to Paola Alberigo, Silvia
Monfardini and Claudia Truini for their indispensable role in organising the conference.

Sanzio Bassini
Marco Danelutto

Patrizio Dazzi
Gerhard Joubert

Frans Peters

16 November 2017
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