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ABSTRACT
Vocal assistants are becoming widely used, but their potentialities
have not yet been completely exploited. For instance, while assis-
tants such as Alexa are increasingly boasting compatibility with
a large set of third-party services, the possibility for end-users to
personalize the joint behaviour of such connected services (includ-
ing the voice-based ones) in a flexible manner seem not sufficiently
explored yet. In this paper, we present how the voice-based support
offered by Alexa has been integrated with a rule-based person-
alization platform to support the creation of trigger-action rules
enhanced with voice-based support. This integration opens up the
possibility for users without programming knowledge to specify
and include in their rules voice-based triggers and voice-based ac-
tions, which can be composed with events and commands that can
involve a variety of sensors and connected objects. To this aim, a
novel solution has been developed, which also aims at overcoming
some limitations that have been found in currently available vocal
assistants, e.g., the issue of unsupported languages, thus lowering
the barriers for their ultimate adoption and everyday use. Indeed,
the integrated platform offers the possibility to play the vocal noti-
fications/reminders contained in relevant personalization rules in
any language, including those not currently supported by Alexa.

CCS CONCEPTS
• Human-centered computing → Sound-based input / out-
put.
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1 INTRODUCTION
Voice-based personal assistants such as Amazon’s Alexa, Google
Assistant or Apple’s Siri, have become highly popular nowadays [9],
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and it is predicted that their adoption will continue to increase in
the near future [11]. Generally, they are embedded in smartphones
or smart speakers and are used for a plethora of tasks as they
provide people with a natural connection to their online searches,
music, IoT smart objects, alarms and wakes [2]. One aspect that
makes voice assistants particularly interesting is the possibility of
combining them with various external services, called ’Skills’ in
Alexa, or ’Actions’ in Google Assistant, which are programmatic
extensions that provide additional functionality toward a variety of
actions, ranging from providing information about weather, sending
routine reminders and notifications, to controlling appliances and
smart objects. As such, they can be helpful to more easily support
everyday life, also for people who live with a disability, illness, or
ageing [10], in that they can help users in better managing their
day-life routines (e.g. pill management) [5, 6].

One of the reasons for such potential is the effectiveness of the
vocal modality compared to other kinds of interaction, which has
been emphasized in various contexts in previous work. For instance,
a systematic review by Robotham et al. to assess the impact of
text-based electronic notifications on improving clinic attendance,
highlights that voice notifications appeared more effective than
textual ones [12]. However, in order to be effective for the diverse
population and settings they aim to address, vocal notifications
need to be tailored to the user situation and current needs, and they
need to be suitably conveyed, at the most proper time and using
the most suitable media.

More in general, with different users accessing various services,
technologies and applications in diverse scenarios, there is a need
for users to be able to directly shape and tailor their applications
according to their current needs. End-user development [7] aims
to provide users with usable means for personalising their applica-
tions, and End-user development (EUD) trigger-action-based envi-
ronments [3, 8] have been identified as particularly promising for
their intuitiveness [15]. In these approaches, each rule is composed
of trigger/s and action/s. A ’trigger’ could be an event connected
to a state change of a connected object or a condition lasting some
time (such as a specific interval of time, or a particular user state).
While, actions represent the effects that should be activated when
a trigger is verified, and they can range from notifications, alarms,
to controlling the state of devices and appliances.

Thus, as vocal assistants are becoming widely present in our
homes, the opportunities offered by the integration of vocal per-
sonal assistants (such as Alexa) with a platform providing pro-
grammable and personalised support seemed worth investigating.
This integration can offer possibilities such as voice-based triggers
(e.g. based on users’ vocal utterances, e.g. providing information on
their emotional status), voice-based actions (e.g. vocal reminders), or
controlling home appliances. However, when analysing more in de-
tail the opportunities of integrating such vocal assistant with such a
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programmable rule-based platform, several issues have arisen, ham-
pering the possibility of offering some voice-based enhancements
within personalised support. Because vocal assistants, despite their
broad adoption, are not free from limitations. One drawback is
represented by the set of supported languages, which is limited to
a narrow number of spoken languages recognised, thus excluding
specific portions of the world population. Indeed, according to [14],
Alexa is currently available in 7 languages and Google assistant
in 13 languages. In order to cope with such limitation, Amazon
introduced a new language-learning skill called Cleo [1] to teach
Alexa new languages. However, it takes a long time to train Alexa
in this way to be able to learn a foreign language; in addition, this
skill is available for just Echo (Amazon smart speaker) owners who
speak English and are also fluent in a second language. Another
limitation is that not all smart devices are compatible with these
vocal assistants. For example, Alexa mainly supports scenes with
lighting, switch, and thermostat devices.

In this paper, we present how the possibilities offered by Amazon
Alexa vocal assistant can be integrated with a rule-based personal-
isation platform to create rules able to execute actions (e.g. send-
ing alarms/reminders, controlling appliances and devices) without
requiring knowledge of the implementation languages used for
programming Alexa or the connected devices and objects. This
has been done by developing a novel solution to overcome some
limitations found in current vocal assistants and to lower the bar-
riers to their adoption and everyday use. The integrated platform
also offers the possibility to play the notifications/reminders in any
language, including those not currently supported by Alexa.

We focus on one of the most popular vocal assistant, Amazon
Alexa. In the paper, after introducing a scenario (Section 2) showing
the possibilities of the integrated personalisation platform, and the
context in which the work has been developed (Section 3), we
present the architecture of the integrated platform in Section 4, and
provide a description of the implementation in Section 5. Finally,
some concluding remarks and suggestions for future work are
presented in Section 6.

2 SCENARIO
Mihai is a Romanian geriatrician who lives in Austria. He has a
personalized system in his house that allows setting-up various
automation used by him and his family. For instance, he has set
up a rule to activate a relaxing scene exploiting a luminaire in the
living room when it is about the time to go to bed, and, a rule to
remember him about his son’s football matches schedule at school
(because it is important for him to support his son at the play-field).
Furthermore, he has an Echo Dot Alexa smart speaker, which has
been integrated into the personalization system in order to open
up many novel opportunities. For example, the system provides
him with the possibility to reveal his emotional status (e.g. "I’m
bored"), to activate actions such as inviting him to start an activity
(e.g. "let’s play your favourite game!"), or automatically carrying
out some actions (e.g. turn on a specific light colour) to improve
their mood.

Mihai has a father, Adrian, who is a 75-year-old Romanian man
who lives alone in a flat in a big city in Romania. He suffers from
diabetes, which he has to manage it by following a proper diet,

regular physical exercises, monitoring the blood sugar level, as well
as taking some pills. Besides, he suffers from some mild episodes of
memory losses and temporal disorientation which occurred espe-
cially after he retired, when his daily routine started to be somewhat
disrupted. Despite this, Adrian is quite autonomous and active in
his daily activities, although occasionally he feels a bit bored and
isolated.

Mihai thinks that this system could be very useful for Adrian also
to better organize his daily routine, and he can easily create some
personalized automation rules for him since he knows well the
father’s activities and problems. Thus, he started to investigate the
possibility to use the personalization platform to remotely support
his father. However, at some point, he found out that Alexa does not
support the Romanian language, and he was very disappointed for
this since he thought that vocal communication can be immediate
and effective to communicate messages to the father when some
relevant event occurs (e.g. he forgets to do something or he should
be notified that there is some potentially dangerous situation).

Then, after a while, he finds out that a new version of the per-
sonalization platform was able to support vocal messages even
for languages not supported by Alexa! This was great news be-
cause in this way he can provide his father with relevant notifica-
tion/reminders in the Romanian language, also because his father
is starting to experience some vision loss due to diabetes. Thus,
he decided to deploy the personalization platform in his father’s
home and started to create various personalization rules for him
by programming personalized reminders rendered through Alexa
using a combination of different events and conditions.

In this way, the system can, e.g. remindAdrian about themedicine
that he must take at appropriate time and conditions, but also better
support him in managing diet and physical activities according to
other relevant contextual factors (e.g. Adrian’s levels of blood sugar,
but also outside weather conditions, by inviting Adrian to have a
walk outside in a sunny day) and by providing suitable messages
in the Romanian language. Moreover, this system allows him to
add a personalized message within the notification messages (e.g.
it would be possible to add a description of the medicine box to
take, to be able to more easily identify them, as well as to specify
the dosage), and have them rendered vocally.

When Adrian tried the system was so happy to have a tool that
allows him to better manage his life, and started to use it, and
was even able to specify additional automation rules for obtaining
other useful support in his daily life (e.g. reminders for medical
appointments, for differentiated collection of waste, etc.).

3 CONTEXT
This work has been carried out in the context of the PETAL1 (PEr-
sonalizable assisTive Ambient monitoring and Lighting) project,
which aims to increase elderly autonomy and assist them in carrying
out activities of daily living. As a part of this project, we developed
the TAREME platform (Trigger-Action Rule Editing, Monitoring,
Executing) [8] to enable people without programming knowledge
(e.g., primarily caregivers, but even elderly people having some
familiarity with technology), to control the objects and devices
in home settings. The platform can be applied to any application

1http://www.aal-petal.eu/
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domain exploiting the Internet of Things (IoT) technologies such
as smart retail, industry 4.0 and museums. The platform includes
a visual Tailoring Environment that supports specifying person-
alisation rules according to the trigger-action format, which has
shown to be particularly suitable in IoT applications. The Tailoring
Environment [4] helps to overcome issues of environments with
similar goals, e.g., IFTTT, by clearly distinguishing events and con-
ditions, and also supporting the combinations of multiple triggers
and actions in the same rule (e.g. triggers can be combined through
various Boolean operators like AND, OR, NOT).

Overall, the main platform components are the Tailoring Envi-
ronment, the Rule Manager and the Context Manager. As mentioned
before, the Tailoring Environment is a visual tool that allows end-
users to define the triggers and the actions to include in rules. The
tool is configurable, as it offers triggers and actions that depend
on the sensors, objects and devices currently available in a consid-
ered context. Triggers and actions have been categorised into two
distinct hierarchies, which are visually rendered in the Tailoring
Environment. The triggers’ hierarchy is refined into three main
contextual dimensions: users, environments, technology. The ac-
tions are grouped in terms of reminders, alarms, and functionalities
associated with the available appliances. In case of reminders and
alarms, it is possible to indicate a text, a notification mode (SMS, e-
mail, push notification or vocal messages), a repetition (how many
times the message should be repeated), and the target (e.g. an e-
mail address or a mobile phone number). To specify rules, users
navigate the hierarchy of triggers and the hierarchy of actions, by
interactively selecting the concepts that are suitable for specifying
the intended personalization rule.

Users can save rules in a private or a shared repository: depend-
ing on their evolving needs, they can select the rules they want
to ’activate’ for their possible execution, among those saved in
the tool. When the user activates a rule for its execution, the Tai-
loring Environment sends it to the Rule Manager, which in turn
asks the Context Manager to be notified when the corresponding
triggers are verified. The Context Manager is composed of a server
and multiple Context Delegates that communicate with the associ-
ated sensors/objects to be informed when the state of such objects
change: when this happens, they inform the Context Server, which
updates a database accordingly. As soon as a rule is triggered, the
Rule Manager sends (through an MQTT broker) the actions in-
cluded in the rule to the relevant applications, i.e. those subscribed
to the broker (under a specific topic) and therefore can interpret
and apply such actions.

Such platform was applied in the first round of six trials carried
out in three different countries (Italy, Romania, Austria) by using
a set of sensors, smart objects and devices. Example of sensors
considered were motion, temperature, humidity, gas, proximity
sensors. Smartwatches have been used to support indoor local-
ization, exploiting Bluetooth communication for identifying the
location (through proximity beacons), and WiFi communication to
communicate it to the platform.

Various types of lamps have been supported to help older adults
to better orient themselves temporally and spatially, and for pro-
viding activating and relaxing scenes. When we had to design
the installation for the second round of trials, one of the new el-
ements that were deemed interesting was the introduction of a

vocal assistant for providing further support to the older adults.
The motivation was based on the fact that vocal assistants (with
their associated speech recognition and synthesiser services), can
be potentially useful in providing support to the older adults, and
they seem a sufficiently mature technology to be introduced in
household trials. Thus, it was decided to start with integrating
Amazon Alexa in the platform.

Such integration has given the possibility to extend the set of
available triggers and actions. For the triggers, in the user-related
contextual dimension, we added the features allowing users to
vocally provide their current emotional state (i.e., happy, angry,
fun, bored, serene, worried, enthusiast, sad), and to provide a vocal
command (such as ’turn on a relaxing scene in the living room’).
Regarding the actions, we have introduced support for activating
available Alexa services (e.g., news or weather forecast skill) when
a rule is triggered and the possibility to communicate reminders or
alarms through the vocal channel. This makes it possible to execute
rules such as "when the user has not taken a medicine between
8 and 10 in the morning, then the Alexa speaker should remind
them by saying: "remember to take your pill, it is important for
your health!".

As mentioned before, this work has been carried out within
an international project in which, among others, trials have been
planned also in Romania. Unfortunately, we found out that the
Romanian language among many others (e.g. Vietnamese, Dutch,
Catalan, Russian), is not currently supported by Alexa, and neither
by other voice assistants such as Google Home and it is unclear
whether and when this support will be made available. Since we
wanted to overcome this digital divide somehow, we started to
investigate the possibility of finding solutions that, even if do not
allow users to interact through such languages, they can allow
rendering messages in unsupported languages and communicate
notifications, reminders or alarms vocally through them.

4 THE INTEGRATION OF ALEXAWITH THE
PERSONALIZATION PLATFORM

In this section, we describe how we have designed and integrated
the support for Alexa in the TAREME personalization platform. The
TAREME platform uses OpenHab (OH) 2 in its deployment, which is
installed in gateways3 placed in the homes where the trials should
be carried out. OH is an open-source home automation software
able to communicate with about 300 sensors/appliances manufac-
tured by different producers; it has a modular architecture that can
be extended by developing new add-ons (an add-on is a software
component that adds a specific feature to existing software) defined
as an Open Services Gateway initiative (OSGi4) module. Within the
personalisation platform OH acts both as an ’application’ (in that,
it receives and applies the actions received by the Rule Manager),
and as a ’context delegate’ since it can receive information from
several associated sensors, and updates accordingly the Context
Server.

Thus, we developed two different add-ons for OH as follows:

2https://www.openhab.org/
3https://www.geniatech.com/product/gtw410/
4https://en.wikipedia.org/wiki/OSGi
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(1) the Context Delegate Add-On that gets the data from the
connected sensors and appliances by exploiting an ’OH bind-
ing’. OpenHab bindings are software packages that integrate
physical hardware, external systems and web services in the
OH system. Thus, the Context Delegate Add-On has a han-
dler that bounds to various sensors and appliances managed
by OH: every time they change their state it gets informed
and notifies the Context Server accordingly.

(2) the Rule Manager Add-On subscribes to an external MQTT
broker for a specific topic, in order to receive the actions
coming from the Rule Manager. When the Rule Manager add-
on receives an action, it can apply it in different manners,
depending on the type of the involved action (see section
??).

The integration of Alexa in the personalisation platform has a two-
fold goal. On one side, Alexa vocal input can be used as a trigger, and
on the other side, it can be seen as a target of an action, including
playing vocal messages even for unsupported languages.

In the Context Server, we introduced the possibility of receiving
new triggers involving Alexa (i.e., the vocal emotional state and the
user vocal input). By exploiting such triggers, users can set up a
rule, providing their emotional state as a trigger (e.g., I am nervous).
This can be done by activating the Alexa skill developed for this
aim, in which Alexa asks the user about his feeling and the user will
provide the corresponding answer. Subsequently, a specific action
can be activated, e.g. either inviting the user to start an activity (e.g.
"let’s go outside for a walk!"), or automatically changing the state
of smart object installed in the house (e.g. turn on a light with a
specific activating colour).

Moreover, users can also indicate and execute rules that change
the home appliances status (even those not recognizable by Alexa)
such as lights, colour and scenes through vocal inputs. In this case,
the vocal inputs are gathered through a skill able to recognize the
inputs and send them to the Context Server, which will notify the
occurrence of the event and thus trigger the corresponding rule.

The integration of the platform with Alexa is described in Figure
1. In particular, as soon as events are generated by the various trig-
gers contained in the user’s home (1), they are sent to the Context
Server (2), which stores them and updates accordingly its repository.
When a trigger contained in a rule is verified, the Context Server
notifies the Rule Manager (3), which then sends the actions to the
OH Rule Manager add-on able to interpret and apply them (5).

If the action involves an appliance (e.g., a light), the RuleManager
Add-On can exploit the OH binding mentioned before to interact
with such light. If the action specifies a reminder or an alarm that
should be vocally rendered, it acts differently, depending on the
language of the message: if it is supported by the considered vo-
cal assistant (Alexa), it exploits the OH binding for Amazon Echo
devices5. This binding is able to exploit the echo device as a Text-
To-Speech service, by sending a request containing the text of the
alarm (or the reminder) defined in the received action, so that the
smart speaker can vocally render it (6a and 7). However, this ap-
proach works only for messages defined in languages currently
supported by Alexa (e.g., Italian, German, English). If the message is
written in a language not yet supported, it is not possible to exploit

5https://www.openhab.org/addons/bindings/amazonechocontrol/

the Amazon Echo Binding, because the message will be synthesised
in a wrong manner.

To overcome such limitation, we propose a solution that first
gets the user-defined text (used for specifying the concerned per-
sonal notification, alarm, or reminder) from the personalisation
rule, generates the corresponding audio file and store it, which will
be played later trough vocal assistant by exploiting SSML language
(Speech Synthesis Markup Language) tags6.

In this solution, we detect the language used in the alarm/reminder
action by exploiting the Google Cloud Translation API7. If the lan-
guage is not supported by Alexa, the Rule Manager converts the text
of the message in an audio MP3 format, through an off-the-shelf
text-to-speech synthesizer (provided by Google), and the result-
ing audio file will be stored in a server and will be made available
through a REST service to be played by Alexa. Thus, when a rule
concerning an unsupported language notification action will be
triggered, it will be sent to the OH module. The OH module can
start an automation routine (6a) whose purpose is to trigger the
Alexa skill to play the audio file located in the concerned server (6b).
More detail on the procedure of activation the Alexa skill through
the OH is presented in section5.1.

5 IMPLEMENTATION
In this section, we provide further technical details about the de-
veloped solution, in particular for generating vocal messages in
languages not supported by Alexa.

5.0.1 Generation of Vocal Messages in Languages not Supported
by Alexa. The generation of vocal messages in languages not sup-
ported by Alexa has been obtained by exploiting Text-To-Speech
(TTS) technology. This technology has been an important research
area for the last 50 years, but it has known significant improvements
in the last 15 years, thanks to the application of deep neural net-
work techniques [13]. In this regard, several solutions are available.
Among all solutions, we used Google Cloud TTS, which provides
a service that takes a text as input and outputs an MP3 file rep-
resenting the synthesis of the provided text. Google Cloud TTS
also offers an enterprise API for commercial scopes. However, for
research purposes, we exploited the free online API provided by
Google Translate Service.

The service providing the audio file is composed of seven pa-
rameters: the character encoding (𝑖𝑒), the text to be synthesized (𝑞),
the target language (𝑡𝑙), the number of the messages that should
be generated (𝑡𝑜𝑡𝑎𝑙 ), the initial character index (𝑖𝑑𝑥 ), the length of
the text (𝑡𝑒𝑥𝑡𝑙𝑒𝑛), a randomly generated number (𝑡𝑘), and the ser-
vice used to call the TTS functionality ("𝑐𝑙𝑖𝑒𝑛𝑡"). The 𝑡𝑘 parameter
changes for every query, and it must be populated with a matching
ℎ𝑎𝑠ℎ : 𝑡𝑘 = ℎ𝑎𝑠ℎ(𝑞,𝑇𝐾𝐾), where 𝑞 is the text to be synthesized and
TKK is a variable in the global scope when the API will be loaded.
Below, is the function to generate the google TTS link using the
𝑐𝑎𝑙𝑐𝐻𝑎𝑠ℎ function.
function TTSLink(q, tl, tkk) {

var tk = calcHash(q, tkk);
return

6https://developer.amazon.com/it-IT/docs/alexa/custom-skills/speech-synthesis-
markup-language-ssml-reference.html#audio
7https://cloud.google.com/translate/docs/basic/detecting-language



Integrating Alexa in a Rule-based Personalization Platform Woodstock ’18, June 03–05, 2018, Woodstock, NY

Figure 1: The personalization platform integrated with Alexa

`https://translate.google.com/translate_tts?
ie=UTF-8&total=1&idx=0&client=t&ttsspeed=1&tl
=${tl}&tk=${tk}&q=${q}&textlen=${q.length}`;

}

The function call 𝑇𝑇𝑆𝐿𝑖𝑛𝑘 (′𝑠𝑎𝑙𝑢𝑡 !′,′ 𝑟𝑜 ′,′ 410353.133636′) is an
example of generating the audio file for rendering in Romanian the
’salut!" text. Finally, in order to use the free TTS API provided by
Google Translate Service, the following steps have been carried
out:

(1) Get the 𝑇𝑇𝐾 private key from the Google Translate website;
(2) Calculate the value of the 𝑡𝑘 parameter by applying the

hash function which takes in input the text and the 𝑇𝑇𝐾
parameters;

(3) Call the API with the parameters 𝑖𝑒 , 𝑞, 𝑡𝑙 , 𝑡𝑒𝑥𝑡𝑙𝑒𝑛 and the
calculated 𝑡𝑘 value;

(4) Store the received an audio file
As explained in the Alexa Skill Kit Developer documentation 8,

in order to be rendered properly, the audio file must respect the
following constraints: it cannot be longer than 240 seconds, the bit
rate must be 48 kbps, and the sample rate must be 22050 Hz, 24000
Hz, or 16000 Hz. Since the file provided by the Google Translate
service is an MP3 file with the 32 kbps bitrate, it cannot be played
through the SSML audio tag.

In order to make the generated file compliant with the needed
requirements, the Rule Manager automatically modifies the bit rate
of the downloaded file by using FFmpeg tool9. Later, the Rule Man-
ager associates an ID to each personalized vocal message generated
and exposes three different REST services that will be used by the
Alexa Skill: one service is used for getting the ID/s of not yet played

8https://developer.amazon.com/it-IT/docs/alexa/custom-skills/speech-synthesis-
markup-language-ssml-reference.html#audio
9https://ffmpeg.org/

messages, the second one takes as input an ID and returns the
associated audio file, and the last one takes an ID and deletes the
associated message.

5.0.2 The Alexa Skill. Through the Alexa Skill Kit, developers can
define new vocal functionalities by accessing external services. To
demonstrate the effectiveness of the proposed solution, we devel-
oped a proof of concept Alexa Skill, Petal notification, which is able
to connect to the Rule Manager, get the vocal message(s) and play
it (them).

We defined the skill’s logic as an AWS Lambda 10 Function in
which, first, we identify the user who is interacting with the Echo
device by allocating an ID to each user in the system. Next, a request
will be sent to the Rule Manager to get the IDs of vocal messages
related to the user. Later, a request for each retrieved ID will be
sent to receive the corresponding audio file. As soon as an audio
file is played, the vocal message will be deleted from the server.
When the skill is activated, it queries the Rule Manager to discover
whether there are vocal messages that are not yet played. If at least
one message exists, it will be retrieved and played by the Echo
device. This will be done by exploiting the audio tags specified in
the Speech Synthesis Markup Language (SSML).

5.1 Skill Activation
The Amazon Alexa Skills are in general passive: users should ex-
plicitly issue voice commands, by uttering a so-called wake word
like “Alexa” followed by the invocation word associated to the skill
(e.g. "Alexa, open Petal Notification"). This, for people such as those
who live with a disability, illness, or ageing could be difficult. In our
project the target users are older adults, therefore we deemed useful
to introduce additional ways to listen to the vocal reminders/alarms.

10https://aws.amazon.com/lambda/



Woodstock ’18, June 03–05, 2018, Woodstock, NY Manca et. al.

In the integrated platform exploiting trigger-action rules, a vocal
notification can be an action contained in a rule whose trigger(s)
are activated when specific events occur in the user contest: in
this case, the notification is played automatically, without any user
explicitly asking for it.

In order to solve this problem, we exploited the OH Echo binding,
which gives the possibility to start an Alexa Routine programmati-
cally. An Alexa routine allows users to bundle together and auto-
mate several actions (e.g. activate a skill) using a single trigger or
voice command (e.g. voice, time, location). Thus, through a routine,
it is possible to launch a Skill whenever an event recognized by the
Alexa ecosystem occurs. For instance, it is possible to set a routine
so that when the user says "I’m leaving", Alexa responds: ’Have
a good day’ and then turns off all the lights. Thus, we defined a
routine that launches the Petal Notification Skill, but, instead of
expecting the user to say a specific voice utterance, it activates the
routine in OH whenever the Rule Manager Add-On receives an ac-
tion involving a reminder/alarm that is in a language not currently
supported by Alexa. In this way, the skill is activated as soon as the
rule is triggered by any relevant contextual event (for example, the
user has not taken a pill in a certain period of the day), and the user
can immediately listen the content of the reminder/alarm action
defined in the triggered rule.

6 DISCUSSION AND CONCLUSIONS
In this paper, we have reported initial experiences in integrating a
widely used vocal assistant (Alexa) in a personalization platform
that allows end-users to directly indicate how they want to exploit
the variety of sensors and connected objects that are increasingly
available to them. The goal is to better exploit the immediate and
natural way of interaction supported by such device by connecting
it with events that occur in daily life and can be detected with the
support of IoT technology. The initial target users of this integrated
platform are older adults living autonomously in their home, and
their formal or informal caregivers.

We have discussed an initial set of possibilities obtained through
such integration, which extend the traditional way to use the vocal
assistants. Besides, we have also indicated a technical solution to
address one further limitation in Alexa concerning the languages
currently supported. Such a solution allows the platform to gener-
ate vocal messages associated with some trigger in languages not
supported by Alexa thus lowering the associated language barrier
generated by such limitation. Future work will be dedicated to gath-
ering empirical feedback on the integrated platform by the target
users. For this purpose, we plan several trials in various European
countries.
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