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aspur.itABSTRACTThe present paper aims to analyze the 
uid dynami
 problem of oblique{sho
k{wave/laminar{boundary{layer intera
tion. Our 
on
erns regard the in
uen
eof boundary 
onditions, the stability of the time integration te
hnique, the a
-tual a

ura
y of the dis
rete model, and the suitability of the algorithm to theQuadri
s ar
hite
ture.1 Mathemati
al Model and Integration Te
hniqueThe Navier{Stokes equations de�ne the mathemati
al model of the phenomenon: the Stokes'hypothesis is assumed for the vis
osity se
ond 
oeÆ
ient, while the vis
osity �rst 
oeÆ
ientis governed by the Sutherland Law, a good approximation in the temperature range realizedin the present study. The Navier{Stokes equations are numeri
ally solved in integral formby a fra
tional step te
hniques. The operator is splitted into two parts, the Euler subsystemand the Dissipative operator: an expli
it four step predi
tor{
orre
tor te
hnique has beenadopted [1℄. The essential properties of the integration s
heme are: i) the Euler operator isintegrated by an ENO{type s
heme with se
ond order a

ura
y both in time and spa
e; ii) there
onstru
tion step is performed in terms of primitive variables; iii) the Riemann problemsare solved exa
tly [2℄ or approximately [3℄; iv) the Dissipative operator is integrated by a
entered s
heme se
ond order a

urate both in time and spa
e; v) the time integration stepis 
hosen in order to satisfy the stability of ea
h operator; vi) the boundary 
onditions areimposed following the approa
h proposed in [4℄.2 Implementation on the Quadri
s Ar
hite
tureParallelization has been a
hieved with a porting of an existing Fortran 77 
ode on the AleniaSpazio Quadri
s ar
hite
ture. This is an high performan
e and 
ost e�e
tive SIMD ar
hite
-ture, dire
tly derived from the INFN APE100 super
omputer family. The ma
hine [5℄ is builtwith single pre
ision FPU nodes, ranging in number from 8 to 2048, and a single 
ontroller re-sponsible of integer operations, addressing and program 
ow 
ontrol. Every FPU has 4 or 16MB of lo
al memory and yields a peak performan
e of 50 MFlops. The FPUs are arranged ona 3D 
ubi
 mesh and the ma
hine is 
apable of parallel syn
hronous 
ommuni
ations betweennearest neighbouring FPUs at speeds up to 12.5 MB/s per link.The algorithm lends naturally to a multiblo
k parallelization, i. e. every FPU takes 
hargeof a pat
h of the whole 
omputational grid, with lo
al boundary 
onditions obtained fromthe neighbouring FPUs. We used a Q1 (8 nodes, 400 MFlops peak) ma
hine for developmentand small grids, and a Q16 (128 nodes, 6.4 GFlops peak) ma
hine for bigger grids. The �rstversion of the parallel 
ode yielded a speedup fa
tor per 
omputational 
ell of 1.4 on the Q11
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Figure 1: Pressure �eld, normalized to the pressure at the in�nity. The isolines range from1:0 to 1:5, with � = 3:6 � 10�2and of 19.6 on the Q16, with respe
t to a Sun SPARCstation 10/41, on small and mediumsized grids. Very large grids take advantage of the large real memory of the Q16 (512 MB)and do not su�er from the huge amount of pagination whi
h hampers a workstation.Two fa
tors a�e
t these results. First, the Quadri
s FPUs are mainly highly pipelinedmultiplier and adder devi
es, and the algorithm isn't able to suÆ
iently �ll the pipe. Se
ond,the original program adopted an exa
t solver of the Riemann problem [2℄, whi
h �nds a �rstguess of the solution with an iterative method. This badly a�e
ts a SIMD ma
hines, be
ausethe 
ost of every step is di
tated by the node with the slowest 
onvergen
e. The swit
h to anapproximate solver [3℄ (whi
h didn't a�e
t the numeri
al results in this 
lass of problems),while resulting in a 10% speed improvement on the workstation, doubled the speed of theQuadri
s 
ode.3 Numeri
al ResultsThe essential features of the two-dimensional intera
tion of an oblique sho
k with a lami-nar boundary layer on an adiabati
 
at plate are (Fig. 1): i) the pressure in
rease a
rossthe sho
k in
uen
es the boundary layer, whi
h results retarded and, for suÆ
iently strongpressure rise, as in the present 
ase, separated; ii) upstream the oblique sho
k impinginglo
ation, the boundary layer growth indu
es a 
ompression fan, whi
h eventually degeneratesin a sho
k; iii) another 
ompression fan originates downstream where the boundary layerthi
kness de
reases; iv) between these two 
ompression waves, the impinging sho
k re
e
tsas an expansion fan, indi
ating that the boundary layer rea
ts as a 
onstant pressure surfa
e.The re
ir
ulating bubble presents an extremely 
at stru
ture, 
orresponding to a plateau2
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ussed with the experimental and simulation data reported by Degrezin the pressure distribution along the plate (Fig. 2). The wall shear stress has generally ape
uliar behaviour inside the reverse 
ow region where a lo
al relative maximum appears
orresponding to an asymmetri
 stru
ture of bubble.We 
ompare the numeri
al results obtained with two di�erent grids: i) 100�80 grid,highly stret
hed in the y{dire
tion, uniformly spa
ed in the x{dire
tion, and a minimum 
ell(�x;�y)=(1:6 � 10�3; 5:0 � 10�5); ii) 416�800 grid, uniform resolution in both dire
tion (itsfeatures are given in �g. 1). In the latter 
ase the integration domain has been redu
ed and,therefore, the resolution in
reases by a fa
tor of 10, 
onsidering the number of 
ells en
losedin the separation bubble as a 
riterium for measuring the �neness of the grid.The pressure distribution at the plate (Fig. 2) shows that the �ne grid furnishes onlyminor improvement with respe
t to the 
oarse one; parti
ularly the 
riti
al region at theend of the re
ir
ulating bubble, where 
ow reatta
hes, is not suÆ
iently resolved. A strongdis
repan
y in the reatta
hment region is exhibited with respe
t to the numeri
al solutionpresented in [6℄, where a grid 
orresponding to the present 
oarse mesh was adopted, usinga quite di�erent integration te
nique. The di�eren
e appearing in the in
ow region dependson the fa
t that the integration domain for the �ne grid starts on the plate and the boundarylayer solution is assumed as in
ow 
onditions, whereas for the 
oarser grid the integrationdomain starts upstream of the plate and a weak sho
k o

urs at the plate leading edge 
ausinga small pressure rise. The dimension of the separation region in the present 
omputation isegual to 36:8 mm to be 
ompared with 40 mm reported in [7℄ and 35:2 mm reported in [6℄.The analysis of the fri
tion 
oeÆ
ient 
on�rms that the major di�eren
es are lo
ated in thereatta
hment region. 3



4 Con
lusionsThe preliminary numeri
al results obtained have shown that the resolution needed for a sat-isfa
tory simulation of S.W.{B.L. intera
tions has to be in
reased. The solution is deeplyin
uen
ed by the boundary 
onditions, in the sense that a higher resolution redu
es the nu-meri
al dissipation and emphasizes the strenght of the re
e
ted waves at the boundaries: thisfa
t opens some questions about the te
hnique adopted for imposing the boundary 
ondi-tions and more numeri
al experiments are required. The stability limit has been progressivelyredu
ed for in
reasing grid resolution: at present we are not able to give any explanation,although we 
harge the dimensional splitting nature of the dis
rete model.The implementation on the Quadri
s ar
hite
ture 
an be improved. A new version is inthe works, taking full advantage of the 
apability of the Quadri
s TAO language [8℄ to befreely modi�ed and augmented in the sour
e 
ode. The new version, written in an obje
tbased fashion, has one fourth the lines of 
odes than the original one, is highly modularizedand more 
exible. The preliminary results show that this approa
h allows for eÆ
ient andlo
alized optimizations in the 
ode of the newly de�ned operators, thus allowing for a betterexploitation of the Quadri
s power. A 3D version of the 
ode is also planned.A
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