
OBLIQUE{SHOCK{WAVE/BOUNDARY{LAYERINTERACTIONS ON THE QUADRICS PARALLELCOMPUTERSB. FAVINIy, F. MASSAIOLIz, R. BROGLIAyy Dip. Meania e Aeronautia, Univ. La SapienzaV. Eudossiana 18, I-00184 Romaz CASPUR, /o CICS Univ. La SapienzaP.le Aldo Moro 5, I-00185 Romamassaif�itaspur.aspur.itABSTRACTThe present paper aims to analyze the uid dynami problem of oblique{shok{wave/laminar{boundary{layer interation. Our onerns regard the inueneof boundary onditions, the stability of the time integration tehnique, the a-tual auray of the disrete model, and the suitability of the algorithm to theQuadris arhiteture.1 Mathematial Model and Integration TehniqueThe Navier{Stokes equations de�ne the mathematial model of the phenomenon: the Stokes'hypothesis is assumed for the visosity seond oeÆient, while the visosity �rst oeÆientis governed by the Sutherland Law, a good approximation in the temperature range realizedin the present study. The Navier{Stokes equations are numerially solved in integral formby a frational step tehniques. The operator is splitted into two parts, the Euler subsystemand the Dissipative operator: an expliit four step preditor{orretor tehnique has beenadopted [1℄. The essential properties of the integration sheme are: i) the Euler operator isintegrated by an ENO{type sheme with seond order auray both in time and spae; ii) thereonstrution step is performed in terms of primitive variables; iii) the Riemann problemsare solved exatly [2℄ or approximately [3℄; iv) the Dissipative operator is integrated by aentered sheme seond order aurate both in time and spae; v) the time integration stepis hosen in order to satisfy the stability of eah operator; vi) the boundary onditions areimposed following the approah proposed in [4℄.2 Implementation on the Quadris ArhitetureParallelization has been ahieved with a porting of an existing Fortran 77 ode on the AleniaSpazio Quadris arhiteture. This is an high performane and ost e�etive SIMD arhite-ture, diretly derived from the INFN APE100 superomputer family. The mahine [5℄ is builtwith single preision FPU nodes, ranging in number from 8 to 2048, and a single ontroller re-sponsible of integer operations, addressing and program ow ontrol. Every FPU has 4 or 16MB of loal memory and yields a peak performane of 50 MFlops. The FPUs are arranged ona 3D ubi mesh and the mahine is apable of parallel synhronous ommuniations betweennearest neighbouring FPUs at speeds up to 12.5 MB/s per link.The algorithm lends naturally to a multiblok parallelization, i. e. every FPU takes hargeof a path of the whole omputational grid, with loal boundary onditions obtained fromthe neighbouring FPUs. We used a Q1 (8 nodes, 400 MFlops peak) mahine for developmentand small grids, and a Q16 (128 nodes, 6.4 GFlops peak) mahine for bigger grids. The �rstversion of the parallel ode yielded a speedup fator per omputational ell of 1.4 on the Q11
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Figure 1: Pressure �eld, normalized to the pressure at the in�nity. The isolines range from1:0 to 1:5, with � = 3:6 � 10�2and of 19.6 on the Q16, with respet to a Sun SPARCstation 10/41, on small and mediumsized grids. Very large grids take advantage of the large real memory of the Q16 (512 MB)and do not su�er from the huge amount of pagination whih hampers a workstation.Two fators a�et these results. First, the Quadris FPUs are mainly highly pipelinedmultiplier and adder devies, and the algorithm isn't able to suÆiently �ll the pipe. Seond,the original program adopted an exat solver of the Riemann problem [2℄, whih �nds a �rstguess of the solution with an iterative method. This badly a�ets a SIMD mahines, beausethe ost of every step is ditated by the node with the slowest onvergene. The swith to anapproximate solver [3℄ (whih didn't a�et the numerial results in this lass of problems),while resulting in a 10% speed improvement on the workstation, doubled the speed of theQuadris ode.3 Numerial ResultsThe essential features of the two-dimensional interation of an oblique shok with a lami-nar boundary layer on an adiabati at plate are (Fig. 1): i) the pressure inrease arossthe shok inuenes the boundary layer, whih results retarded and, for suÆiently strongpressure rise, as in the present ase, separated; ii) upstream the oblique shok impingingloation, the boundary layer growth indues a ompression fan, whih eventually degeneratesin a shok; iii) another ompression fan originates downstream where the boundary layerthikness dereases; iv) between these two ompression waves, the impinging shok reetsas an expansion fan, indiating that the boundary layer reats as a onstant pressure surfae.The reirulating bubble presents an extremely at struture, orresponding to a plateau2
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X/XshFigure 2: Comparison of the pressure distributions along the plate in the two simulationsdisussed with the experimental and simulation data reported by Degrezin the pressure distribution along the plate (Fig. 2). The wall shear stress has generally apeuliar behaviour inside the reverse ow region where a loal relative maximum appearsorresponding to an asymmetri struture of bubble.We ompare the numerial results obtained with two di�erent grids: i) 100�80 grid,highly strethed in the y{diretion, uniformly spaed in the x{diretion, and a minimum ell(�x;�y)=(1:6 � 10�3; 5:0 � 10�5); ii) 416�800 grid, uniform resolution in both diretion (itsfeatures are given in �g. 1). In the latter ase the integration domain has been redued and,therefore, the resolution inreases by a fator of 10, onsidering the number of ells enlosedin the separation bubble as a riterium for measuring the �neness of the grid.The pressure distribution at the plate (Fig. 2) shows that the �ne grid furnishes onlyminor improvement with respet to the oarse one; partiularly the ritial region at theend of the reirulating bubble, where ow reattahes, is not suÆiently resolved. A strongdisrepany in the reattahment region is exhibited with respet to the numerial solutionpresented in [6℄, where a grid orresponding to the present oarse mesh was adopted, usinga quite di�erent integration tenique. The di�erene appearing in the inow region dependson the fat that the integration domain for the �ne grid starts on the plate and the boundarylayer solution is assumed as inow onditions, whereas for the oarser grid the integrationdomain starts upstream of the plate and a weak shok ours at the plate leading edge ausinga small pressure rise. The dimension of the separation region in the present omputation isegual to 36:8 mm to be ompared with 40 mm reported in [7℄ and 35:2 mm reported in [6℄.The analysis of the frition oeÆient on�rms that the major di�erenes are loated in thereattahment region. 3



4 ConlusionsThe preliminary numerial results obtained have shown that the resolution needed for a sat-isfatory simulation of S.W.{B.L. interations has to be inreased. The solution is deeplyinuened by the boundary onditions, in the sense that a higher resolution redues the nu-merial dissipation and emphasizes the strenght of the reeted waves at the boundaries: thisfat opens some questions about the tehnique adopted for imposing the boundary ondi-tions and more numerial experiments are required. The stability limit has been progressivelyredued for inreasing grid resolution: at present we are not able to give any explanation,although we harge the dimensional splitting nature of the disrete model.The implementation on the Quadris arhiteture an be improved. A new version is inthe works, taking full advantage of the apability of the Quadris TAO language [8℄ to befreely modi�ed and augmented in the soure ode. The new version, written in an objetbased fashion, has one fourth the lines of odes than the original one, is highly modularizedand more exible. The preliminary results show that this approah allows for eÆient andloalized optimizations in the ode of the newly de�ned operators, thus allowing for a betterexploitation of the Quadris power. A 3D version of the ode is also planned.AknowledgementsThe authors thank the INFN APE100 Projet group, espeially R. Tripiione and R. Sarno,for useful disussions, and G. Todeso for the invaluable support to this work. The authorsthank INFN Sez. di Pisa, where part of the simulations were performed.Referenes[1℄ Di Masio, A. and Favini, B., in preparation.[2℄ Gottlieb, J.J. et al., J. Comput. Phys., 78, 1988, 437.[3℄ Roe, P.L., J. Comput. Phys., 43, 1981, 357.[4℄ Poinsot, T.J. and Lele, S.K., J. Comput. Phys., 101, 1992, 104.[5℄ Alenia Spazio S.p.A. Introdutory Notes to the Quadris Parallel Superomputers Family,ALS/MKG011/1.0[6℄ Degrez, G. et al., J. Fluid Meh., 177, 1987, 247.[7℄ Katzer, E., J. Fluid Meh., 206, 1989, 477.[8℄ Alenia Spazio S.p.A., The TAO Language
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