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Abstract
We reveal a class of universal phase transitions to synchronization inKuramoto-likemodels with both
in- and out-coupling heterogeneity. By analogywithmetastable states, an oscillatory state occurs as a
high-order coherent phase accompanying explosive synchronization in the system. The critical points
of synchronization transition and the stationary solutions are obtained analytically, by the use of
mean-field theory. In particular, the stable conditions for the emergence of phase-locked states are
determined analytically, consistently with the analysis based on theOtt–Antonsenmanifold.We
demonstrate that the in- or out-coupling heterogeneity have influence on both the dynamical
properties (eigen’spectrum) and the synchronizability of the system.

1. Introduction

Synchronization of interacting units is amacroscopic self-organized behavior, and is ubiquitous in nature and
human society. Examples range fromphysics, chemistry, engineering to social science [1], such as the flashing of
fireflies, power grids, Josephon junction arrays, and neurons in human brain, etc [2, 3]. Synchronous evolutions
are furthermore at the basis of cooperative functioning ofmany biological andman’made systems, and therefore
revealing themechanisms behind the setting andmaintenance of synchronization is a very important issue [4].

Thefirst prototypicmodel for investigating synchronization in coupled-phase oscillator was proposed by
Winfree [5]. Later, Kuramoto refined themodel, andmade itmathematically tractable [6]. The classical
Kuramotomodel describes an ensemble of phase oscillators interacting via a sinusoidal function of the phase
differences, and shows that a large population of oscillators can in fact synchronize despite the diversity in the
individuals’natural frequencies. Such a pioneeringwork has inspired extensive studies on synchronization in
the following four decades [7, 8]. Typically, synchronization inKuramoto-likemodels turns out to be a
continuous process, i.e. it follows a second-order phase transition. Recently, however,first-order-like
synchronization transitions (the so called explosive synchronization) has also been revealed [9].

Besides the diversity in natural frequencies, heterogeneity in the coupling strength is also an important
characteristic thatmay dominate inmany real systems [10, 11], inducing the emergence of various coherent
states in the route to synchronization, such as cardio-respiratory synchronization [12, 13] and network
physiology studying networks between different organ systems [14–16]. Furthermore, non-local coupling is
known as relevant for the formation of chimera states [17], andKuramotomodels with both positive and
negative coupling can exhibitπ states, travelling-wave states, standing-wave states, and glass states, among
others [18, 19]. On the other hand, network structure leads to nontrivial phase transition, such as explosive
synchronization [9] and cluster synchronization [20]. Recently, [21] shows that ametastable state appears in the
route to the travelling-wave state near the hybrid phase transition, which has potential applications in the
recover of human consciousness.
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In this paper, we provide a comprehensive analysis for a systemof coupled-phase oscillators by considering
both in- and out-coupling heterogeneity.We characterize the dynamical behaviors in the system, and obtain the
critical points of synchronization transition analytically. Remarkably, we show that the in- and out-coupling
schemes have no influence on the critical point where the incoherent state becomes unstable, whereas
synchronization ability is changed dramatically. A rigorous stability analysis for the phase-locked state is
provided fromdifferent levels.We give a general condition for the stability of the phase-locked state based on the
properties of eigen spectrum and the associated eigenvectors which are clarified.We reveal a universal route
toward synchronization, i.e. from the incoherent state to the oscillatory state, then from the oscillatory state to
the phase-locked state. Such route occurs even for purely attractive coupling, which is a signature that is different
from themetastable state appearing near the hybrid phase transition.

The paper is organized as follow: in section 2we introduce the dynamicalmodel and themean-field theory.
In section 3we focus on the stability analysis of the phase-locked state and its eigen-spectrumproperties in
detail. Section 4 provides a discussion about the tiered phase transition to the oscillatory state. Finally,
conclusions are drawn in the last section.

2.Dynamicalmodel andmean-field theory

Let us consider an ensemble ofN intercating pase oscillators. Themodel we consider here has the form

åq w q q= + - =
=

 ( ) ( )K i Nsin , 1, , , 1i i
j

N

ij j i
1

where θi is the instantaneous phase of the ith oscillator, dot denotes temporal derivative, andωi is the natural
frequency of the ith oscillator, which is taken froma specific distribution g(ω).N is the number of oscillators, and
Kij is the coupling value between the pair of oscillators i and j. In particular,Kij=κ/N (κ>0) stands for the
global and uniform coupling that is typically used in theKuramotomodel. In order to account for heterogeneity
in the coupling, we set k w= ∣ ∣K Nij i or k w= ∣ ∣K Nij j , which leads to a frequency-weighted Kuramotomodel
withκ>0 [22, 23]. In the present study, we consider a uniformdistribution

w w=
D

< D( ) ∣ ∣ ( )g
1

2
, , 2

whereΔ is the half-width of the distribution [24].
For the sake of convenience, we pay attention to the case of heterogeneity in the out-coupling, where
k w= ∣ ∣K Nij j , i.e. theweighted factor is inside the summation in equation (1). To characterize the collective

behavior in themodel

å= = qY
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( ) ( ) ( )( ) ( )Z t R t
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N
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is defined as the order parameter of the system, and

å w= = qQ

=

( ) ( ) ∣ ∣ ( )( ) ( )Z t D t
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e
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e , 4t

j

N

j
t

2
i
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which denotes themean-field coupling of the system. The two complex vectors YRei and QDei correspond to the
centroid of the configurations wq q{ ∣ ∣ }e , ej

i ij j .D(t)=0 =[ ( ) ]R t 0 denotes the incoherent state, where all
oscillators are desynchronized and distribute uniformly on the unit circle. By applying themean-field theory or
linear stability analysis, one can obtain the critical couplingκc,1 for the onset of synchronization as

k
p

=
W W∣ ∣ ( )

( )
g

2
, 5c

c c
,1

whereΩc is the criticalmean-field frequency (the imaginary part of the eigenvalue), which satisfies the balanced
principal-value integral equation [25]

ò w w w w- W =
-¥

¥
-· ∣ ∣ ( )( ) ( )P g d 0. 6c

1

For the uniformdistribution in equation (2), one has W = D 2c and k p= 4 2c,1 . Thus, the result is the
same as the in-coupling case where k w= ∣ ∣K Nij i . This suggests that the critical points for the emergence of
synchronization in both out-coupling and in-coupling are the same [22].

Next, we seek for solutions of the coherent state. The dynamical equation (1) can be rewritten in themean-
field form as

2
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q w k q= - Q - ( ) ( )D sin . 7i i i

In the long time limit (  ¥t ) the stationary solution of equation (7) indicates thatD is independent of time
andΘ=Ωt. Considering the symmetry of the system,we assume a rotating frequencyΩ=0.Hence, the steady
state for equation (7) is

q
w
k

w k= <∣ ∣ ( )
D

Dsin , , 8i
i

i

and

q
w
k

=  - ⎜ ⎟⎛
⎝

⎞
⎠ ( )

D
cos 1 9i

i
2

for the phase-locked oscillators. The drifting oscillators (with w k>∣ ∣ Di ) cannot be entrained by themean-field
and they rotate non-uniformly on the unit circle. It has been proved that the drifting oscillators have no
contribution to the order parameter

å w q=
w k<

∣ ∣ ( )
∣ ∣

D
N

1
cos . 10

D
i i

i

LettingNℓbe the number of phase-locked oscillators, there are ℓ2N possibilities of configuration q{ }cos i except
for thoseD<0 in equation (10). However, if we perform an independent perturbation δθi for each locked phase
θi, while keeping the others invariant, the corresponding eigenvalue equation is dq ldq=i i. The eigenvalue

l = q
q

¶
¶


i

i
, which yields

l k q
k w

q= - +
∣ ∣ ( )D
N

cos sin . 11i
i

i
2

The necessary condition for stable coherent stateD>0 requires all q >cos 0i .
As  ¥N , the order parameterD should be re-defined in its integral form

ò w w
w
k

w= - ⎜ ⎟⎛
⎝

⎞
⎠( )∣ ∣ ( )D g

D
1 d . 12

lock

2

Throughout the paper, we setΔ=1 forκD<1. The solutions areD=3κ−2 (κ>3) andR=3π/(4κ)which
correspond to partial synchronization. ForκD>1, all oscillators become phase-locked. SettingκD=q,
equation (12) is transformed into

k
= >( ) ( )f q q

1
, 1, 13

where ò= -( )f q qx x x1 d
q

0

1 2 . Figure 1(a) plots the schematic function f (q) ( q 1), and one can easily see
that there is no intersection between 1/κ and f (q)whenκ is small enough. Asκ increases, the line 1/κ is tangent
to the curve f (q) at (qc, f (qc)) and there are two solutions in the interval k Î - -( ( ) ( ) ]f q f, 1c

1 1 .When
κ>f (1)−1=3, there is only one solution that corresponds to a partial synchronization state. The critical point
corresponding to themaximumof f (q) is = ( )q 2 3c

1 2, and the coupling strength that characterizes the

emergence of completely phase-locked states is k = = +
( )

2 1c f q,2
out 1 2

3c

.

The situation for the in-coupling is relatively simple due to the symmetry. The system splits into two groups

onceκR>1, where q k= - -( )Rcos 1i
2 and q k=  -( )Rsin i

1, and the choice of ‘±’ is consistent with the

Figure 1. (a) Schematic plot of the self-consistent equation (13), (qc, f (qc)) is themaximumpoint of f (q). (b) Schematic plot of the
perturbation. θp and θn are a pair of symmetrical phase-locked oscillators with positive natural frequency, arrows stand for the
perturbation directions. Red arrow is the even perturbation, and orange arrow is the odd perturbation.
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sign of the natural frequency. The coherent solutions are =  -
kR 1 12

2

4
2 , k k = 2c,2

in , and they are

independent onN and g(ω).

3. Stability of the phase-locked states

The above analysis shows that there aremulti-branch solutions of the coherent state. Therefore, determining
their stability becomes an important theoretical task. Aswe know, the incoherent state is neutrally stable due to
the absence of eigenvalues for the linear operator in the regionκ<κc,1, while its stability is further determined
by the resonant pole calculated through analytical continuation [25]. The natural question is how the eigen-
spectrum for the phase-locked state appears. In the following, we provide a detailed stability analysis of the
coherent state forfinite sizeN.We emphasize that the results can be straightforwardly extended to the
case  ¥N .

Choosing a pair of symmetric oscillators qp n, with opposite natural frequencies wp n, , the governing equation
of qp n, is

q w k q= - + ( ) ( )D D sin , 14p n p n p n, , 0 1 ,

whereD1 represents the local order parameter formed by qp n, , w q= ( ∣ ∣ )D N2 cosp p1 , andD0=D−D1 stands
for the order parameter formed by the otherN−2 oscillators. Considering a special perturbation dqp n, that
makesD0 invariant, the linearized equation for dqp n, is governed by

dq

dq

dq
dq

= -
-




⎜ ⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟ ⎛

⎝
⎞
⎠

⎛
⎝⎜

⎞
⎠⎟ ( )a b b

b a b
, 15

p

n

p

n

where k q= -a D cos p and k w q= -( ∣ ∣ )b Nsinp p
2 .

Thefirst eigenvalue of the Jacobianmatrix is l k q= - D cos p1 , which is always negative. The corresponding
eigenvector satisfies δθp=δθn representing identical perturbations, and it is stable. The second eigenvalue is

l k w k w k= - - + -( ) ∣ ∣ ( )D D N2p p2
2 2 3 2 , and the associated eigenvector satisfies δθp=−δθn characterizing

the perturbations in the reverse direction. Aswewill see, the two eigenvectors are the basis of the eigen-
directions for general perturbations.WhenκD<1,λ2>0 in the limit w k∣ ∣ Dp , and this implies that
oscillators qp n, near the phase-locked boundary (w k∣ ∣ Dp )wouldfirst lose their stabilities under reverse
perturbation (see figure 1(b)). Hence, one can conclude that the configurationwhere synchronous and drifting
oscillators coexist is unstable.

A rigorous analysis needs to account for all perturbations δθi (i=1, 2,K,N) [26], then the linearized
equation for phase-locked state is governed by

dq dq= ( )J , 16

where δθ is a vector (δθ1, δθ2,K, δθN) and J is the Jacobianmatrix with entries = q
q

¶
¶


Jij

i

j
. For the out-coupling

case
k

w q q k q d= - -∣ ∣ ( ) ( )J
N

Dcos cos , 17ij j i j i ij

andκD>1.Note thatå == J 0j
N

ij1 , which implies that (1, 1,K,1) is a trivial eigenvector corresponding to the
eigenvalueλ1=0. This property is associatedwith the rotation invariance of theKuramotomodel equation (1).
Since J is a real and symmetricmatrix, the stability condition for the phase-locked state is to have all otherN−1
eigenvalues l 0i (i=2, 3,K,N).

All detailed information about the eigen-spectrum comes from the characteristic equation of J. To compute
the characteristic polynomial, we express

k
k

= - + ( )D
N

J C MW, 18

whereC andW are the diagonalmatrix with entries qcos i and w∣ ∣i along the diagonal, respectively, andM is a
real-symmetricmatrix with elements q q= -( )M cosij i j . Supposing w >∣ ∣ 0i , "i, then

l l k
k k

- = + - = - -⎜ ⎟⎛
⎝

⎞
⎠ ( )D

N N
I J I C MW E I E M W, 191

andE=(λI+κDC)W−1. Defining q q q= ¼( )c cos , cos , ,cos N1 2 and q q q= ¼( )s sin , sin , ,sin N1 2 , the two
vectors are linearly independent, i.e. c·s=0. Since the rank ofM is only 2, for xäRN

= +( · ) ( · ) ( )Mx c x c s x s. 20
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Hence, the span of c and s together with the kernel ofM account for thewhole eigen-space ofM. Thematrix
E−1M is conjugate toME−1, then the linear transformationκME−1/N restricted to two-dimensional subspace
formed by c and s takes the form

k l l
l l

=-
⎛
⎝⎜

⎞
⎠⎟

( ) ( )
( ) ( ) ( )

N

Q Q
Q Q

ME , 21c a

a s

1

where the functions l = åk w
l k= +

( ) ∣ ∣
Qc N i

N c

Dc1
i i

i

2

, l = åk w
l k= +

( ) ∣ ∣
Qs N i

N s

Dc1
i i

i

2

and l = å =k w
l k= +

( ) ∣ ∣Q 0a N i
N c s

Dc1
i i i

i
.

Therefore, the characteristic polynomial for J is

l
k

l k l l= - = + - --
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⎜ ⎟⎛
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⎞
⎠( ) ( ) ( ) ( )( ( ))( ( )) ( )p

N
Dc Q QE I E M Wdet det det 1 1 . 22

i

N

i c s
1

1

Apart from the poles−κDci, the functionsQc(λ) andQs(λ) are strictly decreasing, and so the polynomial p
(λ)=0must have exactly two roots (Qc(λ)=1 andQs(λ)=1) between any two consecutive poles. Obviously,
Qc(0)=1 corresponds to the rotation invariance and the only remaining eigenvalueQs(λ)=1 determines the
stability of the phase-locked state, so the stable condition (λ<0) isQs(0)<1which yields

å w <
=

∣ ∣ ( )
N

s

c
D

1
. 23

i

N

i
i

i1

2

In the continuous limit, equation (23) is equivalent to the following inequality

ò w w
w

w
w

k-
<( )∣ ∣ ( )g

q q
d

1
, 24

lock

2

2 2 2

which requires ¢ <( )f q 0. Therefore, the eigen-spectrumof J ismade up of three pieces (see figures 2 and 3). The
first part, widely distributed in the interval of poles,merges into the continuous spectrum ( w- - >q q, 12 2 )
as  ¥N . The second part is a trivial eigenvalueλ=0 due to the rational symmetry of theKuramotomodel,
and the third part is a separated eigenvalue located in between those two, which turns out to be the nontrivial
part of the discrete spectrum as  ¥N . For qä[1, qc], ¢ >( )f q 0, the branch of solutionD(κ) is unstable, while
it is stable for Î +¥( )q q ,c .

To better understand the property of the eigen-spectrum, we concentrate on the continuous limit  ¥N .
In this way, the state of the system is described by a real density function ρ(θ,ω, t)which satisfies the

Figure 2.The eigen-spectrumof the Jacobianmatrix J (see equation (17)). Panels (a) and (c) refer to q=1.01 (q<qc), for which the
largest eigenvalueλ is positive; panels (b) and (d) refer to q=2.0 (q>qc), for which the largest eigenvalueλ vanishes. The frequencies
are evenly spaced: w = - + - - = ¼( ) ( )i N i N1 2 1 1 , 1, ,i .
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normalization condition.Meanwhile, ρ(θ,ω, t) is 2π-periodic with respect to θ and can be expanded into Fourier
series as

år q w
w
p

a w= q

=-¥

¥

( ) ( ) ( ) ( )t
g

t, ,
2

, e , 25
n

n
ni

where the Fourier coefficientsα0=1 and *a a=-n n . Considering theOtt–Antonsen ansatz, ρ(θ,ω, t) takes the
formof Poisson kernelαn=α n [27–30]. Equation (2) is equivalent to the continuous equation

*
a

wa
k

a+ + - =( ) ( )
t

D D
d

d
i

2
0 262

with *ò w w a w w=( ) ( )∣ ∣ ( )D t g t, d
lock

.

Apart from the incoherent stateα(ω)=0, the phase-locked state a w = q w-( ) ( )e0
i (see equations (8) and (9))

is another fixed point of equation (26). Linearizing equation (26) around this steady state, one gets

da
wda k a da

wa
d lda= - - + = ( )

t
D

D
D

d

d
i

i
. 270

0

Combining the expression ofDwith equation (27), the self-consistent equation forλ is

ò w w
wa

l w k a
w=

+ +
( )∣ ∣ ( )g

D

D
1

i

i
d . 28

lock

0

0

Substitutingα0 into equation (28), the imaginary part vanishes automatically, provided an even g(ω), and one
obtains the eigen-equation forλ

ò w w
w k

l k w
w=

+ -
( )∣ ∣ ( )

( )
( )g

D

D
1 d , 29

lock

2 2

2 2

which is consistent withQs(λ)=1 in thefinite dimensional case. Note that l k w= - -( )D 2 2 just
corresponds to continuous spectrumof the linear operator, and the discrete eigenvalue is only determined by
equation (29). On the one hand, whenκD is large enough,λmust be negative to balance equation (29) (stable
solution). On the other hand, whenκD is small (k w { }D max ),λ should be positive to avoid singularity of
equation (29) (unstable solution). Asλ is a continuous function ofκD, the critical pointκc andDc for the
emergence of phase-locked state can be obtained by imposing l  +0 .

Figure 3.The eigen-spectrumof the Jacobianmatrix ¢J (see equation (30)). Panels (a) and (c) refer to q=1.1 (q<qc), the largest
eigenvalue beingλ>0. Panels (b) and (d) refer instead to q=3.0 (q>qc), the largest eigenvalue beingλ=0. The frequencies are
evenly spaced: w = - + - - = ¼( ) ( )i N i N1 2 1 1 , 1, ,i .
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The stability analysis for in-coupling case follows a similar procedure, where the Jacobianmatrix ¢J has the
following elements

k w
q q k w q d¢ = - -

∣ ∣ ( ) ∣ ∣ ( )J
N

Rcos cos . 30ij
i

i j i i ij

The eigenvalues of ¢J are the roots of l¢ =( )Q 1c and l¢ =( )Q 1s , where l¢ = åk q w
l k q w= +

( ) ∣ ∣
∣ ∣

Qc N i
N

R1
cos

cos
i

i

2

and

l¢ = åk q w
l k q w= +

( ) ∣ ∣
∣ ∣

Qs N i
N

R1
sin

cos
i

i

2

. The structure of the eigen-spectrumhas the same form as equation (22). There

areN−2 distinct eigenvalues in the interval k q w k q w- - -( ∣ ∣ ∣ ∣)R Rcos , cosi i 1 , ¢ =( )Q 0 1c and the remaining
one is determined by l¢ =( )Q 1s that yields stable condition ¢ <( )Q 0 1s , i.e. q <tan 12 . It is easily checked that
the stable condition holds for θ(R+)<π/4, and it is violated since θ(R−)>π/4.We emphasize that in contrast
to the out-coupling case, the discrete eigenvalue forR+ is empty as  ¥N . Since the existence interval

k q w-( ∣ ∣ )R cos , 01 forλ(R+) gets shorter and shorter, w w=∣ ∣ { }min i1 . Once w ∣ ∣ 01 , the interval vanishes
andλ is absent.

Let usmove now to describe the eigenvectors associated to the eigenvalues. The natural frequencies are
reordered as   w w w¼∣ ∣ ∣ ∣ ∣ ∣N1 2 and w w= - -i i2 2 1. For an evenN,R

N can be split into two subspaceVeven

andVodd, such that xäVeven, = = ¼- ( )x x i N1, 2, , 2i i2 2 1 and x äVodd, = - = ¼- ( )x x i N1, 2, , 2i i2 2 1 .
Thus, dim(Veven)=dim(Vodd)=N/2, and ^V Veven odd, consequently, the vector cäVeven and sä Vodd.

If x äVeven, then for the out-coupling case

k
k

l= - + = ( )D
N

Jx Cx MWx x. 31

If one defines y=Wx and yä Veven, then y satisfies

k k
= = ( · ) ( )

N N
Ey My c y c. 32

Set c·y=N/κ, then y=E−1c and the entry of the eigenvector =
l k+

xi
c

Dc
i

i
. Considering the self-consistent

condition, the eigenvalueλ for x ä Veven corresponds toQc(λ)=1. Furthermore, if xä Vodd is the eigenvector
of J, then =

l k+
xi

s

Dc
i

i
, which impliesQs(λ)=1.Due to J preservesVeven andVodd, the eigenvectors of J can be

understood clearly. The even eigenvector x corresponds to a purely vertical perturbation to the order parameter.
Since thefirst-order deviation caused by x,  Q =( ) ·D xcos 0 and  Q ¹( ) ·D xsin 0. On the other hand,
the odd eigenvector x corresponds to a purely horizonal perturbation to the order parameter because thefirst-
order derivative along this direction is  Q ¹( ) ·D xcos 0 and  Q =( ) ·D xsin 0. Similar results occur for
the in-coupling case.

4. Tiered phase transition

Figure 4 illustrates the phase diagramof the systemby direct numerical simulationwithN=100 000. The blue
solid lines are the theoretical predictions indicating stability (q>qc). The green dashed lines represent a branch
of unstable solution (q<qc). Both the in- and out-coupling schemes exhibit a similar route to synchronization,
namely, a tiered phase transition appears from the incoherent state to the oscillatory state, then to the phase-
locked state. For the incoherent state, all oscillators are disordered and distribute uniformly on the unit circle,
and two coupling schemes show the same critical point k p= 4 2c,1 . Interestingly, these two coupling
schemes reveal different properties of the coherent state in spite of  ¥N . The critical pointκc,2 for the
emergence of phase-locked state is postponed for the out-coupling case. In this sense, we can say that thewhole
synchronization ability in the out-coupling case is weaker than the in-coupling case (see figure 4(d)). The
differences of synchronization ability between these two casesmay provide significant strategies for
synchronization optimization in real system.

Figure 5 plots several typical features of the oscillatory state for both cases. In contrast to themetastable state
reported in [21], where the system (the order parameter) experiences a long-lasting fluctuation near the critical
point of the travelling-wave state (a signature of a hybrid phase transition), here we find that the oscillatory state
behaves as a stable periodic-T vibration of the order parametersZ1,2 without any fluctuation (figures 5(e) and
(f)). In addition, the oscillatory state takes place in a particular regime (κc,1<κ<κc,2) [31–35], where the
incoherent state loses its stability and phase-locked state is empty. As a type of time-dependent clustering state, a
number of phases appear locked according to their natural frequencies (see figures 5(a) and (b)). Consequently,
the effective frequencies averaged in long time limit correlate in away that they converge to a common value
w pá ñ =  T2i [36] (figures 5(c) and (d)). It should be pointed out that the instantaneous velocities of all
oscillators within each group are distinct, which leads to the oscillation of the order parameters [37].We argue
that the onset of such state is related to theHopf bifurcation in the phase space characterized by nonzeroΩc, and
it disappears atκc,2 accompanying saddle-node bifurcation of the phase-locked state.
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5. Conclusion

In summary, we extended theKuramotomodel, and accounted for both in- and out-coupling heterogeneity.We
reveal a type of universal phase transition from the incoherent state to the phase-locked state via an oscillatory

Figure 4.Phase diagrams of the order parametersR,D versus the coupling strengthκ. Panels (a) and (b) refer to the out-coupling case,
panel (c) refers to the in-coupling case, and panel (d) reports the difference of the order parameters between (a) and (c). The red circles
are the results of numerical simulations forN=100 000,Δt=0.01with a fourth-order Runge–Kutta integration scheme, and the
distribution of the natural frequency is uniform (equation (2),Δ=1). The total running time is t=500 and the order parameters are
averaged over the lastΔt=50. The blue solid lines are the theoretical predictions from self-consistent equations for q>qc, and the
green dashed lines refer to the case q<qc. The colourful shadows in (a)–(c) are the regions where the oscillatory state exists.

Figure 5.Typical features of the oscillatory state. The left panels refer to the out-coupling case (κ=2.5) and the right panels refer to
the in-coupling case (κ=1.9). Panels (a) and (b) report the instantaneous phases θi versusωi, while panels (c) and (d) report the
effective frequencies wá ñi versusωi. Panels (e) and (f) are time series of the order parametersZ1,2, whereZ1,2 are purely real. Pink
representsZ1 and green representsZ2.
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state without any repulsive coupling. The critical points for the occurrence of the coherent states and stable
solutions of the phase-locked states are obtained analytically, and the predictions have been perfectly supported
by numerical simulations. A simple stable condition for the formation of the phase-locked state is provided in
terms ofmatrix analysis theory, and in full consistencywith theOtt–Antonsen analysis in the limit  ¥N .
This work not only enhances our understanding of dynamical phase transitions in coupled oscillators with
general heterogenous coupling, but also sheds light on synchronization control and optimization.
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