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Abstract 

Terminological Logics are knowledge representation formalisms of con­
siderable applicative interest, as they are specifically oriented to the 
vast class of application domains that are describable by means of 
taxonomic organizations of complex objects. Although the field of 
terminological logics has lately been an active area of investigation, 
few researchers (if any) have addressed the problem of extending these 
logics with the ability to perform default reasoning. Such extensions 
would prove of paramount applicative value, as for many application 
domains a formalization by means of monotonic terminologicallogics 
may be accomplished only at the price of oversimplification. In this 
paper we show how we can effectively integrate terminological rea­
soning and default reasoning, yielding a terminological default logico 
The kind of default reasoning we embed in our terminologicallogic is 
reminiscent of Reiter's Default Logic, but overcomes some of its draw­
backs by subscribing to the "implicit" handling of exceptions typical 
of the Multiple Inheritance Networks with Exceptions proposed by 
Touretzky and others. 

Keywords : Knowledge Representation, Knowledge Acquisition, Multiple 
Inheritance, Non-monotonic Reasoning 
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1 Introduction 

Terminological Logics (TLs, variously known as Frame Representation Lan­
guages or Concept Description Languages) are knowledge representation for­
malisms of considerable applicative interest, as they are specifically oriented 
to the vast class of application domains that are describable by means of 
taxonomic organizations of complex objects. 

Unlike better known logics (such as e.g. FOL), the primary syntactic 
expressions of TLs are terms, denoting monadic or dyadic relations on the 
domai n of discourse. In generaI, the language of a TL consists of a number 
of term-forming operators by means of which one may build complex terms 
starting from a basic repertory of simple terms (viz. predicate symbols). By 
virtue of the semantics of such operators, a partial order is induced on the 
terms so defined, giving to a terminological KB the characteristic "hierarchi­
cal" (or taxonornic) structure of a directed acyclic graph. 

The field of TLs has lately' been an active area of research, with the 
attention of researchers especially focusing on the investigation of their logical 
and computational properties. Nevertheless, few researchers (if any) have 
addressed the problem of extending these logics with the ability to perform 
default reasoning, a kind of non-monotonic reasoning that is to be applied 
whenever the rules involved allow for exceptions. 

Non-monotonic reasoning has been formally addressed in various ways, 
leading to the development of a variety of formalisms, most of which belong 
to the offspring of Doyle and McDermott's Nonmonotonic Logic [3], Re­
iter's Default Logic [13] and McCarthy's Circumscription [8]. Each of these 
formalisms may be seen as extending FOL with non-monotonic reasoning 
capabilities of some kind. Given that TLs may be viewed as (pragmatical1y 
and computationally interesting subsets of FOL, one might be led to think 
that a simple integration of default and terrninological reasoning could be ob­
tained by simply considering one of the non-monotonic formalisms mentioned 
above and restricting it to deal with the chosen TL, rather than with FOL 
tout couri. Unfortunately, these non-monotonic formalisms, besides having 
unattractive metalogical and computational properties, suffer from a prob­
lem that hinders their use in KR contexts requiring that KB construction be 
accomplished in an incrementaI fashion. We call this problem the Exceptions 
Explicitation Problem (EEP). 

Incrementality of KB construction is an asset of KB management systems 



that hardly needs to be argued foro Large KBs are the result of an evolu­
tionary process, both because knowledge entry is a time-consurning process 
and because knowledge may simply become available at later stages of the 
processo Also, when a large KB is built by this "stepwise refinement" pro­
cess, it is highly desirabie that the refinement consists in the plain, piecemeal 
addition of new knowledge chunks rather than in a time-consurning revision 
(with possibly ensuing deletion) of pre-existing chunks. 

In the full paper [15] we discuss, by means of concrete examples, the EEP 
and how it manifests itself, for example, in the context of Nonmonotonic 
Logic (NML) (to this respect, other formalisms such as Default Logic and 
Circumscription behave in a completely analogous way); we also discuss how 
the addition of an NML formula to a KB calls for a revision of the pre-existing 
KB that may in generaI require repeated calls to the NML theorem prover, an 
endeavour that we deem absurd, given the intractability and undecidability 
of NML. The net effect is that, unless the construction of the KB is realized 
in a completely static (non incrementaI) way, the problem of KB construction 
in NML is in fact an unsolvable problem. 

While the generaI non-monotonic formalisms mentioned above are af­
fected by the EEP, this is not true of the formalisms for Multiple Inheritance 
Networks with Exceptions (MINEs), a popular, albeit less generaI, class of 
non-monotonic KR languages oriented to the representation of taxonomic 
knowledge (see e.g. [16]). Such languagesare less expressive than the more 
generaI non-monotonic formalisms mentioned above, in the sense that they 
only allow for monadic predicate symbols, a lirnited use of negation and 
no disjunction at allo For our purposes, it is also essential to observe that 
their monotonic fragment is far less expressive than TLs as, having no term 
constructors in their syntactic apparatus, they only allow the definition of 
taxonomies of simple predicate symbols. 

MINEs do not suffer from the EEP because they implement an implicit 
handling of exceptions by exploiting the partial ordering given by the taxon­
omy: as a first approximation we can say that, in case of conflicts, a "default 
rule" a -+ b is preferred to another default rule c f+ b if the precondition of 
the first precedes the precondition of the second in the ordering. In other 
words, the implicit handling of exceptions obeys the so-called specialization 
principle, according to which "c·onflicts" are to be solved by preferring the 
properties belonging to a subclass over those belonging to a superclass. 

In this paper we will show how we can effectively extend TLs in such a 



way that they allow a brand of default reasoning that obeys the specializa­
tion principIe, thus creating a Iogic that combines the tools for describing 
taxonomic organizations of complex objects which are typicai of TLs, the 
abiIity to describe default information which is typicai of generaI nonmono­
tonic formalisms, and the incrementaIity in KB construction which is typicai 
of MINEs. Such an endeavour constitutes perhaps the first completely formaI 
realization of the notion of "frame" as originally proposed by Minsky [9], a 
notion that was intended to describe a highIy structured aggregate of knowl­
edge allowing the description of "prototypical" knowledge and resulting in 
KBs of "taxonomic" formo We will call our logic TV.c- (Terminological 
Default Logic-the "-" superscript distinguishes it from an earlier version). 

This paper is organized as follows. In Section 2 we formally introduce the 
syntax and the semantics of the monotonic fragment of TV.c-. In Section 3 
we deai with the non-monotonic part of TV.c-, describing the notion of 
"extension" of a set of TV.c- formulae (i.e. the set of conclusions that may 
be derived from these formulae) ·and some of its properties. In Section 4 we 
discuss an algorithm that computes an extension of a set of TV.c- formulae 
(when it exists), and discuss the issue of the computationai complexity of 
TV.c-. For reasons of space, the proofs of the propositions and theorems 
stated in this paper are omitted; see [15] also for a more detailed account of 
the logical and computational properties of TV.c-. Section 5 concludes. 

2 The monotonic fragment of T1J,C-

The TV.c- Iogic, Iike many other TLs, allows the specification of three funda­
mental types of terms: frames, slots and individuai constants. Frames (also 
known as concepts) are terms denoting sets of individuals, and are, so to 
speak, the first-class citizens of TV.c-. Slots (also known as mles) are terms 
denoting binary reiations between individuals; their function is to allow the 
specification of structurai constituents of frames. IndividuaI constants denote 
individuais of the domai n of discourse. For exampIe, the basic repertory of 
simpie terms (called atoms) that are used in order to buiId more complex 
terrns might contain the frame Polygon, denoting the set of polygons, and 
the siot Side, denoting all those 'pairs of individuals (x, y) such that y is one 
of the sides of Xi this would allow the definition of more complex frames, 
such as e.g. the term VSide.Polygon, denoting the set of those individuais 



whose sides are alI polygons (i.e. the set of polyhedra), and to subsequentIy 
define other frames by using those defined before. 

In order to introduce the syntax of TV C- we will need three disjoint 
alphabets: an aIphabet I of individuaI constants (with metavariabies i, iI, 
i 2 , .•• ), an aIphabet MP of monadic predicate symbois (with metavariabies 
M, MI, M2, ... ) and an aIphabet DP of dyadic predicate symbois (with 
metavariabies D, DI, D2, ... ). The syntax of TVC- is specified by the 
following definition. 

Definition 1 A frame in TV C- is defined by the following syntax: 

Ft, F2 -t FI n F2 I M I .M I VS.FI I .l I T 
S -t D 

We will use metavariabies F, F I , P2 , ••• ranging on frames and metavariabies 
S, Sl1 S2' ... ranging on slots. 

Let us now switch to the formaI semantics of TVC- frames. The meaning 
of the Iinguistic constructs introduced above may be given in terms of the 
notion of extension function. 

Definition 2 An interpretation I over a nonempty set of individuals V is a 
function that maps elements of M P into subsets ofV, elements of DP into 
subsets ofVxV, and elements of I into elements ofV such thatI(il ) =I I(i2) 
whenever il =I i2. We will say that I is an extension function iff I(.l) = 0, 
I(T) = V, I(.M) = V \ I(M), I(FI n F2) = I(FI ) n I(F2), I(VS.F) = 
{x E V I Vy: (x,y) E I(S) =? Y E I(F)}. • 

We next introduce a feature of the Ianguage that allows us to associate names 
to complexframes, with the net effect that we will be able to define new 
frames using names instead of the corresponding complex frames. 

Definition 3 A naming is an expression of the form M == F or of the 
form M <: F, where F is a frame and M an element of M P. An extension 
function I over a nonempty domain V satisfies a naming 8 iff I( M) = I( F) 
if 8 = M == F, and I(M) ç I(F) if 8 = M <: F. • 

Namings of type M == F define necessary and sufficient conditions for an in­
dividuaI to be in the extension of M, while the conditions defined by namings 
of type M <. Fare necessary but not sufficient. 



Our Ianguage aiso allows the expression of assertions, stating that indi­
viduaI constants are instances of frames and pairs of individual constants are 
instances of sIots. 

Definition 4 An assertion is an expression of the form i1:F or (iI,i 2 }:S) 
where il, i 2 are individuaI constants) F is a frame and S is a slot. An ex­
tension function I over a nonempty domain V satisfies an assertion a iff 
I(i1 ) E I(F) ifa = i1:F and (I(id,I(i 2 )} E I(S) ifa = (illi 2 }:S. I 

The notion of satisfiability of a T-set n (i.e. of a set of namings and asser­
tions), and that of a model of a T -set n may be defined in the obvious way 
(see [15]). 

Definition 5 Let n be a satisfiable T-set) and- let MI! M 2 be two elements 
of M P. We say that MI is subsumed by M 2 in n (written MI jn M 2) iff for 
every model I of n it is true that I(Md ç I(M2 ). We say that n logically 
implies an assertion a (written n 1= a) iff a is satisfied by all models ofn. I 

The following definition formalizes what namings and assertions follow from 
a T-set n. 

Definition 6 Let n be a satisfiable T-set. The transitive closure of n (writ­
ten TG(n)) is the set n U {a I n 1= a}. I 

Observe that 1= is defined for assertions only: this means that a set n differs 
from TG(n) only in the assertions it contains. It is easy to show that TG is 
monotonic (i.e. if n ç n', then TG(n) ç TG(n')), and that TG is in fact a 
closure (i.e. TG(n) = TG(TG(n))). 

3 Default reasoning in T1J.c-

U P to now we have described thc:: monotonic fragment of TV.c-. Let us now 
discuss the addition of non-monotonic features. 

Definition 7 A default is an expression of the form M 1--7 S.F! where M is 
an element of M p! S is a slot and F is a frame. I 



Informally, M f-> S.F means: "if i is an M such that i' is an S-filler of i and 
the assumption that i' is a F do es not lead to a contradiction, assume it". 
For example, the default IU f-> FM. I means: "if i is an ltalian university and 
i' is a faculty member of it and the assumption that i' is Italian do es not lead 
to a contradiction (i.e. we do not- know that he is not an Italian), assume it". 

The particular syntax we have chosen for defaults is due to the following 
reasons: 

1. an analysis of the literature concerning the interaction between frames 
and default knowledge, ranging from the more informaI and impression­
istic proposals (such as those of e.g. [9,14]) to more formally justified 
ones [2,11], reveals that default rules with consequents in a "slot-filler" 
form have always been identified as the most natural way in which to 
convey default frame-like knowledge; 

2. this type of default rules are sufficient to highlight the problems result­
ing from the interaction between default knowledge and terminological 
knowledge; on the other hand, the extension to other forms of defaults 
(such as e.g. those involving numeri c restrictions) is conceptually easy, 
but does not teach us much with respect to the issue of the integration 
between default and terminological reasoning. 

We may now define what we mean by a TV C- theory. 

Definition 8 A TVC- theory is a pair T = ('lI,.6.), where 'li is a satisfiable 
finite T-set, and .6. is a finite set oj dejaults. I 

We are now able to define what the extensions of a TVC- theoryare. Infor­
mally, by the term "extension" we mean the set of assertions and namings 
that we can reasonably believe to be true as a consequence of the theory. 
For instance, if we knew that the U niversity of Bellosguardo is an Italian 
university, that Professor Dolcevita is a faculty member thereof, and that 
the faculty members of Italian universities are typically Italian, we would 
like to conclude (formally: to be included in the corresponding extension) 
that Dolcevita is an Italian. 

Our definition of "extension" is similar to the one given by Reiter for De­
fault Logic, i.e. an extension is a fixpoint of a consequence relation. However, 



unlike in Default Logic, the specialization principle is "wired" in our defini­
tion: in the presence of conflicting defaults, the one with the more specific 
premise will be preferred. For instance, suppose that, besides the fact that 
the faculty members of Italian universities are typically Italian, we also knew 
that the faculty members of South Tyrolean universities are typically not 
Italian; knowing that South Tyrolean universities are Italian universities l , 

that the University of Pflunders is a South Tyrolean university, and that 
Professor Katzenjammer is a faculty member thereof, we will be able to de­
rive, as desired, that Katzenjammer is not Italian. Such a conclusion could 
not be drawn if we simply confined ourselves to employing the terminological 
subset of Default Logic (or, for that matter, of any generaI non-monotoni c 
formalism): the specializazion principle embodied in Definition 9 plays a 
criticaI role in the inferential behaviour displayed by our formalismo 

Definition 9 Let T = ('l1,~) be a TV.c- theory. Let r be an operator sueh 
that, for any satisfiable T-set D, r(D, T) is the smallest satisfiable T-set 
satisfying the following closure eonditions: 

1. 'l1 ç r(D, T); 

2. r(D, T) = TC(r(D, T)),. 

3. for all defaults MI 1-+ S.FI E ~, for alI assertions il :MI E r(D, T) 
sueh that (iI, i2):S E r(D, T), it happens that i 2 :FI E r(D, T), unless 
there exists an atom M 2 sueh that 

(a) i I :M2 E D and M 2 ~n MI; 

(b) M2 1-+ S.F2 E ~,. 

(e) D U {i2 :FI n F2} is unsatisfiable. 

A satisfiable T-sd [ is an extension of the TV.c- theory T iff [ = r( [, T), 
i.e. iff [ is a fixpoint of the operator r. • 

Conditions 1 and 2 are obviously to be satisfied if we want "extensions" to 
be "sets of conclusions" according to the sense generally accepted in KR. 
Condition 3 embodies the specialization principle: if a default MI 1-+ S.FI is 
"applicable" and (Conditions 3a,3b,3c) there is no evidence contradicting the 
conclusion of the default (i.e. il does not belong to any subclass of MI which 

lSouth Tyrol is, in fact, a German-speaking region of Italy. 



is the premise of a default whose conclusion would be inconsistent with F1 ), 

then the default may be safely applied and the conclusion drawn. 
We now consider an example to show how Definition 9 works, and, in 

particular, how 71)1:,- employs an implicit handling of exceptions. 

Example 1 Let 7 = (w, 6.) be the 71)1:,- theory that formalizes our "Pro­
fessors" example, with W = {b:IU, (b,d):FM, p:STU, (p,k):FM, STU ~ IU} and 
6. = {IUt-tFM.I, STUt-tFM .• I}. Let E = TC(WU{k:.I,d:I}) and r(E, 7) = 
E. It is not hard to show (see [15]) that f(E,7) satisfies the conditions of 
Definition 9; therefore E is an extension of 7. 

It is important to observe that the same example may be formalized, 
for example, in Nonmonotonic Logic, only at the price of a cumbersome 
operation of "exceptions explicitation", i.e. by imposing the following set of 
aXlOms. 

VxVy IU(x) 1\ FM(x,y) 1\ M[I(y) 1\ .STU(x)] =? I(y) (1) 
Vx STU(x) =? IU(x) (2) 
VxVy STU(x) 1\ FM(x,y) 1\ M[.I(y)] =? .I(y) (3) 
IU(b) 1\ FM(b,d) ASTU(p) 1\ FM(p,k) (4) 

As Axiom 1 shows, in NML we must make explicit the fact that a South 
Tyrolean university is an exceptional Italian university relatively to the citi­
zenship of its faculty members; in 71)1:,- this is not necessary, and, as hinted 
in Section 1, this allows KB update to be completely additive. I 

In [15] we use Example 1 to show that 71)1:,- is in fact non-monotonic. 
We go on to discuss some properties of the notion of extension as for­

malized in Definition 9. The following proposition parallels the one given by 
Reiter for Default Logic, stating that extensions are "maximal" sets. 

Proposition 1 Let 7 = (W,6.) be a 71)1:,- theory, and let El and E2 be 
extensions oj 7. Ij El ç E2, then El = E2 • I 

Similarly to what happens in most non-monotonic formalisms, some 71)1:,­

theories have more than one extension; in particular, the number of exten­
sions can be exponential with respect to the size of the 71)1:,- theory, as the 
following proposition shows. 



Proposition 2 There exists a 7V.c- theory T such that the number oJ ex­
tensions oJ T is exponential with respect to the size oJ T. • 

This proposition is proven by showing that there exists a TV.c- theory T 
that contains 0(ITI2) "Nixon Diamonds", which leads to the existence of 
0(21712 ) extensions. Although the number of extensions can be very large in 
the worst case, this needs not be the case in actual KBs. Furthermore, this 
exponential number of extensions is not a characteristic of TV.c- itself, but 
is common to aH standard non-monotonic formalisms: the "Multiple Nixon 
Diamond" can be easily formulated in these formalisms, giving rise to the 
same phenomenon. 

U nfortunately, some TV.c- theories may not have extensions. 

Proposition 3 There exists a TV.c- theory wjth no extensions. • 
This is proven by showing that the sample theory T = (W, ~), with W ={ a:A, 
(a,a):S,A=BnC, D=BnCnE} and ~ = {AI-+S.E, DI-+S.-1}, has no extensions. 
In [15] we argue that it would not be easy to find sublanguages of TV.c­
such that the existence of at least one extension is always guaranteed: in fact, 
removing from TV.c- the causes that are responsible for the non-existence 
of an extension for theory T wotild dramatically curtail the expressive power 
of the language itself. 

4 Computing an extension ofa TDC- theory 

In this section we will discuss the properties of the EXT (nondeterministic) 
algorithm that computes (when it exists) an extension of a TV.c- theory. 

EXT is heavily dependent on the decision of the monotonic fragment of 
TV.c-, i.e. of the :::50 and 1== relations. It is well-known (see [6]) that in most 
TLs (and the monotonic fragment of TV.c- is no exception), deciding :::50 
can be reduced to the decision of 1==, and that the decision of 1== can in turn 
be reduced to deciding unsatisfiability2. 

There exists a weH-known technique, based on constraint propagation 
(see [6]), for deciding unsatisfiability in TLs. By using this technique, it may 
be shown that it is decidable whether a finite and "acyclic" T-set (i.e. a T­
set that contains no namings in which the definiendum is defined in terms of 

2The unsatisfiability problem is the problem of deciding if a T-set n is unsatisfiable. 



itself) is unsatisfiable. By considering acyclic T'DC- theories only, we can 
profitably exploit this result. 

Definition lO Let T = (w,.6.) be a T'DC- theory. Then T is acyclic iff 
<l> = {TIT is a naming in W} U {M ~ F:M f-t S.F E.6.} is acyclic. I 

In [15] we present the EXT algorithm for computing an extension of an acyclic 
T'DC- theory by a seri es of successive approximations Di. If two successive 
approximations are the same set Dn, the algorithm is said to converge, and Dn 
is a finite and acyclic T-set such that TC(Dn) is an extension of the theory. 
EXT contains a loop inside which a nondeterministic choice is made of which 
default to consider for expansion. Generality requires this nondeterminism, 
since T'D C- theories need not have unique extensions. 

The folIowing correctness and completeness' theorem states that alI and 
only the extensions of a T'D C- theory T can be computed by the algorithm. 

Theorem 1 Let T = (w,.6.) be an acyclic T'DC- theory. E is an exten­
sion oj T iff the application oj the EXT algorithm to T has a converging 
computation such that Dn = Dn-I and TC(Dn) = E. I 

The following is an example of a non-converging computation. 

Example 2 Consider the acyclic T'DC- theory T of Proposition 3. It turns 
out that each approximation Di is such that D2k = W and D2k+l = W U { a:E}, 
for each k :2: O. Therefore D2k :f. D2k+l for each k :2: O, and the computation 
never stops. I 

The next corolIary folIows from Theorem 1. 

Corollary 1 The set oj extensions oj an acyclic T'DC- theory is recursively 
enumerable. I 

Finally, we discuss some issues related to the computational complexity of 
T'DC-. To this respect, it is fundamental to observe that, if we add an 
assertion a to D, :::So do es not change, as the following proposition states. 

Proposition 4 Let D be a T-set in T'DC- J MI and M 2 two elements oj 
M P J and a an assertion. Then MI :::SOu{a} M 2 iff MI :::So M 2 • I 



This also means that, if we want to compute an extension of a TVC- theory 
T = (w, ~), it suffices to compute :::S1l1 at the beginning of the computation, 
once for alI. Unfortunately, deciding :::S1l1 is co-NP-complete, as shown in [12]. 
Luckily, this is a worst case behaviour that seldom occurs: if we make some 
reasonable assumptions (see [12]) on the form of w, it can be shown [15] that 
checking if MI :::S1l1 M 2 holds is computable in O(slogs), where s = 1'111. 

5 Conclusion 

In this paper we have shown how we can extend terminological logics in 
such a way that they allow a brand of default reasoning that obeys the 
specialization principle, thus creating a formalism (which we have dubbed 
TV C-) that combines the tools for describing.- taxonomic organizations of 
complex objects which are typical of TLs, the ability to describe default 
information which is typical of generaI nonmonotonic formalisrns, and the 
incrementality in KB construction which is typical of MINEs. 

This has been obtained by relying on the notion of "extension of a TVC­
theory", a notion that has been defined in the style pioneered by Reiter in 
his Default Logic, i.e. as a fixpoint of a consequence relation. We have 
al so studied a number of properties of TV C- related to issues such as the 
existence and the uniqueness of extensions, and the complexity of TVC­
reasonmg. 

The language of TVC- has been designed with the aim of providing a 
minimal framework allowing to study the interaction of terminological and 
default information in a meaningful way. Quite obviously, extensions to this 
framework may be conceived that enable the expression of default informa­
tion of a nature different from the one considered here. 
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Abstract 

We propose relevance logics as a possible foundation for information 
retrieval and indicate research directions to this end. 

1 Information retrieval and relevance 

As recently pointed out by van Rijsbergen [13], the discipline of Information 
Retrieval (IR) is scientific, in the sense that its underlying methodology is 
heavily dependent on the experimental method: the design and implementa­
tion of an IR system is followed by a phase of testing experiments in which 

1. the system is confronted with a series of queries formulated by a person 
taking part in the experiment and playing the part of the user; 

2. the system evaluates these queries against a body of information, thus 
retrieving the information that, according to the retrieval strategy un­
derlying the system, is deemed relevant to the "user" queries; 

3. the user judges the relevance of the information the system has retrieved 
(in terms of precision and reca10, presumably bringing to bear his/her 
own understanding of what the queries were intended to mean. 
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This cycle is performed repeatedly, with a number of sample queries being 
proposed to the system, and a corresponding number of "relevance judge­
ments" being made by the user; these combined "relevance judgements" are 
the only parameters that, in the end, concur in finally assessing the adequacy 
of the system. 

Relevance is then the most criticaI parameter in the evaluation of IR 
systems; bulding systems that perform the retrieval of relevant information 
only may thus be considered the most important issue in IR. U nfortunately, 
the primacy of relevance in the whole IR discipline is also the primary cause 
that has hindered, up to now, the development of a theory of IR. In fact, 
reievance is not a formally and clearly defined notion; what reievance is, in 
other words, is defined by the user from time to time and from experiment 
to experiment, and is then heaviIy dependent on judgements where highIy 
subjective and scarceIy reproducibie factors are brought to bear. The very 
possibility of a theory of IR is then dependent on the possibility of giving 
a formai definition of what reievance is, a definition capable of abstracting 
from the subjective and contingent factors inherent in the operationai view 
of reievance described above. 

2 Mathematical logic, conditionals and rel­
evance 

Some recent works (see e.g. [13]) have thus addressed the foundationai prob­
lem of IR by trying to give a formaI notion of relevance based on mathematical 
logico These researches have shown how the reievance of a document d to a 
query q may naturally be understood in terms of a conditional (sometimes 
also called an implication) d -t q, where the "-t" symbol is the particular 
conditional notion formalized by a given logico The foundationai problem has 
then become the problem of singling out the Iogic (or those Iogics), among 
the ones that deal with conditional notions at all, whose conditional takes 
into account "relevance" as a criticaI factor. 

The history of logic has seen a flurry of logics motivated by the need to 
give a natural account of the conditional. Classical logic itself possesses a 
well-known conditional notion, material implication (denoted by the symbol 
":)"). However, material implication has often been criticized, on the account 
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that it licenses paradoxical sentences as theorerns of the pure calculus; for 
instance, the sentence (a :J (b :J a)) (asserting that a true proposition is 
implied by any proposition) is a theorem of classicallogic, a state of affairs 
that is questionable at best. The driving force behind the development of 
modal logic was exactly the desire to provide a conditional notion that did 
not faH short of the paradoxes of material implication. U nfortunately, the 
conditional notion formalized by modal logic (called strict implication, and 
denoted by the symbol ""-+"), although solving the paradoxes of material 
implication, suffers from paradoxes of its own, making it a no more viable 
alternative than classical logici for instance, the sentence (La :J (b "-+ a)) 
(asserting that a necessary proposition is strictly implied by any proposition) 
is a theorem of modallogic, a no'less paradoxical fact than the one discussed 
above. 

From our standpoint of would-be IR theorlsts, it is interesting to note 
that some of the paradoxical sentences belonging to classical and modallogics 
are actually conditional sentences that suffer from jallacies oj relevance: in 
other words, they are theorems of the given logic even ij their premise is not 
relevant to their conclusion. For instance, the fact that (a :J (b :J a)) (resp. 
(La:J (b"-+ a))) is valid in classical (resp. modal) logic should strike one as 
peculiar, in that in any of these cases the fact that b holds does not have any 
"relevance" to the fact that a holds! For example, although a man asserting 
that "if Fermat's last conjecture is true, then Rome is the capitaI of ltaly" 
would assert a true sentence according to most logicians, he would simply 
utter nonsense according to the man in the street! Indeed, the tradition of 
modern logic that has departed from Frege and Russel-Whitehead, seems to 
have proceeded without paying too much attention to relevance, somehow 
implicitly assuming that this notion belonged more to the realm of rhetorics 
than the one of logico 

3 Relevance logics 

Among the first to take such a stand, Nelson [lO] has argued that, in order 
for any conditional notion "-t" to be adequate, a sentence such as a -t b 
should be valid only if there be "some connection of meaning between a and 
b". To the surprise of many orthodox logicians, the idea of a "connection of 
meaning between a and b" (or, more generally, the idea of a being relevant 
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to b) has been shown to be amenable to formaI treatment by a number of 
logicians who have defined a class of logical calculi called relevance or relevant 
logics [1,5]. 

Relevance logics attempt to formalize a conditional notion in which rele­
vance is a primary concerno By doing this, they challenge classicallogic in a 
number of ways [6], i.e. by introducing a new, non truth-functional connective 
(denoted by "-+") into the syntactic apparatus of classicallogic, by rejecting 
some classical rules of inference for classical connectives, and by changing 
the notion of validity itself by "wiring" into it considerations of relevance. 

As with modal logics, there àre many relevance logicsi some of them are 
ordered with respect to expressive power, while some of them are incommen­
surable with respect to this dimensioni more importantly, different relevance 
logics formalize a different notion of relevance. 

4 Towards a relevance logic of information 
retrieval 

The aim of this document is to suggest that relevance logic is a promising 
candidate to become the logic of information refrieval. In fact, even a brief 
analysis of the motivations put forth by relevance logicians and by IR theo­
rists, respectively, indicates a surprising coÌncidence of underlying tenets and 
purposes. Therefore, it seems just natural to think that, if we view retrieval 
as essentially consisting of a disguised form of logical inference [13], IR and 
relevance logic might constitute the engineering side and the theoretical side 
of the same coin. As a consequence, it seems just natural to investigate 
the relationships between the two disciplines, with the aim of establishing 
relevance logic as a foundation of IR. 

This investigation should be structured according to the points illustrated 
in the following subsections. 

4.1 Pre-theoretic foundations 

Before diving into formaI complexities, an empirical study should be under­
taken, with the principal aim of assessing whether there is an actual and 
deep coincidence of views between logicians and IR theorists that attempt 
to establish the notion of relevance as the cornerstone of their theories. This 
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investigation may largely proceed without concerns about mathematical de­
tails. Among other things, it should compare the different notions of rele­
vance formalized by the different -relevance logics, and look for the ones whose 
underlying motivations comply most with the principles of information re­
trieval. 

We think it would be promising to start the investigation from a specific 
relevance logic that seems to comply with some of the requirements of the 
IR world: the logic Efde of tautological entailments [4]. Efde is the fragment 
of the relevance logics E and R (called the logic of entailment and the logic 
of relevant implication, respectively) that deals with first degree entailments 
only, i.e. pairs of propositional (classical) formulae separated by one "-+" 
symbol. This logic seems well suited to formalize a state of affairs in which 
both document and query have a boolean representation, and in which the 
relevance of one to the other is the parameter cl interest. 

4.2 FormaI foundations 

A formaI study should then be undertaken, aimed at investigating the role 
of the logic which has supposedly been chosen in the preceding phase, and 
extending it in various ways. This study should address the following aspects: 

Basic Logic 

A basic version of the logic which is compatible with the meaning represen­
tation chosen for documents and queries should be produced. For instance, if 
our model for representing documents contemplates a representation in terms 
of sets of keywords, it will be useful to investigate the fragment of the chosen 
logic that deals with implications whose antecedents may only be in the form 
of a conjunction of simple propositions. This logic should be amenable to 
extensions, as indicated in the following points, and it is therefore essential 
its being equipped with a formaI and intuitive semantics. This is the case of 
Efde, whose four-valued semantics was developed independently by Belnap 
[2,3] and Dunn [4]. 

Computational Properties 

The computational properties of the logic should be investigated. As the logic 
is the theoretical basis of a software system which must deal with on-line re­
quests, it must allow efficient implementations of its inference apparatus. 
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This investigation should produce a mapping, taking classes of the decision 
problem of the logic (" Does a entail f3?") w hich are significant to Informa­
tion Retrieval, into computational classes, ranging from the undecidable to 
complexity classes [7]. This mapping will play a centraI role in the design of 
the inference engine of the Information Retrieval system: should intractabil­
ity ari se for relevant classes of the Information Retrieval problem, ad hoc 
heuristics will have to be devised to cope with such cases. 
The computational properties of Efde have been partially investigated. While 
deciding entailment in the generaI case is likely to be intractable (techni­
cally, the problem is co-NP-complete [11]), whenever a and 13 are formulae 
in Conjunctive Normal Form, th.ere exists a O(lal . 1(31) algorithm that tests 
if a -t 13 holds [9]. While this provides further evidence to the suitability 
of Efde as a logic for Information Retrieval, the investigation on the com­
plexity of tautological entailment must clearly be extended to other classes 
of formulae. Turning to quantification, first-order tautological entailment is, 
unfortunately, powerful enough so that first-order logical implication can be 
reduced to it, thus sanctioning its undecidability [11]. There are, however, 
neighbor notions of entailment that are decidable, and that have been used 
in Knowledge Representation to model tractable forms of reasoning on be­
liefs [8]. The suitability of these notions to Information Retrieval must be 
investigated, pursuing further the study of their computational properties, 
in case they turn out to be appropriate for Information Retrieval. 

Extensions 

The basic logic should be extended with notions that are significant to In­
formation Retrieval. While the decision problem we have mentioned in the 
previous point takes the form of a yes/no question, it is often the case, in 
designing an Information Retrieval system, that one wants to measure how 
well a document fits a query. On the basis of this measure, documents that 
do not qualify but that are "noi too far" from the query may be accepted 
in the query result, whereas documents that qualify but "worse" than others 
may be rejected. Such a notion has to be embedded in the logic in a princi­
pled form, otherwise the meaning of inferences will be lost. As anticipated 
in the first point above, the logic Efde lends itself to extensions very well, as 
it has a clean and intuitive semantics, which can be used as a basis of any 
further addition to the world of relevance. 
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Multiple representations 

The relevance logic-based representation and reasoning should be integrated 
with other representations of documents, to which other inference mecha­
nisms are associated. It is believed that the current limitations of Information 
Retrieval systems may be partly overtaken by providing such systems with 
multiple representations of the same document, which allow the exploitation 
of the different perceptions different users typically have of the same docu­
ment, or the same user has of different documents. As an example, the system 
may support the representation of a document as a structured, complex ob­
ject, whose components are objects themselves, which, being meaningful to 
the users, can be used in stating the users' requests. Furthermore, the user 
may have some knowledge abo1.it a document and its contents that he/she 
wants the system to be able to store and (in aJimited form) reason about. 
This is especially the case with multimedia components such as images, where 
an interpretation is usually associated to an image so that the system can 
answer to contents-oriented requests on that image. For aH these represen­
tations, a standard logical representation seems to be appropriate, as it has 
emerged from the conceptual modeHing of database applications [12]. So, in 
fact, what this aspect amounts to is the inclusion in the logic being discussed 
of a fragment of first-order logic, which be expressively adequate to the al­
ternative representations of a document, and computationally tractable with 
respect to the kind of inferences required on these representations. 

4.3 Engineering 

An implementative study should then be undertaken, aimed at the construc­
tion of IR systems that comply with the logic produced in preceding step, 
and at the subsequent empirical testing in real IR contexts. 
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