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Abstract: In this study, the definition of a new methodology for a preliminary evaluation of the
working boundary conditions under which a seasonal thermal energy storage (STES) system operates
is described. The approach starts by considering the building features as well as the reference heating
system in terms of solar thermal collectors’ technology, ambient heat sinks/source, and space heating
distribution systems employed. Furthermore, it is based on a deep climatic analysis of the place
where the STES needs to be installed, to identify both winter and summer operating conditions.
In particular, the STES energy density is evaluated considering different space heating demands
covered by the STES (ranging from 10% up to 60%). The obtained results demonstrate that this
approach allows for the careful estimation of the achievable STES density, which is varies significantly
both with the space heating coverage guaranteed by the STES as well as with the ambient heat
source/sink that is employed in the system. This confirms the need for careful preliminary analysis to
avoid the overestimation of the STES material volume. The proposed approach was then applied
for different climatic conditions (e.g., Germany and Sweden) and the volume of one of the most
attractive composite sorbent materials reported in the literature, i.e., multi-wall carbon nanotubes
(MWCNT)-LiCl, using water as the working fluid, needed for covering the variable space heating
demand in a Nearly Zero Energy Building (NZEB) was calculated. In the case of Swedish buildings,
it ranges from about 3.5 m3 when 10% of the space heating demand is provided by the STES, up to
11.1 m3 when 30% of the space heating demand is provided by the STES.

Keywords: seasonal thermal storage; composite sorbents; operating conditions

1. Introduction

During the last years, several initiatives have been launched by different countries to further
promote the widespread use of renewable sources, aimed at a reduction in the worldwide energy
system dependence on fossil fuels [1–4]. The vast majority of the proposed incentives are supporting
the increase of renewables’ share in the electricity production sector. Indeed, it is recognized that
the main pollution sources are represented by the fossil fuels-based big power plants, commonly
employed for the centralized production of electricity injected into the electrical grids [5]. Besides the
need for reducing the impact of fossil fuels in the electricity generation sector, it has to be considered
that, at European level, the heating and cooling sector accounts for about 50% of the overall primary
energy consumption of which 75% is still covered by fossil fuels [6]. Indeed, the renewable heating
and cooling sectors have been defined as the “sleeping giant” [7], since its further development could
help in strongly reducing the overall demand for fossil fuels as well as limiting the exploitation of
electricity for the heating and cooling provision.
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In such a background, different renewable-based technologies have been proposed for heating and
cooling applications in buildings. Among them, the most attractive is represented by solar thermal [8,9]
and biomasses [10,11]. Both technologies present the pros and cons. Heating energy produced by
solar thermal collectors does not present any pollutant by-product, since they directly convert solar
radiation into thermal energy, usually employing a heat transfer fluid (HTF) to extract the produced
heat. On the other hand, heating production is strongly variable both on a daily and seasonal basis,
being dependent on solar availability and radiation intensity. Concerning biomass heating, which is
mainly produced through combustion processes, it is characterized by a continuous provision, which
is only dependent on biomass availability. Nevertheless, this technology still presents concerns about
the emissions related to the combustion process, and, from the life-cycle perspective, it can be highly
sustainable only when the biomass comes from nearby production sites (e.g., wooded areas).

To promote the diffusion of solar thermal technology, it is, therefore, necessary to complement the
overall system with an optimized thermal energy storage (TES), able to maximize the solar energy
exploitation, by shifting the produced thermal energy from the over-production periods (i.e., high
solar irradiation availability) to the periods with scarcity or absence of solar availability. Available TES
technologies are distinguished by sensible, latent and thermo–chemical [12]. Sensible technology stores
thermal energy as a function of the temperature variation of the storage media. Accordingly, the main
parameter affecting the overall TES performance is represented by the specific heat. Latent technology
mainly exploits the phase transition, usually from solid to liquid and vice-versa, to increase the TES
density. For this technology, the crucial parameter is represented by the latent heat associated with the
phase transition of the storage media. Thermo–chemical technology exploits reversible physical and
chemical reactions to store and release heat. In this case, the heat associated with the reversible reaction
represents the main parameter. One of the main features of the thermo–chemical TES compared to both
sensible and latent TESs is represented by the possibility of storing thermal energy, virtually, without
any energy loss. Indeed, for thermo–chemical TES, the energy is stored as potential energy between
two reactants. Accordingly, as long as the reactants are kept separated, the energy is maintained stored.
Differently, both sensible and latent TESs lose part of the stored energy due to thermal losses to the
surrounding ambient.

In the case of solar thermal heat, it is evident that there is a huge mismatch between the peak of
primary source availability, occurring during the summer season, and the peak of energy demand for
space heating, occurring during the winter season. This supported the idea of promoting seasonal
thermal energy storages (STES), in which the solar energy harvested in summer is kept stored for
several months until the heating season begins. The state-of-the-art regarding installed STES is
dominated by sensible technology, as recently reported [13]. Currently, sensible STESs are installed in
31 locations in Europe. Mostly, they are based on buried water tanks, sometimes also using gravel.
Generally, since the heat losses increase as the surface-to-volume ratio increases, the size of these STESs
is quite big and more appropriate for district heating networks and large-scale buildings. To overcome
the limitations in achievable storage density and issues related to loss of energy stored during the
storage period typical of water-based sensible systems, thermo–chemical STESs were proposed for this
application [14]. Indeed, this technology can achieve high storage density, thanks to the high reaction
heat, as well as virtually no heat loss during the storage period, thus avoiding TES degradation in the
seasonal operation [15,16]. Accordingly, in the last years, several research activities have been devoted
to the development of innovative STESs based on the class of thermo–chemical TES. In particular,
since the main aim is to drive this technology with standard solar thermal collectors, thus limiting the
charging temperature in the range 80–100 ◦C, sorption technology was identified as the most suitable
for STES in buildings. Indeed, sorption, both solid adsorption and liquid absorption, mainly relies on
physical and weak chemical bonds, which require limited temperature levels (i.e., below 100 ◦C) to be
split during the charging phase [17]. At the material level, the main activities focus on the development
of novel adsorbent materials with enhanced sorption capacity and reduced driving temperature [18].
Particularly, novel composite sorbents, based on a porous structure embedding a hygroscopic salt
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were deeply investigated, varying both the porous matrix, i.e., vermiculite [19,20], silica gel [21,22],
carbon structures [23,24] and the employed salts, i.e., LiCl, CaCl2, MgSO4, SrBr2 [20–22,24–26]. Some
other activities were focused on pure adsorbent materials, belonging to the classical zeolites [27],
novel synthetic zeotypes with reduced driving temperature [28], and metal–organic frameworks
(MOFs) [29]. Furthermore, design and realization of novel sorption STES reactors, mainly at the
lab-scale for validating the technology, were also presented [14–16], demonstrating the feasibility of
the proposed concept, but further highlighting the need for design improvement, as well as a better
understanding of the system operation.

Even though it is now established that the sorption STES could be a beneficial technology for the
further deployment of solar thermal technology in buildings, there is still a lack of methodology in the
a-priori evaluation of the potential of novel sorbent materials for this application [30]. Indeed, the
sorption TES cannot uniquely be defined by the charging and discharging temperature level (as is done
for sensible and latent TESs), since both charging and discharging phases strongly also depend on the
ambient conditions, which usually represent the sink to which the condensation energy is rejected
during charging and the source from which the evaporation energy is taken during discharging. This
means that to have a thorough evaluation of the potential of a given sorption STES, a reliable analysis of
the real operating conditions under which a STES operates needs to be performed. So far, the common
approach followed to identify the charging and discharging conditions is

• Setting the expected charging temperature according to the employed solar thermal
collectors’ technology;

• Defining the condensation temperature as the average ambient temperature expected
during summer;

• Setting the adsorption temperature according to the distribution systems (e.g., radiators, fan coils,
floor heating) used in the building;

• Defining the evaporation temperature as the average ambient temperature during winter.

Such an approach brought to the wide variability of boundary conditions identified by different
authors. Indeed, Frazzica and Freni [31] evaluated possible working pairs by varying different
operating conditions, but, mostly, identifying 100 ◦C as the charging temperature coupled to 30 ◦C
as the condensation temperature, with 50 ◦C as the adsorption temperature coupled to 10 ◦C as the
evaporation temperature. Differently, Grekova et al. [32] proposed the following operating conditions,
75–85 ◦C and 30 ◦C as the charging and condensation temperatures, respectively, 35 ◦C and 10 ◦C
as the discharging and evaporation temperatures, respectively. Furthermore, several authors used
boundary operating conditions even far from real applicability, as can be deducted by the review of
Fumey et al. [14], which makes the comparison of different materials and systems either impossible
or unfair. It also has to be pointed out that all the reported analyses always consider the boundary
conditions as constant values, aiming at the development of STESs able to satisfy the entire energy
demand for the space heating of a building. This most probably represents a target excessively
optimistic both from the economic feasibility point of view as well as from the space constraints that
may limit the installation of huge STESs, especially in single-family houses.

Starting from the above-reported analysis, this paper aims at the introduction of the first unified
methodology for the evaluation of the potential of sorption STESs under real operating conditions.
To this aim, a well-defined approach is followed to identify relevant temperature levels, both during
charging and discharging phases, which will vary with the building typology targeted by the application,
the solar thermal collectors’ technology, the ambient heat rejection/supply technology as well as the
desired space-heating fraction to be covered by the STES. This approach, still lacking pure dynamic
modelling able to deeply analyse the dynamic behaviour of the system, will represent a reliable basis
for the a-priori estimation of the achievable performance of a sorption STES, especially regarding the
expected storage density and the space needed to cover a defined fraction of space heating by means
of solar energy.
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2. System Definition

When the sorption STES technology is investigated, the first distinction must refer to the type of
storage technology, which is being analysed. Indeed, sorption TESs can be operated both as a closed or
an open system [15]. The former one only exchanges energy with its surroundings, operating under a
pure working fluid atmosphere (e.g., water vapour), while the latter one exchanges both energy and
mass, usually adsorbing and releasing water vapour from/to the ambient air as a working fluid. Clearly,
from the construction point of view, the open sorption TES is less expensive and is easier to be realized,
since it does not need any special manufacturing process to guarantee a vacuum-tight system, which is
instead required for a closed sorption TES. On the other hand, the open TES is strongly affected by the
ambient conditions, since it needs sufficient ambient humidity to achieve reasonable performance,
resulting in a limiting factor for wide market penetration, especially in different dry weather locations.

In the present work, the performed analysis is therefore focused on the closed and fixed bed
reactor sorption TES application. The reference operating system is depicted in Figure 1. The sorption
TES is schematically represented by two vessels connected by an internal valve. On top, the adsorption
module, which contains the adsorbent material and the heat exchanger (HEX) to provide and extract
heat, is represented. At the bottom, the vessel containing the HEX acting as a condenser and evaporator
depending on the operating phase is depicted.
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Figure 1. Boundary working conditions for seasonal thermal energy storage (STES) during (a) charging
phase (i.e., summer season) and (b) discharging phase (i.e., winter season).

Given the highly unsteady operating conditions typical of an adsorption system, to take into
account the effect of the needed temperature difference between HTF and each component, a constant
∆T = 5 K is applied. It will be used to evaluate the most relevant operating conditions of an STES. In
particular, the following calculations will be applied:

Tdes = Tin,des − ∆T (1)

Tads = Tout,ads + ∆T (2)

Tcon = Tin,con + ∆T (3)

Teva = Tin,eva − ∆T (4)

To identify the different temperature levels characterising the storage operation, as represented in
Figure 2, once the reference building is defined along with the expected space heating and domestic
hot water (DHW) demand, the following system characteristics must be defined:

• Solar heat source installed: Once the solar thermal collector technology is defined along with the
collectors’ field sizing and the climatic conditions in which the system operates, the temperature
level that can be delivered to the STES during the charging phase, Tin,des, can be identified.
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• Ambient heat source/heat rejection: Represents the interface between the sorption STES and the
ambient. It is needed during the charging phase to dump the condensation heat and during
the discharging phase to take up the heat to evaporate the working fluid. It must be optimized
considering the climatic conditions under which the system operates. Dry re-coolers/heaters and
geothermal probes represent the main possible options, which, along with the climatic conditions,
identify both Tin,eva and Tin,con, respectively. Nevertheless, other possibilities, such as exploiting
the low-temperature heat from solar thermal collectors in winter (between 10 and 20 ◦C) to feed
the evaporator during the discharging phase, can also be investigated.

• Heat distribution systems: Represent the way in which the produced heat is transferred to the
building. Possible technologies are floor heating, fan coils and radiators. According to datasheets
and existing design rules and relative standards, it is then possible to identify the temperature
needed for each of these technologies to be properly operated, which corresponds to the Tout,ads.
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Figure 2. Steps to identify the main operating temperatures of the sorption STES.

Figure 3 schematically represents the reference system considered in the present work, which is the
one under development within the European Union (EU) project SWS-Heating. Basically, during the
charging phase, solar collectors, connected to a thermal buffer, provide high temperature to the STES
to promote the desorption. The heat of condensation is then rejected to the ambient, either through a
dry re-cooler or to into the ground by means of geothermal HEX. During the discharging mode, the
heat of evaporation can be provided by different sources: ambient heat, through the dry re-cooler,
geothermal heat, through the geothermal HEX, solar heat, through the solar thermal collectors. The
heat of adsorption is then provided to the distribution system.



Energies 2020, 13, 1037 6 of 17
Energies 2020, 13, 1037  6  of  19 

 

   
(a)  (b) 

Figure  3.  Reference  system  to  which  the  analysis  is  applied.  Charging  mode  schematically 

represented in (a) and Discharging mode in (b). 

The ambient heat source and heat rejection can be estimated by means of a climatic data analysis 

that will be described in the following section. While the temperature delivered by the solar thermal 

collectors  can be  simply  set according  to  the  common operating  conditions of  the different  solar 

thermal collectors’ technologies available on the market. 

To evaluate the temperature needed for the space heating provision, it is necessary to define the 

technology adopted. The performed calculations assume  floor heating as  the heating distribution 

technology. Indeed, the STES seems more attractive for highly efficient buildings, where floor heating 

is now the most widely employed technology. Furthermore, for sorption systems, the possibility of 

operating with low‐temperature heating devices is of utmost importance to maximise their efficiency. 

The definition of the temperature levels of the floor heating distribution system can be performed by 

following  the standards  for gas‐fired sorption devices  [33,34].  In  this case,  the supply and  return 

temperature of the fluid inside the loop can be calculated defining, as nominal operating conditions, 

the ones under which the external temperature is the minimum throughout the year, which is defined 

as  the ambient nominal  temperature, Ta,N. Under  this  condition,  the heating power  that  the  floor 

heating system can deliver is defined as 

𝑄ሶு,ே ൌ 𝑚ሶ ு்ி𝑐𝑝ு்ி൫𝑇ௌ,ே െ 𝑇ோ,ே൯  (5) 

where 𝑄ሶு,ே  represents the provided heating power;  𝑇ௌ,ே  and  𝑇ோ,ே, the nominal supply and return 

temperatures of the hydraulic HTF loop, respectively. This power represents the maximum power 

that needs to be delivered by the floor heating distribution system since it  is calculated under the 

most critical external condition. To evaluate how the power changes at higher external temperatures, 

again,  the procedure  suggested  in  [33,34] needs  to be  followed,  coupled  to  the  evaluation of  the 

heating capacity, which can be provided by the specific floor heating system, according to the EN 

442‐2 [35]. Out of this, a characteristic heating capacity can be calculated, defined as the part‐load 

ratio (PLR), according to the following: 

𝑃𝐿𝑅ሺ𝑇ሻ ൌ
𝑄ሶுሺ𝑇ሻ

𝑄ሶு,ே
ൌ ቈ

𝑇തு்ிሺ𝑇ሻ െ 𝑇
𝑇തு்ி,ே െ 𝑇




 
(6) 

It  represents  the  ratio  between  the  actual  heating  power  needed  at  the  given  ambient 

temperature, 𝑄ሶுሺ𝑇ሻ, and the nominal heating power calculated under the most severe conditions, 

𝑄ሶு,ே. These powers are represented by the difference between the average HTF temperature inside 

the loop,  𝑇തு்ி, and the reference design temperature of the heated room, Troom, commonly set at 20 

°C.  The  exponential  factor,  n,  characterizes  the  specific  floor  heating  system  and  usually  varies 

between 0.9 and 1.1. Assuming a floor heating system with n = 1, basically, the PLR has a linear trend 

between  the maximum power,  𝑄ሶு,ே , and  the minimum power, which  is equal  to zero, when  the 

ambient temperature is exactly the same as the set heating temperature, Troom. Figure 4 represents a 

Solar 
collectors

Buffer

Seasonal 
storage

Adsorber

Condenser

Dry re‐
cooler

Geothermal 
HEX

Heat 
rejection 
systems

Charging mode (Summer) a)

Solar 
collectors

Buffer

Seasonal 
storage

Adsorber

Evaporator

Dry re‐
cooler

Geothermal 
HEX

Ambient
Heat 
Source
systems

Discharging mode (Winter)

To the 
user

b)

Figure 3. Reference system to which the analysis is applied. Charging mode schematically represented
in (a) and Discharging mode in (b).

Of course, in the present study, the aim is to analyze the operating conditions of the sorbent
material. The selection of the most suitable system configuration is an engineering task, dependent on
the addressed building, the climatic conditions and also the overall cost of the installation.

The ambient heat source and heat rejection can be estimated by means of a climatic data analysis
that will be described in the following section. While the temperature delivered by the solar thermal
collectors can be simply set according to the common operating conditions of the different solar thermal
collectors’ technologies available on the market.

To evaluate the temperature needed for the space heating provision, it is necessary to define the
technology adopted. The performed calculations assume floor heating as the heating distribution
technology. Indeed, the STES seems more attractive for highly efficient buildings, where floor heating
is now the most widely employed technology. Furthermore, for sorption systems, the possibility of
operating with low-temperature heating devices is of utmost importance to maximise their efficiency.
The definition of the temperature levels of the floor heating distribution system can be performed
by following the standards for gas-fired sorption devices [33,34]. In this case, the supply and return
temperature of the fluid inside the loop can be calculated defining, as nominal operating conditions,
the ones under which the external temperature is the minimum throughout the year, which is defined
as the ambient nominal temperature, Ta,N. Under this condition, the heating power that the floor
heating system can deliver is defined as

.
QH,N =

.
mHTFcpHTF(TS,N − TR,N) (5)

where
.

QH,N represents the provided heating power; TS,N and TR,N, the nominal supply and return
temperatures of the hydraulic HTF loop, respectively. This power represents the maximum power that
needs to be delivered by the floor heating distribution system since it is calculated under the most
critical external condition. To evaluate how the power changes at higher external temperatures, again,
the procedure suggested in [33,34] needs to be followed, coupled to the evaluation of the heating
capacity, which can be provided by the specific floor heating system, according to the EN 442-2 [35].
Out of this, a characteristic heating capacity can be calculated, defined as the part-load ratio (PLR),
according to the following:

PLR(Ta) =

.
QH(Ta)

.
QH,N

=

THTF(Ta) − Troom

THTF,N − Troom

n (6)

It represents the ratio between the actual heating power needed at the given ambient temperature,
.

QH(Ta), and the nominal heating power calculated under the most severe conditions,
.

QH,N. These
powers are represented by the difference between the average HTF temperature inside the loop,
THTF, and the reference design temperature of the heated room, Troom, commonly set at 20 ◦C. The
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exponential factor, n, characterizes the specific floor heating system and usually varies between 0.9
and 1.1. Assuming a floor heating system with n = 1, basically, the PLR has a linear trend between
the maximum power,

.
QH,N, and the minimum power, which is equal to zero, when the ambient

temperature is exactly the same as the set heating temperature, Troom. Figure 4 represents a reference
example of the HTF temperature evolution, namely, supply, average and return temperature, obtained
for a case where Ta,N = −15 ◦C, TS,N = 38 ◦C and TR,N = 28 ◦C.
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Figure 4. Supply, return and average heat transfer fluid (HTF) temperature as a function of ambient
temperature for a reference case with Ta,N = −15 ◦C, TS,N = 38 ◦C and TR,N = 28 ◦C.

To calculate the HTF temperature variation to provide the heating energy to the building as a
function of the PLR defined above, considering a linear decrease from the nominal values down to the
set room temperature, the following Equation (7) can be defined.

THTF(Ta) = Troom + (THTF,N − Troom) PLR(Ta) (7)

From this, the supply temperature corresponding to the Tout,ads that must be delivered by the
STES, can be calculated by means of the following Equation (8), considering that also the ∆T between
supply and return temperature of the HTF will be characterized by a linear dependency to the PLR.

TS(Ta) = THTF(Ta) +
TS,N − TR,N

2
PLR(Ta) (8)

Clearly, there is an ambient temperature limit above which there is no need to provide heating
through the floor heating system, as the internal heat gains together with the solar gains through
windows do compensate for the heat losses through the building’s envelope as well as the ventilation
and infiltration losses. A typical value for such a heating limit temperature in passive houses and
Nearly Zero Energy Building (NZEB) in Europe is 10◦ C. For this reason, as will be presented in the
following section, the space heating demand is evaluated on a yearly basis only when the ambient
temperature falls below 10 ◦C.

3. Climatic Data Analysis

Most of the temperature boundary conditions, as well as the evaluation of the heating load
distribution, can only be calculated by performing an accurate climatic data analysis. Indeed, if, on
the one hand, the external temperatures for condensation and evaporation can be extracted from this
analysis, on the other hand, the temperature distribution during the heating season can be correlated
to the specific heating demand distribution. Indeed, the heating demand of a building is proportional
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to the temperature difference between the internal set-point temperature and the ambient temperature.
Accordingly, knowing the hourly ambient temperature distribution, the specific heat demand can be
easily calculated.

The proposed approach is described for two reference climates, namely, Stockholm (Sweden)
and Regensburg (Germany), representing typical northern and central European climatic conditions.
Starting from a common climatic database, Meteonorm 7.0 [36], in this case, the yearly temperature
distribution can be evaluated, as reported in Figure 5. Starting from these values, it is possible to rank
the number of hours of the year in which a specific ambient temperature is registered. Referring only
to the winter season, and specifically to the ambient temperature up to 10 ◦C, which is considered as
the external temperature limit for a well-insulated building above which no space heating provision
is needed, the temperature distribution per hours, as well as the cumulative one, are represented
in Figures 6a and 7a for Stockholm and Regensburg, respectively. To make the calculation accurate
enough but easy to perform, the distribution was extrapolated by clustering the data obtained from
the climatic analysis every 1 ◦C. This means that, referring to Figures 6a and 7a, the relative ambient
temperature distribution at 5 ◦C is obtained by summing the number of hours of the year during
which the temperature falls between 4.1 ◦C and 5 ◦C. Since the heating demand is proportional to the
difference between the internal set-point temperature and the ambient temperature, starting from the
temperature distribution, the heating demand was calculated for each ambient temperature as

QH = nhours(Troom − Ta) (9)

where nhours represents the number of hours during which the ambient temperature, Ta, is registered,
while Troom represents the internal set-point, considered as 20 ◦C. Figures 6b and 7b represent the
relative and cumulative distribution for the heating demand calculated according to Equation (9)
for Stockholm and Regensburg, respectively. As expected, the two trends were similar, even if, for
the heating demand calculation, the relative weight of the low ambient temperature conditions was
slightly enhanced. In both cases, the highest relative heating demand was concentrated in an ambient
temperature range between 0 ◦C and 5 ◦C, even if, for Stockholm, relevant heating demand was also
concentrated slightly below 0 ◦C.
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Figure 5. Hourly ambient temperature evolution for a reference year in Stockholm (Sweden) and
Regensburg (Germany), evaluated from the Meteonorm 7.0 database.
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Figure 6. Ambient temperature distribution for the heating season in Stockholm (a) and heating
demand derived from the climatic analysis (b).
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Figure 7. Ambient temperature distribution for the heating season in Regensburg (a) and heating
demand derived from the climatic analysis (b).

4. Identification of Reference Boundaries

In this section, two examples of calculation of reference boundary conditions are reported for the
two cities reported above, namely, Regensburg, in Germany, and Stockholm, in Sweden, considering
the possible heating system reported in Figure 3.

The reference boundaries are obtained following the steps proposed in Figure 2. For what concerns
the summer charging phase, the charging temperature, Tin_des, was fixed as 90 ◦C, considering the use
of evacuated tube solar collectors to drive the desorption process. Since to size the solar collectors’
field, a dynamic simulation is needed. In this preliminary analysis, the assumption was that the sizing
of the solar field was enough to provide the needed energy to charge the STES.

To define the inlet condensation temperature, Tin,con, the ambient temperature evolution registered
during the two warmest months of the year (i.e., from the second half of June up to the end of August)
were analysed, as reported in Figure 8. For this analysis, given the high variability of the temperature,
it was necessary to define an average ambient temperature as a reference. The average ambient
temperature was calculated for these months as the average temperature occurring during the daytime
since this represents the charging period. The obtained values were about 20 ◦C for Stockholm and
23 ◦C for Regensburg. Considering a ∆T = 5 K between the ambient air and the HTF, the identified
conditions were then Tin,con = 28 ◦C for Regensburg and Tin,con = 25 ◦C for Stockholm. Furthermore,
the operation of the geothermal HEX as the heat rejection system during the charging phase was also
considered. In this case, the reference inlet temperature needed to be evaluated depending on the
sizing of the geothermal HEX. For this example, a Tin,con = 22 ◦C was assumed.
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Figure 8. Ambient temperature evolution for the two hot summer months (second half of June, July,
and August) for Stockholm and Regensburg.

Concerning the definition of the inlet evaporation temperature, it strongly depends on which
system is implemented to provide energy to the evaporator. Indeed, as can be argued from the ambient
temperature evolution reported for both cities in Figure 5, specifically for the cold months, most of the
time, the temperature is close or below 5 ◦C in the case of Regensburg and even colder for Stockholm.
Since water is the commonly employed working fluid, to operate the STES and avoid freezing issues
inside the evaporator, an inlet temperature of at least 10 ◦C is needed. To achieve this target, two main
options can be pursued, either exploiting the low-temperature heat provided by the solar collectors’
field in wintertime, ranging between 10 ◦C and 20 ◦C, or coupling the storage to geothermal boreholes,
able to provide about 10 ◦C throughout the season. Within the SWS-Heating project activities, the
possibility of feeding the evaporator with solar heat gathered during winter has been validated through
dynamic simulations performed for different locations. Nevertheless, the exact amount of heat that
can be harvested and used for this purpose needs to be quantified once the overall system is designed.
Since the most effective solution can only be defined through a detailed sizing coupled to dynamic
modelling, three different scenarios were considered to evaluate the potentiality of the STES materials:

• Scenario 1. System exploiting only solar heat and ambient heat through the dry re-cooler: The
evaporation energy is provided either at Tin,ev = 15 ◦C or Tin,ev = 10 ◦C, depending on the ambient
temperature and solar availability. The condensation heat is represented by the average ambient
temperature in summer-time, as described in Figure 8;

• Scenario 2. System based on the geothermal HEX both as the ambient source and sink during
winter and summer, respectively. In this case, Tin,ev = 10 ◦C, while Tin,con = 23 ◦C throughout
the operation;

• Scenario 3. Mixed system, in which the evaporation energy exploits the higher temperature
possible, i.e., either Tin,ev = 10 ◦C or Tin,ev = 15 ◦C, depending on the ambient conditions, while the
condensation heat is dissipated through the geothermal HEX, guarantying a constant Tin,con =

23 ◦C.

Finally, to identify the temperature to be delivered to the space heating distribution system, Tout,ads,
both the target STES coverage fraction that needs to be achieved as well as the cumulative space
heating distribution for the climatic location must be defined. Indeed, depending on the expected
STES coverage fraction, it is possible to identify the corresponding ambient temperature range and,
consequently, the Tout,ads, which corresponds to the supply temperature of the HTF of the floor heating,
as represented in Figure 4.
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The analyses for the heating demand distribution are the ones reported in Figures 6b and 7b for
Stockholm and Regensburg, respectively.

Starting from the performed climatic analyses, the following correspondence between the STES
coverage fractions, which represent the energy that needs to be stored and delivered by the STES, the
ambient temperatures and the floor heating supply temperature can be obtained. In particular, Table 1
summarizes the outcomes achieved for Stockholm, while Table 2 the ones obtained for Regensburg.
The applied methodology was as follows: Once a relative heating demand coverage was selected, e.g.,
20%, referring to Figures 6 and 7, the corresponding temperature range was identified. For instance,
20% of the heating demand is occurring in the ambient temperature range between 6 ◦C and 10 ◦C, both
for Regensburg and Stockholm. Subsequently, the amount of heating demand corresponding to each
ambient temperature was calculated and the relative energy needed for each ambient temperature was
calculated by dividing it by the overall heating energy needed to achieve the identified 20% of heating
demand coverage. This procedure was applied to all the investigated heating demand coverages.
Finally, corresponding to each ambient temperature, the expected Tout,ads to provide space heating
through the floor heating system was also defined according to the evolution reported in Figure 4.

Table 1. Analysis of the heating distribution as a function of the expected seasonal thermal energy
storage (STES) coverage fraction, for Stockholm. The table also reports the ambient temperature and
the relative supply temperature needed by the floor heating system.

STES Coverage Fraction

10% 20% 30% 40% 50% 60%

Ta [◦C] Relative Heating Demand Covered Tout,ads [◦C]

10 32.1% 16.0% 10.7% 8.0% 6.4% 5.3% 25.1
9 36.7% 18.4% 12.2% 9.2% 7.3% 6.1% 25.7
8 31.2% 20.4% 13.6% 10.2% 8.1% 6.8% 26.2
7 − 26.7% 17.8% 13.4% 10.7% 8.9% 26.7
6 − 18.5% 19.1% 14.4% 11.5% 9.6% 27.2
5 − − 21.7% 16.3% 13.0% 10.9% 27.7
4 − − 4.8 % 15.4% 12.3% 10.2% 28.2
3 − − − 13.2% 14.9% 12.4% 28.7
2 − − − − 15.2% 12.6% 29.3
1 − − − − 0.5% 11.6% 29.8
0 − − − − − 5.5% 30.3

Table 2. Analysis of the heating distribution as a function of the expected STES coverage fraction,
for Regensburg. The table also reports the ambient temperature and the relative supply temperature
needed by the floor heating system.

STES Coverage Fraction

10% 20% 30% 40% 50% 60%

Ta [◦C] Relative Heating Demand Covered Tout,ads [◦C]

10 44.3% 22.1% 14.8% 11.1% 8.5% 7.4% 25.1
9 42.3% 21.2% 14.1% 10.6% 10.8% 7.1% 25.7
8 13.4% 27.0% 18.0% 13.5% 10.6% 9.0% 26.2
7 − 26.6% 17.7% 13.3% 12.0% 8.9% 26.7
6 − 3.1% 20.0% 15.0% 12.6% 10.0% 27.2
5 − − 15.4% 15.7% 14.4% 10.5% 27.7
4 − − − 18.0% 16.1% 12.0% 28.2
3 − − − 2.8% 15.0% 13.4% 28.7
2 − − − − − 13.1% 29.3
1 − − − − − 8.7% 29.8
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To minimize the variability of the supply temperature to be considered throughout the heating
season, the Tout,ads reported in Tables 1 and 2 were clustered to the corresponding upper integer value.
For instance, analysing Table 2, for the STES coverage fraction equal to 20%, the identified Tout,ads of
25.1 ◦C and 25.7 ◦C, were considered equal to 26 ◦C, with a corresponding relative heating demand of
43.3%, obtained by summing the relative heating demands calculated for 25.1 ◦C and 25.7 ◦C.

According to this approach, the floor heating supply temperatures and the relative heating demand
covered for the different STES coverage fractions are summarized in Tables 3 and 4, for Stockholm
and Regensburg, respectively. As can be analysed, in both cases, high supply temperature, e.g., 30 ◦C,
is only needed when a high STES coverage fraction is requested, i.e., 50% for Stockholm and 60%
for Regensburg. Furthermore, as expected, given the colder northern European climate, the share of
energy supply at higher Tout,ads is more pronounced in Stockholm rather than Regensburg. This reflects
on the achievable STES energy storage density.

Table 3. Defined space heating supply temperatures for different STES coverage fraction coverage
in Stockholm.

STES Coverage
Fraction

Floor Heating Supply Temperature, Tout,ads [◦C]

26 27 28 29 30 31

10% 68.8% 31.2% − − − −

20% 34.4% 47.1% 18.5% − − −

30% 22.9% 31.4% 40.9% 4.8% − −

40% 17.2% 23.6% 30.7% 28.6% − −

50% 13.8% 18.8% 24.5% 27.2% 15.7% −

60% 11.5% 15.7% 20.4% 22.6% 24.3% 5.5%
Relative heating demand covered

Table 4. Defined space heating supply temperatures for different solar fraction coverage in Regensburg.

STES Coverage
Fraction

Floor Heating Supply Temperature, Tout,ads [◦C]

26 27 28 29 30

10% 86.6% 13.4% − − −

20% 43.3% 53.6% 3.1% − −

30% 28.9% 35.7% 35.4% − −

40% 21.7% 26.8% 30.8% 20.8% −

50% 19.2% 22.7% 27.0% 31.1% −

60% 14.4% 17.9% 20.5% 25.4% 21.8%
Relative heating demand covered

To complete this analysis, the reference boundaries were obtained considering the inlet conditions
defined above as well as Equations (1)–(4) reporting the needed ∆T to be considered for a proper heat
transfer inside each component. Tdes, Tcon and Teva are summarized in Table 5 for both Stockholm and
Regensburg, while the Tads can be calculated from the values reported in Tables 3 and 4 applying the
Equation (2) to consider the needed ∆T.

Table 5. Reference STES boundaries for Regensburg and Stockholm.

Location Tdes [◦C] Tcon [◦C] Teva [◦C]

Stockholm 85 30 (dry
re-cooler)

28 (geothermal
HEX)

5 (geothermal
HEX) 10 (solar heat)

Regensburg 85 33 (dry
re-cooler)

28 (geothermal
HEX)

5 (geothermal
HEX) 10 (solar heat)
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5. Potential Assessment of Different Working Pairs for STES Application

Starting from the boundary conditions defined in the previous sections, the potential application
of some adsorbent working pairs reported in the literature is analysed. In particular, the analysis is
performed following the approach for the STES density calculation applied in [31], while the two
most promising working pairs there reported, namely, MWCNT-LiCL and AQSOA Z02, with water as
the working fluid are considered. The former one is a composite sorbent, using multi-wall carbon
nanotubes (MWCNT) as a support matrix and LiCl as hygroscopic salt [23], while the latter one is a
pure adsorbent material, belonging to the zeotype family [28]. The three scenarios reported above
are evaluated.

The obtained results for Scenario 1, system without geothermal HEX, are summarized in Figure 9,
while Figure 10 summarizes the obtained results for Scenario 2, system using only geothermal HEX as
the ambient heat source/sink and Scenario 3, system using geothermal HEX as the ambient sink and
the highest possible temperature as the ambient source for evaporation.
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Figure 10. STES energy density calculated for Scenario 2 corresponding also to Scenario 3 with
evaporation temperature set at 5 ◦C (a) and Scenario 3 with evaporation temperature set at 10 ◦C (b),
for the identified working pairs (i.e., MWCNT-LiCl/water and AQSOA 02/water), both in Regensburg
and Stockholm.

Analysing the obtained results for Scenario 1, it is evident that the STES densities for Stockholm
were always higher than their corresponding values for Regensburg, which can be solely explained by
the lower condenser temperature (30 compared to 33 ◦C), as summarized in Table 5. Differently, for
Scenario 2 and Scenario 3, since the condensation temperature is the same, the obtained deviation is
only due to the discharging temperature, whose relative weight was much lower, due to the similar
ambient conditions of the two investigated cities. Comparing Scenario 3 to Scenario 1 at the same
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evaporation temperature, it is clear that the Scenario 3 always guarantees an increase in STES density
of about 15–20%. This is due to the lower condensation temperature during the charging phase.

Some further interesting analyses can be performed out of the obtained results. As expected,
the composite sorbent MWCNT-LiCl always gets higher STES energy density compared to the pure
adsorbent AQSOA 02, since the differential water uptake is increased due to the presence of the
hygroscopic salt. Furthermore, the effect of the evaporation temperature also enhances the STES density
up to 45% passing from 5 ◦C to 10 ◦C. The most interesting outcome that confirms the usefulness of this
unified approach is that varying the STES expected coverage space heating fraction, the energy storage
density varies, and this is something that was never reported before, but it is of primary importance to
preliminary sizing the STES. For instance, referring to Scenario 1, the energy density when 10% of the
space heating needs are covered by the STES is up to 20% higher than the density achievable when 60%
of the space heating needs are covered by the STES. The effect of this analysis is even more important
when comparing the STES density that can be estimated with this proposed approach against the
typical approaches reported in the literature [28,30,31], where, usually, fixed temperature boundary
conditions are considered, regardless of the ambient temperature variability typical of each climatic
zone. Indeed, considering, for instance, a constant Tads = 35 ◦C for providing space heating throughout
the winter, when the STES coverage fraction is 60%, the evaluated density is underestimated in a range
between 10% and 40%, depending on the working pair and scenario analysed.

An estimation of the adsorbent material volume needed to cover the space heating demand of
an NZEB can be performed, considering as reference space heating demand 40 kWh/m2 y, in line
with the Swedish standard [37] and a residential building of 120 m2. For the Swedish case, Scenario
2 is considered as a target, due to the very low ambient temperature and solar irradiation typical
of Northern European countries. For the German one, Scenario 1 is considered, assuming an even
evaporation temperature distribution between 5 ◦C and 10 ◦C. The obtained results are summarized in
Table 6.

Table 6. Expected volume of multi-wall carbon nanotubes (MWCNT)-LiCl and AQSOA, to cover
different space heating energy demand for NZEB in residential Swedish and German buildings.

Location Sorbent
Material

STES Coverage Fraction

10% 20% 30% 40% 50% 60%

Stockholm
Tdes = 85 ◦C
Tcon = 28 ◦C
Teva = 5 ◦C

MWCNT-LiCl
volume [m3] 3.57 7.20 11.16 15.17 19.32 23.58

AQSOA 02
volume [m3] 6.09 12.43 18.99 25.18 32.89 40.19

Regensburg
Tdes = 85 ◦C
Tcon =33 ◦C

Teva= 5–10 ◦C

MWCNT-LiCl
volume [m3] 4.94 10.18 15.73 21.59 27.33 33.97

AQSOA 02
volume [m3] 6.48 13.18 20.11 27.29 34.38 42.17

It is evident that still a quite huge volume of the sorbent material is needed to cover relevant
fractions of space heating demands. Nevertheless, especially for the composite sorbent MWCNT-LiCl,
this is also related to the very low density (i.e., 300 kg/m3), which increases the volume needed despite
the very high gravimetric energy density. It is also clear that, for instance, in Regensburg, using
Scenario 2 based on the geothermal HEX, a further reduction in the needed material of about 30%
compared to the results reported in Table 6 can be achieved. This further stresses the importance of
selecting the proper material coupled to the best performing system configuration, to achieve the
highest performance.

It has to be pointed out that the performed calculations assume only the portion of space heating
covered by the STES, while, considering the solar field-installed, as well as the low temperature
required for space heating, a certain fraction of space heating can be covered during winter by directly
exploiting solar radiation. In such a way, the share of renewables for heating purposes can be enhanced
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reducing the amount of sorbent material needed. Furthermore, given the huge amount of adsorbent
material needed for this application, and the possible space constraints in a single-family house, this
technology can be of interest for multi-family houses application also, where more space could be
available for this kind of installation. It has to be considered that the volume of material calculated
according to the proposed methodology does not represent the volume occupied by the STES system.
Indeed, the space needed for the HEXs, the vacuum vessel and the evaporator/condenser needs to be
added to achieve the final volume of the installation. This depends on the proper sizing and design
activity of the technology.

6. Conclusions

A novel methodology to define the reference boundary conditions for a-priori evaluating the
volume of material needed to cover the space heating demand of a building was presented. Differently
from the other literature analyses, this approach focuses on carefully analysing the climatic conditions
under which the STES operates as well as the reference system (i.e., solar thermal collectors’ technology,
ambient sources/sinks and space heating distribution systems). Furthermore, the analysis considers
the variable space heating demand, which can be covered by the STES, ranging between 10% and 60%.
Such a unified methodology demonstrated that the achievable STES energy density varies up to 20%
when the STES coverage fraction ranges from 10% to 60%, simply because the ambient conditions vary
a lot throughout the heating season, thus affecting the temperature that needs to be delivered by the
STES to the building. This method is of primary importance to avoid overestimation of the required
amount of adsorbent material for STES applications and of course, also drives possible improvement
in the management strategies of such a technology, pointing out the importance of selecting the best
ambient conditions during which the discharging phase needs to be performed in winter. Furthermore,
it can also be used to make an evaluation of the achievable performance of an STES under controlled
boundary conditions during lab testing development activities.
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Nomenclature

cp Specific heat at constant pressure, kJ/(kg·K)
.

m Mass flow rate, kg/s
n Number and exponent in equation 6
Q Heating demand, kJ
.

Q Heating power, kW
T Temperature, ◦C or K
T Average temperature, ◦C
Greek letters
∆ Differential operator
Subscripts
a average
ads Adsorption
con Condenser
des Desorption
eva Evaporator
H Heating
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HTF Heat transfer fluid
in Inlet
N Nominal
out Outlet
room room
R Return
S Supply
Abbreviations
DHW Domestic Hot Water
HEX Heat Exchanger
HTF Heat Transfer Fluid
MOF Metal-Organic Framework
PLR Part Load Ratio
STES Seasonal Thermal Energy Storage
TES Thermal Energy Storage
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