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Nonresonant bilinear forms for partially dissipative hyperbolic
systems violating the Shizuta—Kawashima condition

ROBERTA BIANCHINI(® AND ROBERTO NATALINI

Abstract. In the context of hyperbolic systems of balance laws, the Shizuta—Kawashima coupling condition
guarantees that all the variables of the system are dissipative even though the system is not totally dissipative.
Hence it plays a crucial role in terms of sufficient conditions for the global in time existence of classical
solutions. However, it is easy to find physically based models that do not satisfy this condition, especially in
several space dimensions. In this paper, we consider two simple examples of partially dissipative hyperbolic
systems violating the Shizuta—Kawashima condition (SK) in 3D, such that some eigendirections do not
exhibit dissipation at all. We prove that if the source term is nonresonant (in a suitable sense) in the direction
where dissipation does not play any role, then the formation of singularities is prevented, despite the lack of
dissipation, and the smooth solutions exist globally in time. The main idea of the proof is to couple Green
function estimates for weakly dissipative hyperbolic systems with the space—time resonance analysis for
dispersive equations introduced by Germain, Masmoudi and Shatah. More precisely, the partially dissipative
hyperbolic systems violating (SK) are endowed, in the nondissipative directions, with a special structure
of the nonlinearity, the so-called nonresonant bilinear form for the wave equation (see Pusateri and Shatah,
CPAM 2013).

1. Introduction

The Cauchy problem for hyperbolic balance laws in several space dimensions takes

the form
n
B+ ) 0y Fiu) = G(u), (1.1
i=1
u(x,0) = ug(x). (1.2)
Here the unknown is a vector u = (uy, --- , ug) € R, the fluxes are given by smooth
functions F = (Fy, ..., F,), and the source term G (u) € R¥ is also smooth.

Several fundamental laws of physics enter this framework: For the relevance of hy-
perbolic conservation laws in continuum physics, we refer to [15,33,47]. A peculiar
feature of nonlinear hyperbolic systems is the possible loss of regularity. Even with
smooth initial data, it is well known that the solution can develop shocks in finite time.
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As a matter of fact, in many cases solutions to a general system (1.1)—(1.2) fail to be
smooth, because some of their components or their gradients blow up pointwise in fi-
nite time. Explicit examples of this phenomenon are illustrated for instance in [27,33].
Nevertheless, there are some specific classes of hyperbolic systems, whose solutions
stay smooth for all times, at least for small initial data. The simplest physical mecha-
nism preventing the formation of singularities is dissipation, one of the more relevant
hyperbolic dissipative models with global smooth solutions being the compressible
Euler system with damping [36,40]. More general cases have been considered: In
[23,39,48], a rigorous framework was proposed to characterize a quite general class
of partially dissipative hyperbolic systems whose smooth solutions are global in time.
We try here to explain the guidelines of the development of this theory. We start with
a physically reasonable class of systems endowed with a convex entropy n(x) and
related entropy flux G(u) = (G;(u)) j=1,... n, such that

n=nG), with 7'G) - Fi) =G\w., j=1..n.

The simplest preliminary condition that one can require is entropy dissipation. We
remind to [11,23] and references therein for an exhaustive discussion. This condition
can be stated as follows. Consider an equilibrium value u for system (1.1), i.e., such
that G(it) = 0. For every u in a given domain Q C R¥, the following inequality has
to be satisfied:

(n'(u) —n'@) - G) <0. (1.3)

Unfortunately, even in very simple cases, it is possible to see that condition (1.3)
alone is not enough to prevent the appearance of singularities in finite time. Therefore,
an additional assumption is needed. Hence, together with entropy dissipation (1.3),
one requires the so-called Shizuta—Kawashima condition, which has been originally
introduced in [39] and can be presented as follows:

[SK] Shizuta—Kawashima. Given an equilibrium value u for system (1.1), if z €
KerG' (), then there is no vector & = (£, ---,&,) € R" — {0} such that z is an
eigenvector of the matrix Z:’: 1 Fi/ (n)é&;.

This condition can be read in many different ways. In terms of stability, it guarantees
the necessary coupling between conserved/nonconserved quantities in order to have
dissipation in each state variable. Hence, the [SK] coupling assures that the amount of
dissipation provided by the entropy inequality (1.3) is distributed in all the directions,
and this framework is sufficient to guarantee the well-posedness of classical solutions
to (1.1)—(1.2) for all times. In [23,48] it is indeed proved that, under both entropy
dissipation and the Shizuta—Kawashima conditions, and for small initial data, problem
(1.1)—(1.2) has global in time smooth solutions. However, there are many physical
systems, especially in the multidimensional case, which have dissipative entropies as
in (1.3), but do not satisfy the coupling condition [SK]. An interesting example is
the model for gas dynamics in rotational and vibrational nonequilibrium in Eulerian
coordinates in n-space dimensions, which reads
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d;p + div(pu) =0,

0 (pu) + div(pu ® u) + VP(p,e) =0,

o (pGlul* + e+ @) +div ((5plul® + pe + pg + P(p, ))u) =0,
3 (pq) + div(pqu) = + (p(Q(e) — q)) .

where p, u, e, and g are, respectively, the density, the velocity, the internal energy and
the internal vibrational energy of the gas, and 7 is the relaxation time for the rotational
and vibrational modes; see for instance [47] for further details on the modeling. The
last equation models the fact that, during rapid changes in the flow, the internal energy
e may lag behind the equilibrium value corresponding to the ambient pressure and
density. On the other hand, the translational energy reaches the equilibrium faster than
the rotational and vibrational energies. It is easy to show that this system does not
satisfy the Shizuta—Kawashima condition in all space dimensions (see for instance
[23] for the 1D case). Nevertheless, in the one-dimensional case, Zeng in [49] was
able to obtain a global existence result using Lagrangian coordinates, while the mul-
tidimensional case is still open. Another interesting physical model which enters the
class of dissipative hyperbolic systems violating [SK] is represented by the nonlinear
Maxwell equations

1.4

0D —rot H =0,
0B +r10tE =0, (1.5)
divD =divB =0,

where E and H are the electric and magnetic field, respectively, and D and B are the
related displacements, given by

B =vwH, D=¢y(1+ x)E,

with &g x E which stands for a polarization term. In the so-called Kerr—Debye model,
the term y is given by a relaxation equation:

by = % (el = %), (1.6)

where ¢, > 0 is the dielectric constant of the Maxwell equations. For further details
on the modeling aspects, see for instance [50]. It is shown in [23] (see also [9,10]
and references therein) that when the electric field vanishes, the [SK] condition is no
longer satisfied. Nevertheless, in [10] global existence of smooth solutions is proved
for all small initial data.

Finally, we mention two other relevant examples of systems violating [SK]: the
hierarchy of equations coming from the kinetic formulation of multi-branch entropy
solutions of scalar conservation laws [6,7], and a very simple example on traffic flow
presented in [29].

Some attempts to go beyond the Shizuta—Kawashima condition Although several
physical models violate the Shizuta—Kawashima condition [SK], at the present time
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there is no general theory which allows to go beyond [SK] still providing global in
time existence of smooth solutions to multidimensional dissipative hyperbolic systems
(1.1). This condition turns out to be indeed too restrictive and only some special
cases, of which [49] is the first example, have been treated so far. To overcome this
problem, one first direction is to weaken the requirements on the linearized part of
the system, as started in [1]. The refined linear analysis of [1] applies to systems for
which [SK] fails on sets of the frequency space of zero Lebesgue measure. Although
being strictly weaker than [SK], this requirement still enables a certain decay rate for
every variable of the linear system. This slower linear decay is then employed by the
authors of [1] to deal with a special class of nonlinear systems. Among the examples of
nonlinear partially dissipative system for which global existence of smooth solutions
for small data has been achieved, we mention the regularity-loss type equations and
in particular the Timoshenko system (see [24]). However, this is again a special class
of equations. The (nonlinear) framework and also the point of view of the present
manuscript is completely different: In particular, we deal with models in which some
of the variables are not dissipated at all and this lack of dissipation persists in any point
of the frequency space. Since there is not any dissipation in some directions, a key
role is played here by the structure of the nonlinear term. The strategy is to bypass the
failure of the [SK] condition on the linearized part of the system, by taking advantage
of some special features of the nonlinear terms. We recall indeed that an unsolved
conjecture by Majda (see [33]) states that the Cauchy problem for the symmetric
hyperbolic system with totally linearly degenerate characteristics admits a global,
classical solution unless the solution itself blows up in finite time when the initial
data belong to Sobolev spaces H* for s > 1 + 5. Our idea is to rely on this property
for partially dissipative hyperbolic systems, and in particular for the directions where
there is no dissipation. The first significant obstacle to overcome is to find a framework
which allows to unify the (dissipative) contributions from some eigendirections and
the good nonlinear structure (in terms of linear degeneracy) of the complementing
directions.

A firstattempt to implement this approach in a very specific case is contained in [34],
where, for a simple class of one-dimensional hyperbolic systems, linear degeneracy
counterbalances the lack of dissipation in preventing shocks. Here we try to make a
step forward in this last direction. We consider a partially dissipative hyperbolic system
violating [SK] in some directions (and for every point of the frequency space), where
the equations for the nondissipative variables have a (nonlinear) source term with a
special structure, i.e., a suitable generalization of linear degeneracy, which prevents
singularity formation even though in some directions there is no dissipation at all.

As a strong motivation for our work, the latter is a natural framework for many
interesting physical models. We refer again to systems (1.4) and (1.5), and to the
class of equations considered in [34]: All these are examples where linear degeneracy
occurs only at the points where [SK] fails and, at the same time, global in time smooth
solutions in 1D exist. As a matter of fact, physically interesting models can exhibit a
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special structure of the nonlinearity which is able to prevent singularity formation: Itis
then worth investigating in this direction, trying to provide a more general classification
of the “good” nonlinear terms and taking advantage of them.

We now need a step back to provide a brief treatment of nonlinear equations with
special nonlinear nondissipative terms, such that no breakdown occurs.

Global smooth solutions for small data to dispersive equations: the role of reso-
nances and null structures The investigation on global existence of smooth solutions
to multidimensional hyperbolic, and more generally dispersive, equations with qua-
dratic source terms and small initial data takes its roots around the Eighties. A deep
historical and mathematical survey on the topic can be found in [28]. A general com-
mon feature of a series of paper is that the linear dispersive terms in the considered
equations tend to force the solution to spread and to decay, and the contribution of
the nonlinear terms is controlled by dispersion. Since dispersion increases with space
dimension, a first class of global existence results has been obtained in dimension
n = 4 by Klainerman [31]. As showed by John, [26], in lower space dimensions
the nonlinearity can lead to blow up in finite time for arbitrarily small data. In this
case, a precise structure of the nonlinearity, the so-called null condition, introduced
by Klainerman [32] and Christodoulou [12], prevents the formation of singularities,
at least in the case of systems of nonlinear wave equations and some related exam-
ples. More recently, a crucial contribution to extend the notion of null forms for the
wave equation, in the framework of the space—time resonance analysis introduced by
Germain, Masmoudi and Shatah, was given by Pusateri and Shatah (see [37]). The
main idea of the space—time resonance method is the following: Instead of focusing
only on time resonances (in other words, instead of dealing with plane waves), one
looks also at spatial localization (wave packets) by using space-weighted estimates.
A highlighting survey paper is due to Germain, [21]. Normal form methods deal with
time resonances, while null forms guarantee spatial localization, so preventing space
resonances. Each one tells only a part of the story. A coupling of these two points of
view is what is needed to complete the picture. In the context of longtime behavior for
the wave equation with space—time resonance techniques, we refer to a recent paper
by Pusateri and Shatah, [37]. Notice that quadratic source terms satisfying the null
condition for the wave equation are actually equivalent to the compatible forms for
hyperbolic systems, [22], which are the ones having the weakly sequential continu-
ity described by compensated compactness, [45]. A preliminary result for hyperbolic
systems is proved in [17]. Actually, the first result in this direction is due to an unpub-
lished paper by Tartar [46], where he proved global existence of smooth solutions in
1D to a semilinear hyperbolic system with quadratic source satisfying a noncrossing
condition for the characteristics (which is actually equivalent to the null condition for
this particular case). This paper has been recently revisited in [5]. We only recall that
the classical example of wave equation with null condition, in 1D for simplicity,

Bt — Opxu = (Bu)? — (dyu)?,
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can be rewritten as the first-order hyperbolic system

Oy + cOxu| = ujuz,

0ty — COxUY = Uil?, (L.7)

which is the simplest one among the semilinear hyperbolic systems satisfying the
Tartar noncrossing condition and covered by his result [45].

Linear degeneracy and null structures in 1D: John’s formula As already pointed
out in [27] (see also [10,16,41]), linearly degenerate eigenvalues are strongly con-
nected with the null condition. A clear indication of that is provided for instance
by the systems (1.4) and (1.5) discussed before. These two examples have eigenval-
ues which are linearly degenerate in the points where [SK] is not satisfied and their
smooth solutions are well behaved for all times in 1D. Moreover, at least in the one-
dimensional case this connection between linear degeneracy and null forms appears
to be clear by means of John’s decomposition formula, [26]. Consider a quasi-linear
hyperbolic system in one space dimension,

o + A(u)oyu = 0.

Thanks to John [26], one can derive the following decomposition

N
O pi 4 hi W)y pi = — Y pipihi (wyrk(u)
k=1
N
+ Y Gaw) = 2 @)pj pili @y @), pj = 1) du, (1.8)
j.k=1

where A; (1) are the eigenvalues of A(u) and /;, r; are the related left and right eigen-
vectors. Now, if the considered system is fotally linearly degenerate (TLD), then there
is no diagonal term in the above quadratic form, namely there is no term of the form
p,%. This observation is very well explained in [9]. It is really a generalization of the
Tartar noncrossing condition [46], which was stated for semilinear systems, to the
quasilinear case. The equivalence with the null condition is showed for instance in [5]
for the classical example of the wave equation. In the 1D case, it provides a recipe to
extend the toolbox on null forms which has been developed for the wave equation (see
[26,32,37] and references therein) to the case of hyperbolic systems. In general, this
is far from being obvious: As pointed out by John in the context of almost global solu-
tions for the wave equation with null structure in [26] “we have heavily relied on the
invariance properties of the operator d,; — 9. This makes it difficult to generalize the
result to other quasilinear equations that linearize to a homogeneous hyperbolic sys-
tem.” Of course there are special cases where the specific structure of the considered
hyperbolic system simplifies the analysis, like the case of diagonal systems, and this
includes for instance some incompressible fluid-dynamics models, and in particular it
is known that compressible and irrotational flows can be expressed as a second-order
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quasilinear wave equation with respect to the velocity potential (see [8] and references
therein).

Our approach: the interplay between partial dissipation and null structures Even
though a general theory is still missing in the multiD case, the properties of quadratic
null structures, which are well known for the wave equation, can be translated in the
quite general framework of hyperbolic systems in 1D and at least in some special cases
in 2D and 3D (see [13]). Therefore, this gives hope that a similar property could persist
for multiD hyperbolic systems, where the theory of global smooth solutions for small
data in the general case is based on the role of dissipation (the [SK] condition, [4]). In
other words, this strongly suggests that a more careful study of the interplay between
dissipation and linearly degenerate fields, and more generally the null condition, could
give at least some deeper insights on the longtime behavior of multidimensional hy-
perbolic systems. It is also worth pointing out that a specific (and in general weaker)
form of null structure has been recently found for the 3D compressible Euler equations
by Luk and Speck [42]. That result has already been implemented in [43] to prove
the global in time existence for small data of the 3D compressible irrotational Euler
equations for Chaplygin gases, whose nonlinear term satisfies the classical Klainer-
man null condition [32], provided that the system is rewritten in terms of two coupled
quasilinear wave equations (actually they are geometric wave equations, as they rely
on the geometric wave operator). Using that null structure for irrotational Chaplygin
gases, in light of our preliminary study carried out in the course of this paper, it is
reasonable to conjecture that for instance irrotational Chaplygin gases out of rotational
and vibrational equilibrium (system (1.4) in the irrotational case for Chaplygin gases)
admits global in time smooth solutions for small data. Theoretically, this is indeed
a consequence of our analysis and our results presented below. There is however a
nonnegligible obstruction, which is represented by the fact that the null property of the
3D compressible Euler equations in that specific setting has been proved by relying on
the classical Klainerman framework of commuting vector fields and geometric wave
operators [32]. In order to exploit the partial dissipation and to couple this property
of the linearized equations with the null form of the nonlinear terms instead, our
intuition is that at least the simplest methodology is based on Fourier analysis and
the reformulation/extension of Klainerman’s method which is known as space—time
resonance analysis, which is introduced below. Therefore the analysis of system (1.4)
for irrotational Chaplygin gases can be carried out once the null structure has been
translated in Fourier space, without using vector fields and geometric wave operators.
Although being a strong motivation, the extension of our method to that system is
out of the scope of the present paper and will be investigated in a future work. The
Kerr-Debye system (1.5) is even closer to the toy model (the second one) that we in-
vestigate in this paper and its three-dimensional version is probably the first example
to which our method could be applied. In fact, it is known (see [9] and references
therein) that in 3D, system (1.5) in the variables (D, H, x) € R7 with x > Ois a
quasilinear symmetrizable hyperbolic system with eigenvalues, for & # 0, given by
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MXE) =2 <A3=2=2A5=0<Ae =A7=—A1.

Moreover, each eigenvalue is linearly degenerate: It is enough to check this property
for 11, which gives VA - r; = 0, where r; is the corresponding right eigenvector.
Since the linear degeneracy is also valid in 1D, in that case one can apply John’s
decomposition formula (1.8) and obtain that there is no any diagonal quadratic term
(thanks to the linear degeneracy), so that the system satisfies the classical null condition
(or Tartar noncrossing condition as in system (1.7)). In 1D, this is in fact the reasoning
on which the proof of global in time existence for small data in [9] is based. Such a
proof cannot be extended directly to the 3D case as the John decomposition formula
is not known to be valid in 3D. However, a connection between linear degeneracy of
eigenvalues and nonresonant bilinear forms should be valid in the 3D case. To motivate

this intuition, let us apply the change of variables D = % to system (1.5) where we
assume g9 = &, = vp = | for simplicity. Recalling that |E|> = (llf)l(z)z, system (1.5)
reads
rot H D
0D — = (D> =),

I+x w4y
0,H +rotD =0,

1 2
O x = ;(IDI -,
divH = divD = 0.

The first two equations can be written in the form of a wave equation as follows

o H + t<“’tH) t< P op ))
Io =10 s — — .
4 1+ x (1 + x) X

The [SK] condition is known to fail ( [9]) when E = 0. Note thatas D = (1 4+ x)E,
then £ = 0 implies D = 0. Therefore the point here is to prove that, when D = 0,
the source term of the following wave equation

rot> H < 1 ) rot( X )
=rot H - rot - —
14+ x 14+ x T \1l+yx
is nonresonant in the sense of Definition 2.6. This intuition will be the object of
investigation of a future work.

The main purpose of this paper is to make a step forward in the understanding
of the cooperation between linear degeneracy and partial dissipation in the space—
time resonance framework introduced in [20] using two toy models with a wave-type
structure. Although here we are interested in hyperbolic systems of first order, the
simple example below should explain why we believe that this is the right setting to
investigate our problem.

0 H +

A brief overview on the space-time resonance method Consider the scalar equation

oru+iAu= Qu,u), u(lt=0)=uom,
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where A = Op(|&|) is a real Fourier multiplier and Q(u, u) € {uz, 2, uu}. Now
define the new unknown function f(¢) := exp(i Af)u(t). By Duhamel formula, de-
noting by f (¢, &) the Fourier transform of f (),

t
f(.8) =ﬁo(é‘)+/0 feXp(iW(é, m)f(s, & =n)f(s,n)dnds,
¢@E.n) =161 £ & —nl = nl,

where with a slight abuse of notation conjugate terms are omitted.

From the stationary phase viewpoint, the set 7 = {(&, n) : ¢ (€, n) = 0} is delicate
and could create time growths. This is the the first point where damping helps, by
dissipating the amplitudes of the oscillations represented by the phase ¢ (€, n). Indeed,
in the very basic example below,

i +iAu+u=Qu,u), u( =0)=u,

the profile is f(t) = exp(iAt + t)u(t), so that the phase reads b(E, n) = & £
€ —nl £ |n] +i and T = §. Roughly, this is what happens in the case of a (for
instance a 2x2) Shizuta-Kawashima system in u, v when &, 0 &~ exp(—f) interact
with w ~ exp(i|&|t) solution to a transport equation at the level of high frequen-
cies. By contrast, in the low-frequency regime, there is no exponential decay in the
Shizuta—Kawashima (dissipative) variables and the linear dynamics behave like the
heat semigroup @, v & exp(—|&|%t), || exp(—|£|%t) (see formula (2.14)). Since we
deal with hyperbolic systems of the first order, whose initial data are transported
in special directions chosen by the characteristics, for (§,7) € 7 one can appeal
to spatial localization to get enough time decay. As widely explained for instance
in [19,37], in order to take advantage of spatial localization one usually relies on
the analysis of the space resonances given by the set S = {(§, n)|d,¢(&,n) = 0},
integrating by parts in frequency 1 away from S. This is the crucial point where dissi-
pation helps in the low-frequency regime. In fact, since in the small frequency regime
(1, £) ~ |&| exp(—|&|?t), a reduced version (our model is actually a 3x3 hyperbolic
system) of the model that we study roughly behaves in the low-frequency regime as

ohw +iAw =vw, 0Jv=Av+ V2.

Thus we easily see that the time phase associated to the first equation above is
¢(E,n) = |&| — |E — n| + i|n|*, whose gradient 0,¢ is always far from zero. In
other words, the space-resonant set is empty and therefore all the wave-packet interac-
tions become negligible for large times. This just means that the oscillations given by
exp(i|&|t) cannot generate any resonance through interactions with the heat semigroup
exp(—|& |2¢), because of the fact that the latter simply does not oscillate!

Presentation and motivations of our models The toy models that we consider in this
paper are crude simplifications of more physically relevant systems, but they capture
the most recurrent structure of models coupling the lack of dissipation due to the failure
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of [SK] with a suitable definition of linear degeneracy (nonresonant bilinear form (see
Definition 2.6)). We consider the simplest (and however most representative) form of a
partially dissipative hyperbolic system satisfying [SK], coupled with a wave equation
in three space dimensions. We describe more precisely the systems. The first one reads
as follows:

du+iAv=Q(u,v),
ov+iAu+v=9r(u,v)+auw,

ow + iAw = Bhonres(w, w),

where Q; (u, v), i = 1, 2are generic quadratic termsinu, v, By opres (W, w) is a nonres-
onant bilinear form and « is a constant. Although the dissipation rate of the dissipative
Shizuta—Kawashima variables u, v is weakened by the presence of w in the nonlin-
earity, in this model the amount of dissipation is still enough to prevent the formation
of singularities. What happens here, as showed in Theorem 2.8, is simply that the
dissipation of the linear equations for u and v is strong enough to handle a quadratic
source involving a nondissipated variable (i.e., the term uw). This is just to explicitly
show that the dissipation due to the linear operator of the dissipative [SK]-variables
u, v is able to handle some specific quadratic sources involving (the nondissipated
variable) w, but not a general quadratic source as pointed out in Remark 2.10. This
is why a new approach is needed. In this regard, a more interesting toy model is the
following:

du+iAv=0Qi(u,v),
v+ iAu+v=0su,v),

dw +iAw = Byonres(w, w) + avw,

where the coupling term vw lies in the equation for w, whose linear part does not dis-
sipate at all. The last equation with & = 0 is object of investigation of [37]. The whole
source term B;,o,05 (W, w) + avw is not nonresonant and does not fit the framework
of [37], but encodes some dissipation thanks to v in vw. The natural question is to
ask whether the null structure of B,,,,res (w, w) and the dissipation hidden in vw are
able to force the solutions to stay smooth for all times. This has a positive answer, as
Theorem 3.1 shows, for which the analysis of both the space and time resonances is a
key ingredient. The space—time resonance method is then adapted here to nondisper-
sive equations, i.e., partially dissipative hyperbolic systems of first order and allows
to prove that the cooperation of very weak dissipation violating Shizuta—Kawashima
and special nonlinear structures is successful for handling quadratic nonlinearities for
long times, at least in the class of systems considered here. This shows the potential
appeal of our approach for dealing with more concrete and complicated cases, as the
examples discussed before.

Evenif, at a first glance, our toy models can appear not so relevant from the physical
point of view, instead they contain some of the main interesting features of the general
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case. The simplified scalar version of the 3D nonlinear wave equation was first studied
in [37]. It is considered here to avoid long and technical complications, but the same
procedures can be extended to the real (vectorial) 3D wave equation with the null
condition. Another reduction, which again simplifies the calculations, is due to the very
basic form of the linear part of the partially dissipative hyperbolic system satisfying
[SK] that we couple with the scalar wave equation. In terms of the Fourier variables,
the linear part of our dissipative system can be merely reduced to the damped scalar
wave equation. However, this is a very significant model for [SK]-systems, since the
linearized part of these models can be always reduced to a canonical form (i.e., the first
two linearized equations of system (3.1)) coupling a conservative part with a dissipative
one, the so-called Conservative-Dissipative Form introduced in [4], by means of a
standard change of variables (see Remark 2.9). Therefore, our system is a simplified
but representative model problem, and the same ideas apply to more realistic vectorial
systems. The treatment of more (physically) meaningful models, as for instance the
multiD compressible Euler equations out from rotational and vibrational equilibrium
introduced before, is left for a future investigation.

Finally, we point out that, despite of their relevance, the state of the art on partially
dissipative multidimensional hyperbolic systems, even in the [SK] case, is far from
being complete and many problems are still open. For instance, in Sect. 2.4, just using
the decay properties of the Green function of the linearized system, we observe that the
[SK]-system (2.22) can handle any type of quadratic source term even in the equation
for the conservative variable u, a case which was not considered in [4,23].

Plan of the paper The paper is organized as follows. In Sect. 2, we study a partially
dissipative hyperbolic system (of Shizuta—Kawashima type) coupled with the wave
equation with nonresonant bilinear source, where the coupling lies in the quadratic
source term of the equations for the dissipative variables. Section 3 concerns the more
interesting case where the coupling between the Shizuta—Kawashima system and the
wave equation takes place in the quadratic source of the wave equation, whose linear
part does not dissipate at all.

Notation and conventions We highlight the following conventions, which will be
used throughout the paper.

e We use the notation f; < f if there exists a constant C such that f] < Cf3,
where C is independent of time. We denote f| ~ f» if fi < f> and f>» < f].

e R denotes the real part and Z the imaginary part.

We do not keep track of the 27, i, —1 factors in front of the integrals, since they

do not play any role in the estimates.

We use F to denote the Fourier transform.

We denote A = (—A)% the operator associated with the Fourier multiplier |&|.

We use the notation R; for the j-th component of the Riesz transform R.

We occasionally identify operators with their symbols in order to avoid additional

notations (this is for instance the case of the operator A). In particular, we denote,

with a small abuse of notation,
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Toen(f.8) = F! f W T — 58 dn

the operator associated to the symbol w (&, n).
e We use the notation wg, us to denote any symbol in By, By, respectively (see
the definitions below).

2. A first model violating the Shizuta—Kawashima condition

We start with the simplest example of partially dissipative hyperbolic system violat-
ing the Shizuta—Kawashima condition, hereafter denoted by [SK]. In Fourier variables,
the linear part of this system is as follows:

QU +ilE[D =0,
WV +ilElu+v=0, 2.1)

where (f, &) € RT x R3. As we will see in Sect. 2.1, the variables u, v satisfy [SK],
then will be identified as the dissipative variables, while w is decoupled and does not
dissipate at all. We introduce the Bilinear Pseudoproduct Operator

Ty (f8) = F~! / mE, ) F)EE - dn, 22)

where m (&, n) is a nonresonant bilinear form, defined just below.
We consider system (2.1) with a quadratic source term, coupling all the three vari-
ables:

9T+ i|E[T = auu® + byv? + c,iiv,
0V +i|E[U+7V = ayu? + byv? + c,uv + dyiaw, (2.3)
9 +i|E1D = Thie,n (W, w),

where a,, by, ¢y, ay, by, ¢y, d, are constant values. Following [21,37], define the pro-
file of w

fu(t) :=exp(i ADw(r). (2.4)
Now consider the Duhamel formula for @ in (2.3) in terms of fy (¢, £):
O fu . &) = / m(E, 1) exp (iw(E. 1) fuE — 0.0 fu. 0 dn, (2.5
where the phase

bw(&. m) =151 = 1§ —nl—Inl.

We need the following two definitions.
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Definition 2.1 (from [14] and [Definition 2.1, [44]]). A symbol m (&, n) belongs to
the Coifman—Meyer class if

C
7] (el +1BD

%P m¢,
|9g' 8y m(&, M| < T

for a finite number of multi-indeces («, 8) depending on the dimension d (here d = 3)
of the physical space.
Definition 2.2. (from [37], Definition 2.1) A symbol m (&, n) belongs to the class 5
if:

e It is homogeneous of degree s;

e Itis smooth outside {£€ =0} U{& —n=0}U {n =0};

e For any labeling (&1, &, &3) of the Fourier variables (¢, £ — 7, n), there exists a

smooth function A (x, y, z) of the variables x, y, z such that

for (1] < [&2], &3] ~ 1, m(Er, &2, 85) = A <|sl|, é_h sz) .

Remark 2.3. Bilinear pseudoproduct operators 7, associated to symbols m (&, n) be-

longing to the Coifman—Meyer class and symbols in 3 are both bounded in L’ i.e.,
L 11 1
T LPxLT—>L", —=—+4—, l<p,g<oo, 0<r<oo.
r p

More precisely, if m € By, then

1T (ol S N fzeliglice.

Moreover, if m € B for s > 0 and k is an integer, then

1A T (f, ller S I lwsepllglze + 1 ILe gl wsea-

In the case of Coifman—Meyer operators, the same holds for 1 < p, g < co. More
precise results will be discussed in “Appendix,” see also [14,19,37].

Remark 2.4. (On the classes of symbols) As widely discussed and showed in [37],
symbols in Sy in Definition 2.2 are Coifman—Meyer (Definition 2.1) outside the axes
£ =0,n=0, n—& = 0. Throughout the paper, we sometimes work with smooth
(Coifman—Meyer) operators which could not be homogeneous, while in other cases we
deal with homogeneous symbols which have (weak) singularities as the By class. We
finally remark that, as pointed out in [19], if m (&, 1) is a Coifman—Meyer multiplier,
sois m; (&, n) := m(AE, An), so that the estimate of Remark 2.3 is independent of A.

Definition 2.5. (Resonant sets) The time and space resonant sets are defined, respec-
tively, as

T={Emn:¢uE&n =0}, S={En:Vydu( n =0}

The time—space resonant set is then

R=T7TnNS.
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Intuitively, a bilinear form m (&, n) is nonresonant with respect to a linear system
(whose oscillations are represented by the phase ¢ (£, n)) if the time—space resonant
set is empty and the time—space resonant set of the additional bilinear forms 7 that
will be created by the integration by parts steps (of the space—time resonant method)
is not “too large.”

Definition 2.6. (Nonresonant Bilinear Form) Equation (2.5) is called nonresonant if

m(&,n) = a&, nMowE,n) +bE NVyduw(E, n),

where a(¢,n) € By and b(&, n) € Bp. Two more purely technical requirements on
a(&,n), b(&, n) are presented in [[37], Definition 2.2].

The main point of Definition 2.6 is that the symbol m (&, 1), then the principal part
of the pseudoproduct operator 7, vanishes on the space—time resonant set R.

Remark 2.7. (Nonresonant bilinear forms contain classical null forms) We point out
that setting a (¢, ) = 0 in the above formula, one recovers the classical null condition
(see for instance [32] for the characterization classical null forms). We would like to
provide explanations on this connection at least in some specific case. Let us consider
the following semilinear equation for acoustic waves in the unknown u(z, x) : R x
R — R

opu — Au = Q,(u,u), with ¢ €{0,0i,ij}, i,je{l,2,3},
where, for any u, v,

Qo(u, v) = dudv — Vu - Vv, Qo;(u, v) = dud;jv
— 0judv, Q;j(u,v) = 0ud;jv— d;ud;v.

As underlined in [37], page 1501, any of the above quadratic forms is associated with
a pseudoproduct operator 7;, whose symbol m = m(&, n) is nonresonant in the sense
of Definition 2.6. We explain this claim below in the case of Q¢(u, v). We consider
then the following semilinear wave equation

At — Au = Qolu, u) = (du)> — |Vul?. (2.6)

As already mentioned in Introduction, this is a typical example of semilinear wave
equation with quadratic source satisfying the classical null condition and it is due to
John [26]. We want to show that the Fourier formulation of equation (2.6) naturally
rewrites in terms of the pseudoproduct 7, where the bilinear symbol is m(§, n) =
1+ |(§:57|)|n'7| Afterward, it can be easily checked that such a symbol m (&, n) fulfills
the condition of Definition 2.6 and 7, is therefore a nonresonant bilinear form. We

introduce the following change of variable

w=20u—iAu, A=|V|=O0p(&].
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Note that the solution u(¢, x) to equation (2.6) is real valued, so that we can write
w = dru +iAu (where w denotes the complex conjugate). In the new variables w, w,
equation (2.6) reads

. w4+ w w4+ w V (w—w V (w—w
ow +iAw = . +—=(—) — .
2 2 V| 2 V| 2

Passing to the Fourier formulation, it is now easy to see that one has

atw—iriISl@:/(l (é ’;)Hn’l’)(w(s—nm(n>+m—n)ﬁm))d

N (1 N (é_ ")H 7) (@& — D) +DE — WD) dn.

Therefore we observe from this example that the bilinear pseudoproduct operator
arises naturally in the context of first-order hyperbolic systems with quadratic source
satisfying the time and space nonresonant condition. In fact, it is simply a consequence
of some change of variables and the Fourier formulation of the quadratic source: The
Fourier analysis is crucial to take advantage from the oscillations away from S (or the
noncrossing away from 7°) and, in order “to integrate away from S (or 7),” one needs
to cutoff in Fourier space. Besides its complicated form, the pseudoproduct operator
is a natural tool arising from the Fourier representation and generalization of very
concrete and classical null forms for the semilinear wave equation (see also [2]).

The aim of this section is to provide a first example of global in time well-posedness
for a partially dissipative hyperbolic system (2.3), whose partial dissipation violates
the [SK] coupling condition.

In the following, we prove the result stated below.

Theorem 2.8. (Global existence and decay estimates for the first weaker [SK] model)
Consider the Cauchy problem associated with system (2.3), where m (&, n) is a nonres-
onant bilinear form as in Definition 2.6. Let the initial data U (1) := (u(1), v(1), w(l))
belong to H™ (R?). There exist N > % large enough and ¢ > 0 small enough such
that, introducing

Ey = max{[UM g1, XUl g2 + IAXU Dl + 1UD I gw},  2.7)
and assuming that
Ey <,
system (2.3) admits a unique global in time solution
U(n) = (u(t), v(t), w(®n) € C([1, 00); HY (®)) N C'([1, 00): HY ' ®RY).
Moreover, defining

Mo(t) = sup{e 3 [u(@) | gy + 13 o)l g + 1372 Ju (@)L + 137 o ()|
t>1

F 1w | gy + Hw@) | + HHRw O o + 177 Ixfu@®ll 2 28
+ A fu Ol gt + X P A SO 1),
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then the following decay estimate holds true:
Mo(t) < CEy.

Remark 2.9. [[SK] condition and the Conservative-Dissipative Form] We recall that
any partially dissipative hyperbolic system satisfying [SK] can be put in the so-called
Conservative-Dissipative Form (C-D) (see [4]) by means of a standard change of
coordinates based on the projection onto the kernel of the linear source term and its
complementing (see [4], [3] for further details). In particular, the first two equations
of system (2.1) are in (C-D) Form. Its relevance will be clear in the spectral analysis
of Sect. 2.1, where the variable v is showed to decay faster, thus playing a key role
for closing the bootstrap. Therefore, although system (2.1) is simple, it captures the
fundamental structure of a quite general partially dissipative system satisfying [SK].
The only actual simplification is the replacement of the symbol of the vectorial operator

V = (0x;, Ox,, Ox;) With [E| = ,/512 + .;?22 + 532, and the linear dissipative equations in

(2.1) are a scalar reduction of the following more general dissipative system

oou+V-v=0,
0rv) 4+ 0y u +v; =0,
0rv2 + Oy, u +v2 =0,

0;v3 + Oy;u +v3 =0, where v = (vy, v2, v3).

This simplifies the low-frequency analysis, but the qualitative properties of the system
persist, so that in the end our linearized system (2.1) is quite representative.

Remark 2.10. [A comment on the quadratic source of system (2.3)]

The coupling between the dissipative variables u, v and the transported variable w
in (2.3) is due to the quadratic source term uw in the equation for v. The following
proof also works for similar cases: For instance, one could couple the equation through
the quadratic term vw in the equation for slower variable u, so that the system reads

%+ i|E|V = ayu? + byv? + c,uv + d, 0w,
UV +ilE|U+V = ayu? + byv? + cyuv,

O + i|E|D = Ty (w, w).

Thus there is some flexibility on the choice of the coupling in the quadratic source, but
there are also some limitations. Precisely, general quadratic nonlinearities involving
the three variables u, v, w cannot be treated with the simple bootstrap argument of
this section, since the time decay is in general not enough to close the estimates and
new ideas are needed. This is why a “nonlinear Fourier analysis of the profile” (the
so-called space—time resonance method (see [18,20,21])) will be implemented in the
next section on a more relevant partially dissipative hyperbolic system violating [SK].

The first step toward the proof of Theorem 2.8 is the analysis of the linear part of
the system.
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2.1. Spectral analysis of the linearized system

Letus set U = (u, v, w). The linear system (2.1) in compact form reads

8U — E(i&)U =0,

where
0 —ilg] O 010
E@&)=| —ilel] -1 0 =—il§|]A+B, with A=1100],
0 0 —il&]
2.9
000
B=]10-10
000
We write here the eigenvalues associated to E (i),
1 V1 —4[g) 11 —4[g)? .
M) =—Z+—F—, @) =—F-——F—, A3=-il§],
2 2 2 2
while the related eigenvectors are
1 1 0
[ 1—+/1-4]E)? A 144/1-4]€2
Vi) = —(—jmﬂ) . V) = —«ij?ﬂﬂ . =10
0 0 !

We analyze the low-frequency regime. Then, fix 0 < a < 1 and consider [£| < a,
for a small enough. The eigenvalues expansion yields the following expressions:

9E) = —1EP 4+ 0EP), A5¢) = —1+ 1> + 0(EP).

Thus the first two equations in u, v of system (2.1) satisfy [SK]. On the other hand,
since the eigenvector V3 belongs to the kernel of the linear source term B, then the
linear part (2.1) of system (2.3) is not [SK].

In the low-frequency regime, the eigenprojectors associated to the eigenvalues near
0,i.e., A{ (&), 23(%), are given by:

1+0(g>) —ilEl+ 0% 0 000
Pi(i&) = | —il&|+ O(E1*) —IEF+0(E1H 0 |, P3=|000]. (2.10)
0 0 0 001
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The complementing projector reads:

0% il +O0(g* 0
Pig) = [ ilE|+ O(EP) 1+ &>+ O(EP) 0 ] . (2.11)
0 0 0

Now, let I'(#, x) be the Green function associated to system (2.1), i.e.,
L(t,x) = F (T, 6) = F exp(Ei&)1)).

From the previous expansions, we get an expression of the Green function in Fourier
space:

exp(E(i&)t) = P1(i€) exp(—c|&|°t + O(E1°)1) + Pa(i&) exp(—ct + O(I&[*))
+ Pyexp(—il€|1),

for any universal constant ¢ > 0.

2.2. Decay estimates on the linearized system

In the low-frequency regime, the spectral analysis of Sect. 2.1 provides the following
decomposition:

T =K@ +K@)+ W@

I 1§10 €17 1€] O
~ exp(—cl&)*t) | €] 16120 | +exp(—cr) | 1€] €170
0 00 0 00
000
+exp(—il§lz) | 000
001
2.12)

Therefore the solution
U@) = (u(®), v(@), w@)) =T (@)U (2.13)

to the linear system (2.1) with initial data U(+ = 1) = Up can be decomposed as
follows:

Uit)y=T@)Up= K@) U+ K(t)Uop + W(t)Up. (2.14)

Define the left eigenprojectors onto the null space of the linear source term L| =
(1,0,0), L3 = (0,0, 1), and its complementing L, = (0, 1, 0). We will use the
notation A := Op(|&|) (but also for |& — n| and |n]|), while R denotes the Riesz
transform. Occasionally we identity symbols with related operators. Let us recall the
decay estimates from [4].
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Proposition 2.11. Let U (1) be defined in (2.14), with Uy € L' (R3) N H® (R3). Then,
for any multi-index B with |B| < s, there exists C > 0 such that the following the
following decay estimates hold fort > 1:

i) 1L DP K (Ul 12 < Cmin(l, =3~ 2} L1 Upll 1 + C min{l, 1=~ 2 | LaUoll 1.
ii) 1LaDPK (Ul > < Cmin{1, 1= 3~ 2 J|L Ul 1 + Cmin{1, 1=~ 2 )1 LaUpl 1.
iii) |L1 DPK (1) Up| o < Cmin{l,z—% NI Ul 1+ Cmin{1, =22} Lo Uoll 1.
i) [LaDPK (Ul < Cmin{l, =2~ YLy Vgl 1 + Cmin{l, =3~ 2 YiLoUll 1,
) IDPK () Upll 2 < Cexp(—en) | DPU |l 2. (2.15)

Some a priori bounds on w are listed in [37].

Proposition 2.12. Let w(t) be the third component of the solution U (t) to system
(2.1), as in (2.13), with initial data wy = w(t = 1) such that there exists C > 0 such
that || xwol| g2 + ||Ax2w0||H1 + lwollgv < C. Let fy,(t) be the profile of w(t), which
is defined as follows:

Fw@®) = Muw(). (2.16)

Then, for a suitable large N and arbitrarily small fixed constants ¢, y, the following
decay rates hold fort > 1:

D) IILsW @ Uollgy = llwll gy < 1%,

ii) |IL3W (O Uplr = lwlpe St [L3RW (DUl = |Rwl~ St

iii) xful2 S 17, (2.17)
iv) [Axfullm S 1.

) xPAfullg St

2.3. Decay estimates on the nonlinear system

The equation for w in (2.3) is independent of the dissipative variables u, v and it
has already been studied in [37]. Therefore, we will simply implement the estimates
obtained in [37] in the dissipative part of system (2.3). More precisely, we use the
following result from [37].

Proposition 2.13. Let w be the solution to
0 + iE|D = Tuie (w, w), D(1,) = Do(©),

where m(&€, n) is a nonresonant bilinear form as in Definition 2.6. Consider the equa-

tion for the profile fu(t, ) in (2.16), i.e.,

t
fw(t, &) = wo(§) +/1 Tnee,p(w, w)ds.
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There exists gy > 0 small enough such that, for

2
lxwoll g2 + [ Ax“woll g1 + lwollgv < o,

then the following decay estimates hold fort > 1:

lw(@®) |l gy < 160+ MZ @), w(®)|ze <17 (g0 + M (1)),
IRw(t)|ze S 17 eo + MG (1)),
I fu (Ol 2 S 7 (s + MG (1)),

IAxfu Ol S (0 + MG(@), IxPAfu @l S 1(e0 + Mg (1)),

18: full 2 S 172 (e0 + MG (1)),
13y fwll 2 S 7 (a0 + ME (1)),

for a suitable large N and arbitrarily small fixed constants ¢, 8, y.

Proof of Theorem 2.8. Decay estimates in H" We apply the Duhamel formula to sys-
tem (2.3), recalling that for the slower variable u we expect a decay ||u(?)| yv & t_%

as in the linear case in (2.15), while the expected rate for v is quite worse [[v(?)|| yv &
3 . .
¢t~ 31 with respect to the linear case, because of the mixed term d,uw. Then,

lu()|| v < CEy min{l, 1~} + CMg(t)/texp(—c(t — s))min{l, s~} ds
f min{1, (¢ — )"l 2, ds
/mm{l (t = )3} 1) L o [1066) 1 v ds
+/1 min{l, (¢ — )3} () ds
< Cmin{l, ¢ 4}+CM0(t)/ exp(—c(t — s)) min{l, s~ 1} ds
+CM02(t)f1 min{1, ( — s)~ %} min{1, 53} ds
+ CMg(t)/ltmin{l, (t —s)~1) min{l, s~2*} ds
+CM2() /ltmin{l, (t —s)~1) min{l, s~2+2°) ds.
Thanks to [ [4], Lemma 5.2], one gets:

||l v < CEymin{l, 13} + Cr=3 M3(1). (2.18)

The estimate for the dissipative variable is analogous. For some universal constant
C > 0, we have that
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@iy < Cmin{l, 1~ 1} Ey + CMo()Ex
t
/ exp(—c(t — s)) min{1, s~3 ¢} ds
1
2 ! 5 3
+ CMy(t) / min{l, (t —s) 4} min{l, s 2}ds
1
2 t 5 3
+ CMy(1) / min{l, (t — s)~ 7} min{l, s~ 2" ¢} ds
1
2 - 3 . 342
+ CMy(t) / min{l, (t — )" 7} min{l, s~ 2%} ds
1
1
+c/ min{1, (t — s)~F }luw(s) | .1 ds.
1

The first four integrals are O (t_%). Let us consider the last one. We have

t t
/ min1, (t — ) $}luw(s)] 1 ds < c/ min{1, (¢ = )~ ) lu() | 2w 2 ds
1 1
t
< C/1 min{l, (t — s)f‘sT}IIu(S)HHN lw(s) ||y~ ds

2 [ 5. 34,
< CMy(t) min{l, (t —s)” 4} min{l,s 47"} ds
1
< 11+ Mo (1)2.

Note in particular that this last term is responsible for the ¢ loss in the time-decay
rate of the dissipative variable v(¢). In fact, we know from Proposition 2.13 (and from
[37]) that in H" the wave variable w(¢) has a time growth of order ¢¢. Putting all the
terms together, we have

(@)l gy < Cmin{l, =3} Ey + 1737 M2(0). (2.19)

Decay estimates in L°° We start from the slower variable u:
. -3 2 ! : —342¢
lu(t)|po < Cmin{l,t 2} + CMO(Z)/ exp(—c(t — s))min{l, s~ 27} ds
1
! 3
+/ min(L, (¢ — )3} u(s) |2, ds
1
! 3
+/ min{l, (t — )" 2} [u(s) [ gn [v(s) || v ds
1
! 3
+/ min{1, (¢ — )3 [o(s)12,y ds
1

. -3 2 ! . —342¢
< Cmin{l, 12} + CMj(1) exp(—c(t —s))min{l, s~ 27" }ds
1



63 Page 22 of 41 R. BIANCHINI AND R. NATALINI J. Evol. Equ.

1
+CM§(f)/ min{1, (t — )2} min{1, s~} ds
1
2 ! . _3 . 3.4
+CM0(t) mln{l,([—s) 2}mln{17S 3 }dS
1

t
+CM02(t)/ min{1, (r — s)~2} min{1, s~2+2} ds
1
< Cmin{l, 173} + Cr 32 M2 ().
This implies that
; -3 —3426 9,2
lu(t)|po < CExymin{l,t72} + Ct7 27 My(1). (2.20)

Similarly, the dissipative variable decays as follows:

(1) |1 < CEy min{l, =2} + Ct=3 M2(r). 2.21)

2.4. Shizuta—Kawashima with any quadratic source

The result of this section can be applied to the following reduced version of system
(2.3):

U+ ilE|D = a,u? +£7uv2 +£uﬁ, 2.22)
AV +i|E|w+ 7V = ayu? + byv? + c,uv,

where (¢, &) = (1, £) € Rt xR3and ay, by, c4, ay, by, ¢, are constant values. System
(2.22) is partially dissipative and satisfies [SK] in the unknown variable U = (u, v),
as it can checked from the linear analysis, following exactly Sect. 2.1. This linearized
[SK] model is already in the Conservative-Dissipative Form (see Remark 2.9). In this
section, we extend the result of [4] in the three-dimensional semilinear case, as an
application of the method developed for (2.3). Notice indeed that in the general theory
developed in [4], the equation for the slow variable u is conservative. Here we are
instead able to handle a general quadratic source in the equation for . Starting from
the linearized system in Fourier variables, we have

&U — E(i&)U =0, E(i§) = (_?'g' i'f') .

The method of Sect. 2.1 applied to this system provides the following eigenvalues
expansions in the low-frequency regime |£| < a for a small enough:

AE) = —IEP + 0(EP), A9&) = —1+ € + 0(EP). (2.23)
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with related eigenprojectors:
L+ 03P —ils| + 0(I€|2)>
—ils|+ 0§ —I&1> + 0E) )

0(&») ilE] + 0% )
i+ 0 1+ g7+ 01 )

P(ig):(

P_(i§) = (
The Green function in Fourier space is given by:

T(t, &) = exp(E(i&)1)
= P(i&) exp((—|£|* + O(EP)1) + P_(i&) exp((—1 + O(|&|*)1)

2
< Cexp(—cl¢|*1) <|;| Ellz) + Cexp(—cr) (||§§|| |!§||2>

= K@) +K@).

Then the solution U(t) = (u(t), v(t)) = T'(¢)Uy to the linear system (2.22) with
initial data U (t = 1) = Uy can be decomposed as follows:

U@)=T®Uy = K(t)Up + K(t)Uyp,

and the decay estimates (i) , (ii), (iii), (iv), (v) of Sect. 2.2 hold. Now define the norm
of the initial data for system (2.22):

En = max{|lu(O)|I 1 + [lvO)]I L1, luO) | gx + [lv(O)]| g~}
and introduce the functional:

Mo(t) = sup {max{1, 73 }[[u(0)] yn + max{l, 73 }v(®)]l ).

O<t=<t
Applying the procedure of Sect. 2.3, we can prove the following result.

Theorem 2.14. (Global existence and decay estimates for the [SK] system) Con-
sider the Cauchy problem associated with system (2.22) and initial data belonging to
HN(R?), with N > % and En < ¢ for some fixed ¢ small enough. Then there exists
a unique global in time solution

U = (u, v) € C(([0, 00); HY (R¥)) N €' ([0, 00); HV7H(R?)),
with time decay estimates:
3 5
luls St7TEN,  u@ls St TEN.

3. A step towards models of physical interest: when dissipation prevents time
resonances

In this section, we consider a hyperbolic system with quadratic source, whose linear
part is exactly the linear operator (2.1), while the coupling between the dissipative
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variables u, v and w lies in the quadratic source term of the equation for w. The
system is the following:

9+ i|E[T = 12,
IV +ilEm+7 =2, (3.1
O+ i|E]D = T + Tz (w, w).

The source term of the equation for w is the sum of a nonresonant bilinear form for
the wave operator (as in Definition 2.6, where T, ;) is the bilinear pseudoproduct
in (2.2)) and a coupling term with the dissipative variables. We will show that system
(3.1) is well behaved for long times, despite the facts that:

e The last equation (the wave propagator) does not dissipate at all and exhibits a
quadratic nonlinearity;

e The two addends in the source of w, namely vw and T;,,, have different natures:
m is a nonresonant bilinear form for the wave propagator (see Definition 2.6);
vw does not have any special structure, but v is a dissipative variable. Their
behaviors are different, as they appear with different phases in the Duhamel
formula and we need to care of them separately.

In the rest of this section, we prove the global in time existence and decay of the smooth
solutions to system (3.1). In spite of the lack of dissipation of the linear part (system
(3.1) does not satisfy [SK] (see Sect. 2.1)), the coupling term vw is able to transfer
enough dissipation to the equation for w to prevent the formation of singularities.
Although being a first case study, this result is far from being obvious since in general
solutions to hyperbolic systems with quadratic source are known to blow up, [27]. We
define the following norm:

3 5 3 5
Mo(t) = sup{t#|lu() | gy + 13 [v@)| gy + 12 {u@)| Lo +12|0()| L
r>1

3 _
+ea|lxv@) gy + 1t lw@) | gy + tlw(@)| Lo + t|[Rw(t)| =
+t 7 xfu Ol 2 + IAXfu Ol g+ XA Lo Ol ). (3:2)
The result of this section is stated below.

Theorem 3.1. (Global existence and decay estimates for the 2nd model violating
[SK]) Consider the Cauchy problem associated with system (3.1) and initial data at
initial time t = 1 belonging to HN (R3).There exists ¢ > 0 small enough and N > %
large enough such that, for

En <& definedin (2.7),
system (3.1) admits a unique global in time solution
U= (u,v,w) € C([1,00: HY®)) N C'([1, 00); HN ' RY),
with time decay estimates for t > 1 provided by the inequality

Mo(t) < CEN.
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Remark 3.2. (A comment on the choice of the model) In this first investigative paper,
we limit ourselves to the toy-model case of (3.1). This is a simple and ad hoc system,
whose nonlinearity contains a special term, a so-called nonresonant bilinear form.
Thanks to the spectral analysis of Sect. 2.1, we know that the variable w is not dissipated
at all, while dissipation involves the [SK]-variables u, v. Thus, the intuition is that
when the nonlinearity is quadratic in w (the nondissipated variable), a nonresonant/null
structure is needed, otherwise singularities occur. Notice however by Definition 2.6 that
the whole nonlinear term (the three sources of the three equations) is not nonresonant
with respect to the full system (3.1), so the nonresonance condition alone (on the third
equation) is not enough and dissipation is still important in this framework. This is
why, besides being a simple and ad hoc example, system (3.1) is interesting for our
scope, as a first concrete case where the structure of the nonlinearity and dissipation
mutually cooperate with a successful outcome, as proved in Theorem 3.1. Since (3.1)
is neither [SK] nor completely nonresonant, the setting and the result are new. There
are finally two last remarks.

e The equations for u, v in (3.1) show a very typical [SK] structure and are actually
quite general.

e This method also applies to more general quadratic source terms depending on
the three variables u, v, w, at the price of a consistent additional number of steps
in terms of normal form transformations and weighted/localized estimates, be-
cause of the different (slower) decay rates of u, v. We avoided to detail this
general case as it does not bring new interesting insights into the problem. Phys-
ically relevant models will be instead studied in a future work (see Introduction).

3.1. Decay estimates on the nonlinear system in the low-frequency regime

The spectral analysis and the decay estimates on the linearized system are provided
in Sect. 2.2:

w

5

_ 3
lulgy =73, Jo@llgy 27+, |u@lre =172, |v(0)|Le 21

(STiv]

Now we need to estimate [|xv]| gn.

Lemma 3.3. Let U (1) be defined in (2.14), with Uy € L' (R*) N H* (R?) Then, for any
multi-index B with |B| < s, there exists C > 0 such that the following decay estimate
holds fort > 1:

IDPx LK (1) Upll 2 < Cmin{l,e=3~ 5 L Ugll,1 + Cminfl, ¢35

Sﬁ\ 7

HL2Uol 1
!
+ Cmin{l,r7 47 2 }||lxL1Upll;1 + Cmin{l, "%

_al
2

\n

HixLaUollpr.

Moreover, let v(t) be the second component of the solution U (t) = (u(t), v(t), w(t))
to the first two equations of (3.1). It holds that

IxLaK () | v S 173 (Ey + MZ(1)).
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Proof. We compute

2
ID5L2K OVl 5 [ [0ee expi—clePon)|” imoPler ae+
/R |7 exp(—clé*lacito |E 1> d
2
+ [ [peter expi—cie o[ e ag
+ /R [t exp(—cl&Pn)]a: 0% £ dé
S / exp(—c|&[*)[io|*|£[*F dé
R3
+7 [ el exp(—clePoimlle R a
+ fR | exp(—cléPlacito | |€ 1 d
+ /R |12 exp(—cl& n)[Tol* 1 d&
+12 /R [ exp(—cléPnoliE 1> d

+ fR [ exp(—cl&Pn)]d:001% £ dé
_3_ 3 3
SN 2+ e Pl + 02 P2,
7
+ 1727 Pl 7.

For the nonlinear equation, we simply observe that
. _3 ! 3
lxvllgy < minfl, t7#}Ex + | (& —s)"3|Jv]lyy ds
1

t
_5
+/ (t — ) vl g vl ds
1

. _3 . _3 2
Sminf{l, 17 4}Ey + minfl, ¢~ 4} My ().

O

Now we are left with the estimates for w. We treat each term of the norm (3.2)

separately.

In the rest of this section, we prove Theorem 3.1. Let us start from the Duhamel

formula for w(z),

t

'
w(t) = wy +/ exp(iA(t — )T, (w, w) ds +/ exp(i At — s))vw ds. 3.3)
1 1
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We will use also the profile for the three variables in Fourier space u, U, w:

_ I B
Fe.n=|1 | =encEion (7). (3.4
Juw w

with E(i&) in (2.9). In the low-frequency regime, we recall the following expansions
from Sect. 2.2:

@ Ju
U=\|7v = exp(E(ié)t) ﬁ
D Ju
A Ju
- (—i|§|—|§|2>eXp( s 0 Jo | + 0.
0 exp(—iléln) \ o

Then at main order (the remainders decay faster in L? and L®°; in fact, the analysis of
the nonlinear equations for u, v is already known and detailed in Sect. 2.4) one gets:

WE 1) = exp(— &P fur DE. 1) = |Elexp(—[EPND fur D&, 1) = exp(—ilE]) fu. (3.5)

Now we write the Duhamel formula for the profile ﬁ,:

t
fw(&, 1) = wo(&) +/1 exp(i &) Tine,y (exp(—il§ — nls) fuw, exp(—i|nls) fu) ds
(3.6)

t
4 /1 f exp(id €. 1)s) Fu & — 0. )1l Fa(n. s) dn ds,

where we used (3.5) and we recall from Sect. 2.1 that

I 1
¢ (&, '7)=|€|—|‘§—n|+i<§—§\/1—4|n|2>- (3.7

It is easy to see that the time-resonant set of the phase ¢ denoted as 7y = {(§, 1) |n =
0} is quite big, while the space-resonant set is given by

2in _
V1= 42

This implies that the space—time resonant set is also empty Ry = @, which allows
us to close the estimates by relying on the space—time resonant method. Notice that 7y
and R are the time and space resonant sets that are only related to the third equation
of system (3.1), namely w and that is not true that the space—time resonant set of the
whole system (with all the source terms) is empty.

Notice also that the first two terms of (3.3) and (3.6) have already been estimated in
every functional space involved in My (¢) in (3.2). These results, due to [37], are listed
in Proposition 2.13. Therefore, we will only focus on the last integral,

S¢={<s,n)|an¢=0}={<s,n)\ é:Z| + 0}=w. (3.8)

t
/ exp(iA(t — s))vwds. 3.9)
1
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Similarly, to estimate the profile f,,, we will only write down the computations for

t
/1 /exp(icb(é, ms) fuw(& —n,8)nlfu(, s)dnds. (3.10)

The next lemma plays a crucial role in our analysis.

Lemma 3.4. Consider exp(i¢ps), where ¢ is given in (3.7). In the regime |n| > }‘, it
holds that

1 3 1 1 1
R(exp(igs)) = exp(—cs), 5(1 — g) <c:=R (5 — 5,/1 — 4|n|2> < 3

Proof. itis enough to observe that \/1 —4in)? = 1'\/4|n|2 — 1 for |n| > % Therefore
for |n| > % we have R(i¢) = —%. It remains to consider 4—1‘ <|In| < %, which provides
the lower bound. O

The fundamental consequence is the fact that in the regime |n| > }‘ the operator
provides an exponential damping term in time. Therefore in that case there is no need
of exploiting the oscillations through the space—time resonance method: It will be
enough to apply a crude Cauchy-Schwarz estimate to close the bootstrap. This will be
done in Sect. 3.2. In the complementing case where |n| < % instead, that contribution
has the qualitative behavior —%( 1 — /1 —4|n2) ~ —|n|?: There is no exponential
time decay in this case and a more careful analysis, based on the space—time resonance
method [19,37], is needed. In order to rigorously implement the previous reasoning,
we introduce a cutoff function

Hor|n] < 4,

@3.11)
Ofor [n| > 1,

W) = x@nl), where x(In) € C°, X(m'):{
and we rewrite the above integral

fltfexpa«ﬁ(s, ) fuw & =0, )l fu(n, s) dy ds

= /ltfexp(w(s, 58) fu (€ = 1. 910l fu(n, $)¥ () dy ds

t
+/1 /exp(icb(«f, ms) fuw (& —n, )0l fu(n, $)(1 — () dn. (3.12)
In this section, we analyze the decay of the first term in the right-hand side. The

high-frequency regime in the latter is postponed to the last section.
Estimate of |w(?)| g~

t t
/1 lexp(iA(t — ) uw|[yn ds < /1 ()l g ()l v ds S Mg (1)

t
f s—ite ds < (14 z—%“)Mg(z).
1
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From Proposition 2.13 and formula (3.3), it follows that [[w(#)| v < tsMg (t) for
t>1.

Estimate of |w(7)| .~ We use the dispersive properties of the wave propagator
exp(i At) in Lemma A.1.

/ |exp(—i A(s — D)vw(s) e ds,S/ T () s + HAvw ) ) ds
5/1 (1 = )" o)l lw ()]l g ds

t
5
< Mg(t)/ (t—s) L7t ds < 'MG (),
1

Thus, from (3.3) and Proposition 2.13, [w(#)|z~ <t~ M3(1).

Estimate of |Rw(?)| ~ The Riesz transform R does not play any role on the
estimates for the dissipative variables u, v. In fact, even though the Riesz transform
is bounded from L7 to itself only for 1 < p < 400, we can use exactly the above
strateg

t
/1 |Rexp(—iA(s — D) vw(s)|Loe ds < / (IIva(S)IIW21 + IARvw(s) [l yjr1.1) ds
S /1 (t = )" IRV | v [Rw(s) | v ds

t
5/1 (¢t — )" o)l g ()l g ds,

where in the last inequality we used the boundedness of the Riesz transform in H .
Then, we can proceed as before, so obtaining the same decay of the previous paragraph.
From Proposition 2.13, one has that |Rw(#)|p~ < t_lMg(t).

Estimate of |xf,,(¢)[|;> This is the first point where the space—time resonance
method enters the game. As explained just before (3.10), we only need to bound the
following integral

/lt/expa«b(s, D) Fule = Ol Fuln, U dnds,  (G.13)
where ¥ (1) is in (3.11). Differentiating with respect to £ we have:
/1 t f is0:¢ exp(ips) fu (€ — 1. )0l fu(n. )Y () dnds (i)
+/1t/exp<i¢s>asﬁ)(§ — 0. 9)|nl fu(n. )Y () dn ds. (i) (3.14)

Let us start with (ii). We have
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t
1)l < /1 | exp(—i AS)xfur A exp(As) full 2 ds <
t
/1 | exp(—i As)xfull ol A exp(As) ful 3 ds
t t
< /1 1 fu )l o) 2 ds < /1 1 fu )l 1 o) v ds < M)

t
/ s7"ids < (1 +f%+V)M§(r),
1

where we used standard Sobolev embeddings and v & A exp(As) f;, from (3.5). Now
we use the space—time resonance method to deal with (i), by integrating by parts in
n. We use the following identity:

0y exp(igs) - 9,
isla,,qﬁl2

Therefore, since from (3.5) it follows that |n|.]/‘,: (n,s) ~ exp(|n|2s)ﬁ(77, s), and (oc-
casionally omitting signs and constants) we obtain

exp(igs) =

t 8 . -
(i) = —/1 I |a"<f|z exp(is)y(Fu (€ — 1, )11 FuCn, )9 () diy ds
n

! 0 - -~
- /1 [ ancaco- |a”q‘f’|2>exp<i¢s)fw(€—n,s>|n|ﬁ,(n,s>w<n)dnds
n

! d —~
~ /1 f %o T "q‘flz exp(i$)dy (fo (6 — 0. 5) exp(1[25)8(n. )W (n)) dn ds
n

t 8 -
+/1 /8n(35¢~ |8"(Z2)exr>(i¢>S)fw(S — 1, 5) exp(|nl*s)V(n, ) () dn ds.
n

We have

t a A
(z‘)w/l /ag¢~|a"(;¢’|2 exp(i(&] — & — 1)), T (€ — 1, )P0, )P () dnds )y
n

! 0 ~
+/] /3s¢" |an(f|2 exp(i(I§] — 1§ — nD)s) fuw (€ — . $)3,0(n, )Y () dnds ()2
n

t a e N )
+f] /535¢~ |3"$|2 exp(i(1§] — 1§ —nDs) fw (€ — 0, )Inlv(n, )Y () dnds ()3
n

! Oy ~ ~
+./1 fagqﬁ' E 7;'2 exp(i (& — 1§ — nDs) fw (& — 0, )V, ) ¥ () dnds ()4
n

t a -
+/ /3ng¢ : ﬁew(i(lél — & =nDs) fwE —n, V(. )Y () dnds  (0)s
n

/ /3 ¢ - |8 ¢|2 exp(i (€] — |& = 1)) fu & — 1, )00, )Y () dnds (i)

—2/ /aas o ¢|’Z’¢e xp(i (1] — 1€ — n)s) fu (€ — 0, )01, )W () dnds. (i)7.

We need the following intermediate result.



J. Evol. Equ. Nonresonant bilinear forms for partially dissipative - - - Page 31 of 41 63

Lemma 3.5. In the low-frequency regime |n| < 4, the following relations hold:

Iy
| 3n" o7 = Homan) + (). (3.15)
P . . .
e - ﬁ = wo(roma(n) +ma(m) = figma(n) + ponz(n), (3.16)
n
L L 8 (ugmam) 2 = 0y - i,
oyl 1€ —nl & —nl & —nl
(3.17)
L ¢|2|3an|2 i1 Guoma(n) + ia () = i ma ) + el (), (3.18)
8,¢ ) Miv ﬂiv )
decp. P _ i 0 + =_'0 + pl , 3.19
g¢|&ﬂp /mﬂs_mmﬂm m1 (1)) |s_mmﬂm ugm(n) (3.19)
|0g | O i 1y my(n) +mi () = i ma(n) + pli'my (), (3.20)
T |s il & —nl
¢ ) ﬁll Mii ﬁvi Mvi :
O LI Y + = + :
£ gn¢|an¢|2 Ho G —rma ) + iia () = 2oma ) + =2 n|mz(n)
(3.21)
3¢~8 ¢ ﬁvu
B .on nn — 0 vii , 322
34 oyl |§_mmum+u m3(n) (3.22)
2 ’l¢ 7777¢ ﬂ(l))“l viii
- , 3.23
|0g ¢ oyl T ma () + pg'' ' m3(n) (3.23)

where juo = o€, n), Lo = ko€, n) (possibly with apex i, ii, - - - ) denote any symbol
belonging to By, while we use the notation my, for any Fourier multiplier of order k.

Proof. We start with (3.15). We explicitly write down
and’ §—n 2 .
= (1 —4[nl*) +2iny/ 1 — 492,
[9y01% 1€ —nl

where we recall that |n]? < 16, so that 1 — 4|p|? > 3. Introducing the notation

o = é%zl € By and noticing that my(n) = 1 — 4|Tl|2, () = 2iny/1 —4{n|?

are Fourier multipliers, the proof of (3.15) is over. The decomposition (3.16) readily
follows from Lemma A.5, since 9z ¢ = é_l _ o o By. To prove (3.17), it is enough

&=l
to observe that for j = 1,2, 3,

mj—&) _ 1 E—n)?

In—&  1E—nl 1E—nP

Since d¢¢p € By, the decomposition (3.18) follows from (3.16) and Lemma A.5.
Besides, (3.19) follows from Lemma A.5 and

877j$j¢ = a'?j

2

Onjn; P < -1 & —nj)? ) 181
7N + 1 —4{n|") +2iy/1 —4|n]2 + ———.
0,017 \E—nl | |E— g ) 44 W1 N
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From (3.19), the fact that d:¢p € By and Lemma A.5 we also obtain (3.20). Next,
(3.21) follows from (3.17) and Lemma A.5. Lastly, observe that from (3.15) and (3.19)
we have

~iv

O - Opn - m .
e - ———2= = (noma(n) + 2 () | —"—ma(n) + uomi(n) | .
10,61 1§ —nl
which directly provides (3.22), while (3.23) follows from (3.15) and Lemma A.5. The
proof is over. 0

Now we use the above lemma to deal with the terms (i); — (i)7. We start with (7).
Using Lemma 3.5 and Lemma A.4, we have

t t
5
[ONES /1 Ix full s llvllwas < Mo(6)? /1 sYTads SV MG (). (3.24)

Now we deal with (i),. We use the dispersive estimate (A.2) with p = 6 — 4, so that

t '
. i _2 4
)2 < / 1€ fullgo-s Ixvllyases ds < f STIRNATT full g s lavll gy ds
1 1 :
L 24 2 [1 yas-23 2
S osTI3 xfwll gz llxvll gy ds < Mo(r) sYTOTITads StV My (1).
1 1
(3.25)
Consider the term (7)3. Using again the dispersive estimate and using also that from

(2.15) we have ||[n[v]l ;2 ~ t_%Mo(t), we get

t t
. i A ~ 1—-245 4.5 ~
|(z>3|5/ sl waum|||n|v||wz,s+ads5/ SN ol ds
1 1
"l ~ 2 [ 1Tt 2
< s Pl nBln ds < Mo)? [ 55047 ds < o Moy
1 1

The term (7 )4 is also analogous since the cutoff does not play any role and its derivatives
are uniformly bounded. We now turn to (i)s. We have using (A.5) that

t
1(0)s] 5/ IAT full sllvllwa,e + Il fwll 3 1A~ 0l s ds
1

t t
N / lwl g vl v ds S Mo () / s sTHds SUMo?. (3.26)
1 1

The terms (i)g — (i)7 are really similar to the previous one, therefore we omit them.
Hereafter o = wo(€, n), fto = fo(€, n) (possibly with apex i, ii, - - - ) denote any
symbol belonging to By. Estimate of || Ax f,,(¢)|| g1 It consists in estimating the terms
of the previous paragraph with all the terms of the integrand multiplied by |£|. Those
estimates are really similar and therefore we omit them.

Estimate of |||x|>Af,, (1) || g1 We start by recalling that
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—~ [ o~ —~ —~
&1 fw = 1&]Wo(§) +/1 exp(i1§15)18 | T (g, n) (exp(—il§ — nls) fw, exp(—ilnls) fuw) ¥ (n) ds
t -~ o~
+/1 /I$|exp(i¢S)fw|17|fu1//(i7)dndS-

Differentiating with respect to £ (and occasionally omitting signs and constants) one
has:

0 (€] Fo) ~ %wwmagwo

t

+ /1 0 (X M) ] Ty (eXP(—i A) Frs exp(—i As) T () dis
t P P

+/1 /%eXp(iM)fwlnlfuw(n)dnds
t

+ /1 / £ lisded exp(ids) Inl Fu Fav (n) dy ds

+/1t/|s|exp<i¢s>|n|asﬁ)ﬁ ¥ (r) dn ds.
Differentiating again in &,
02 (1€ fu) = %@0 + 2%8@0 + €102
+ /1 02 (expi A8 € | T ey (exp(—i As) Fo. exp(—i As) Fo) ) dis
+/lt/s2eXp(i¢S)|Bs¢I2I77IIEIﬁ;fAullf(n)dnds @
+f1tfseXp(i¢S)3§¢|§||nlﬁﬁw(n)dnds b
+/lt/eXp(i¢S)é—|3gﬁ)Inlﬂw(n)dnds ©
+/1t/sexP(ich)IS||n|35¢3sﬁ;f:¢(ﬂ)dnds @
+/;t/iseXp(i¢S)3s¢|n|é—|ﬁuﬁl/f(n)dnds (e)
SN LIPG
+/1 /eXp(l¢>S)waln|fu1/f(n)dnds )
+flt/exp<i¢s)|s||n|a§ﬁﬁw<n>dnds ().

The first integral is studied in [37]. As recalled in Proposition 2.13, it grows like 7.
Let us start from (a). We integrate it by parts in 7, so that
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On
|9y <15|2

(a) = f/seXp(l(IEI 1€ — nD)s)|og I €10, fu DY dnds  (a)

//sexp(zua & — a0 bl 22121 FudyBy dnds (@)

|3 <15|2

+/l /s2exp(i(|s| — | —n|)s>|ag¢|2|a”(;¢’|2|5|ﬁu|n|wdnd (@)3
n
f . 2 b
+f /sexp(z(|s|—|s—n|>s>|ag¢| ,pp 1wl dnds (@)
//sexp(zua &€ — D))l o, ¢‘T2|s|fwvwdnds (@)s

0y
g SRV dnds @

On® - Iy
|9,012

We proceed with our computations, using the dispersive estimate (A.3) and Lemma
3.5. From (3.18) have

+2/ /sexp(z(|s| & — nD)s)3eg - deyp—12

—2/ /seXp(z(ISI € — nDs)Iogp > —=— €| fu, 09 dids ()7

t t
2 1-2 2
[(a)1] 5/ sllxfuwllwrzllvligy ds S Mg@) [ 7175 ds S eMg(@).
1 1

The bounds for (a), — (a)4 are similar to (3.25) and we omit them. Consider (a)3. We
use again (A.2) with p = (% -5y = (% + 5)7!, so that we have

t
20 iAs -~
I(a)3|§/1 sle waIW.,(g_%)—n ln[vll g~ ds
t
21 140 ~
Sf STTATVNATTY full iy lnlll g ds
1 whE+3

t
_1_ ~
5f s27 AV |x ol g2 N[0l v ds
1

Using Lemma 3.5, the last two terms (a)s — (a)7 are really analogous to (i)5 in (3.26).
In particular the symbol in (a)s is treated in (3.20) and the symbol in (a)e in (3.21)
and the symbol in (a)7 is studied in (3.23). Now consider (b), which gives

02— Mo, o
&0 |§|+|s—n|

Therefore

P& — nllEl = pol& — nl + jLolé| = p1 € Br.
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Using this observation in the estimate for (»), Lemma A.4 and (A.5) witha = 1,qg =
6, p = 2, we have:

)2 S /1ts||T,“(exp(iAs)A_1 exp(—iAs) fu, exp(As)Af)ll 2 ds
S /IISIIA_1 exp(—iAs) fullwrell exp(As)Afu) w3 ds
+ /IISII exp(—i As) fullw13 | A~ exp(As)A L)l wre ds
< Mg(t)/lts”’”i ds <3 MR@).

Note that (c) and (e) are similar. Let us consider (d). The symbol

n1&,n) = |€|0:¢ € By.

1t
()]l 2 §/ sllexp(iAs)T,, (exp(—iAs)x fy, exp(As)Af)|l 2 ds

1
t

5/ sl exp(—iAs)x fillwiell exp(As)Af,) |ly1.3 ds
1

t
< Mg(t)/l s =i ds < 53T MR().

2
We estimate (f). Notice that I% = fz‘_o| Therefore, using (A.5) witha = 1,q =
6

2,p= 3, we have
[ORIIEDS /ltSIIA_1 exp(i As) Ty (exp(—i As) fu, exp(As)A fu)ll 2 ds
< /lt s|l exp(i As) Ty, (exp(—iAs) fuw, exp(As)Afu)HLg ds
S /lt sllexp(—iAs) full 31l exp(As)Afull g2 ds
< Mj () /ltsl—éﬂ—i ds S 12 M),
where we used Lemma A.2, Lemma A.4 and Lemma A.1. The last one is (g).
I(®l2 < flt Il exp(i As) A exp(—i As)x” fuy, exp(AS) A fy |2 ds
< /1 Al el exp(A)A il ds
< Mo(0) /1 AR s ds

1
5 3
< Mg(t)/ s17ids <1 MR().
1
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3.2. The high-frequency regime

This is the regime where |7]| is at high frequencies: More precisely, we are dealing
with the estimates of the second addend in (3.12) where || > é—lt.

As already widely mentioned, the only difficult term for which we need a careful
and explicit estimate is the integral (3.12). We recall once more the expression of the
time phase ¢ (¢, ) in (3.7),

I 1
ip@&.m =i(§l—1& —n) — 5+ 5y/1 —4in|.

From Lemma 3.4 we have that R(i¢) = —c, where R denotes the real part. Being
¢ the time phase, this implies that the term exp(i¢ (7, §)s) in the integrand of (3.12)
does not only have an oscillating contribution, but also an exponentially decaying
one, of the order of exp(—cs). This analysis largely simplifies the estimates of the
high-frequency regime. We remark that an exponential decay in time should in fact be
expected from the linear study of the dissipative part of the system (2.12), where we
showed that in the high-frequency regime || > a, we have

@\ _(owE? el )(f) )
<ﬁ>_< gl 1+00®) \ f, exp(—ct),

where now c is a generic positive constant. Thus we explicitly write down the reasoning
for the most difficult bound of the previous section, i.e., || x fy || % , in the high-frequency
regime, in order to show that it is readily obtained from the previous observations.
Being simpler, the other estimates for this high-frequency terms are omitted. Therefore,
we differentiate (3.12) again with respect to £ as done in (3.14) and we focus on the
term (i), for which we recall that the decay of the linear semigroup was not enough
to close the bootstrap argument and in the low-frequency regime we were forced
to exploit the oscillations by means of integration by parts in space. Thanks to the
exponential decay, in the present high-frequency regime it is enough to apply a crude
Cauchy—Schwarz inequality. More precisely, let us consider the quantity

@Iy, where, forany f, wedefine [ £]%y : = II(1 + AE)? F(&)
x (1= @)ll 2.

where ¥ (§) is given by (3.11)(i.e., a cutoff at high-frequency). It is immediate to
deduce from Proposition 2.11, point v), that the following high-frequency estimate
holds for the unknown v of system (3.1):

t
@)%y < CEnexp(—ct) + C /1 exp(—c(t — ))[[v(s)]17, ds

t
< CEy exp(—ct) + CMg(t)f exp(—c(r — s))s~3 ds
1

< Enexp(—ct) + t‘%Mé(t),
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so that
5
oy S Ev + Mg @), 3.27)

Now we use this information to estimate the (high-frequency) term (i) in (3.14), which
we rewrite below

t -~ -~
/1 /isaé¢exp(i¢3)fw(€ = 0.8l fu(, $)(A =¥ () dnds.

The task is to estimate this term in L, with an upper bound of the order of 7, according
to the bootstrap estimate in (2.8). First, we can apply Lemma A.4 to uo(§,n) =
d:¢ (£, n), which yields

t t
Il < /] ST o 1=y (@E — 1, 8), 90, )l 2 ds < /1 slw)l g vs)% y ds
t
< Mo(t)(Ey + M&(r))/ s % 573 ds < Mo(t)(Ey + M3(1)).
1

where the last inequalities follow by using (3.27) and the definition of My(¢) in (2.8).
Finally, the argument is concluded, choosing ¢ small enough, by the following in-
equalities:

Mo() S En + 13 v,y Mo(1)
+ Mo()* < Ex(1 4+ Mo(1)) + M3 (1) < e(1 4 Mo(t)) + M3 (1).
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Appendix: Toolbox

First, we collect two estimates on the wave propagator exp(i At).

Lemma A.1. [37] The following estimates on the wave propagator exp(i At) hold:

lexp(iAt) flrce St I Ilian + IAF I l; (A.1)

2 4
lexpGAD) fllze St FPIA>TP £Il, 0, for2 < p < oo. (A2)

We also have the following bounds:

2
lwllwir S 1777 Mo@), for2 < p <4 (A3)
2
||A’1w||W1,p < ty_1+5Mo(t), ford < p <6. (A4)
We recall two estimates on fractional integration (see [19,37] for more details).

Lemma A.2. [37] Let A = (—A)2. Then, for0 < o < 3

L
1 3 3
—fll SUWfler forl <p,g<ocoanda =~ — —; (A.5)
A L4 P q
1 ) 3 3
—exp(iADf| Sfliee forl <p<2<g<oocanda=———. (A.6)
A P 4
La

We conclude this appendix section with the generalized version of the Holder in-
equality for Coifman—Meyer operators and symbols in ;.

Lemma A.3. [14] if a symbol m(&, n) belongs to the Coifman—Meyer class as in
Definition 2.1, then,for% = % + ql, l<p,g<o0,0<r <o

ITn (ol SN llzrliglize.

Lemma A4. [37] Let p, q,r be such that % = % + 5 and 1 < p,q,r < oo. If
m(&, n) € By as in Definition 2.2, then:

1T (fo Ol SN fleellgllee.
Ifm(&, n) € By, s > 0 as in Definition 2.2, then:
1AM T, (f )l S f lwsirllghoe + I F e llglyssea-

Lemma A.5. (Lemma C.3, [19]) If us(§,n) € Bs, uy(§,n) € By, then pspuy €
Bs+s’~
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