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Abstract

In two previous papers we presented an algorithm for coupling the Finite Volume

(FV) method for the solution of 2D Navier-Stokes equations dicretized on block

structured Eulerian grids with the weakly-compressible Lagrangian Smoothed Particle

Hydrodynamcs (SPH) method. This coupling procedure exploits the SPH method to

discretize flow regions close to free-surfaces and the Finite Volume approach to resolve

both the bulk flow and the wall regions, where grid stretching can be favourably used.

The information exchange between the two numerical schemes is established through

overlapping zones. In the present paper this coupling paradigm is extended to a 3D

framework. To this purpose, the extension of the algorithms for particle creation/deletion

on the interfaces are described and issues related to free-surface intersection with each

sub-domain boundary are addressed. Moreover, a new coupling procedure that simplifies

the algorithm is proposed and tested. Effectiveness and accuracy achieved by the coupled

solver are tested on challenging problems involving large free surface deformations and

vorticity generation like the 3D flow past a cylinder below a free surface, the breaking

wave generated by a ship bow in forward motion and the impact of a flat plate on the water

surface.
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1 Introduction

The simulation of free surface flows close to rigid boundaries, for both basic

research and design purposes, requires numerical algorithms able to capture

both the complex free surface evolution, possibly with relevant breaking and

fragmentation, and the details of vorticity production in thin boundary layers on

rigid walls and its evolution in the bulk flow. With this kind of problems the main

difficulties for reliable simulations stem from both the topological variation of the

computational domain due to the free surface evolution, more easily handled by

Lagrangian approaches, and from the need for a proper resolution of the vorticity

field in the boundary layer and wakes where space discretization is more easily

controlled with Eulerian grids.

In order to exploit the best of the two approaches, in [26] an algorithm that couples

the Smoothed Particle Hydrodynamics (SPH) approach with a Finite Volume (FV)

scheme was developed and implemented. The results proved that for certain kind

of flows (e.g. wave propagation and breaking in deep water) the algorithm is both

very accurate and efficient.

Of course, the idea of domain decomposition is by no means new and has

been largely exploited in fluid dynamics. A classical review of coupling methods

between Eulerian solvers can be found in [20], whereas a review of domain

decomposition with particle methods can be found in [16] and, more recently,

in [40]. Coupling methods between mesh–based and particle approaches were

proposed, besides [26], in [31] where an incompressible SPH model is coupled with

an incompressible FV approach with surface fitting. Other examples can be found

in [4, 19] where both particle methods and FV solvers are exploited to improve the

quality of the solution.

The algorithm proposed in [26] was improved to handle both net mass transfer and

free surface passage through the coupling boundary in [5]. In the present paper, the

algorithm is extended to a 3D environment; to this purpose, the interface boundary

on the SPH side is supplemented with a procedure to add and remove particles, so

that open-boundary conditions can be included to limit the region where the SPH

solution is performed. Similarly to what proposed in [2] the seeding/de–seeding

region is controlled by the solution exchanged with the adjacent FV solution,

and particle production is carried out with particular attention to global mass

conservation.

At the same time, in the overlapping zone on the FV side particle trajectories

are exploited to correct the free surface position, in a way that resembles the

Particle/Level Set algorithms (see, e.g. [13]), the information obtained from the

SPH solution being used to guarantee consistency between the two solutions also

in case of violent free–surface motion.
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The numerical results reported in the present paper for three dimensional problems

show that, by properly coupling the two approaches, it is possible to obtain an

algorithm that retains the best from each discretization technique, even when

dealing with flows characterized by different length and time scales. In particular,

we aim to exploit the ability of Lagrangian particle methods to simulate free surface

flows, possibly with front fragmentation, without mass or momentum losses; at

the same time, we retain the ability of mesh–based approaches (chimera-type

approaches in the specific) to simulate the flow around body with complex frontiers

and to control grid clustering in boundary layers and wakes.

In fact, the SPH approximation renders the simulation of the fragmented front

region far more accurate than what can be obtained by the Finite Volume–Level

Set simulation with a comparable number of cells in the same region; nevertheless,

SPH would also demand a large number of particles to discretize the regions where

the flow is smooth and characterized by length scales much larger than the kernel

support. The behaviour of the FV approach is complementary: it is very easy to

control grid stretching and/or clustering in prefixed flow regions (e.g. boundary

layers), but it is very CPU and memory demanding when there is the need to

capture the fine details of the breaking front, because the whole region where the

free surface evolves should be covered with an extremely refined grid.

On the basis of the above considerations, the flow domain is split in two regions

and the SPH approximation is applied only where the free-surface deformations

are relevant, whereas we take advantage of the Finite Volume solution elsewhere.

In order to allow information exchange, at the boundary of the SPH domain the

solution from the underlying FV grid is transferred by trilinear interpolation of the

values at the cell centres on a slice of SPH particles. Similarly, the solution on the

FV grid is obtained by an SPH–type interpolation (Shepard interpolation) on two

slices of ghost cells.

In order to avoid discontinuities on the SPH field, the FV solution is blended

with the one from SPH over an overlapping zone, hereinafter called the “blending

region”. A further slice of particles is added after this transition zone where

particles are purely forced through the FV solution.

The way in which the particles are created and removed at the boundary of the

interaction zone is the natural extension to 3D of the algorithm presented in [5]:

the generation of particles is performed by computing the net mass flow through

each sub–portion of the boundary surface (rectangles, in the present case) and by

injecting a particle when the cumulative mass flow equate the prefixed particle

mass. Conversely, a particle close to the interface is removed from the SPH set

when the computed outflow mass is equal to the particle mass.

In the present 3D implementation we also tested an alternative way to couple the

two solvers, which will be more convenient when dealing with moving bodies.
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Specifically, the region covered by the SPH domain is not removed from the FV

domain that instead covers the whole flow domain. In this case the solution on the

Eulerian grid is computed by adding a forcing term in the region overlapped by

the SPH solution. This forcing term is identical to what done in the “Chimera–

type” approach, already used to couple the solution between overlapping block–

structured meshes (see, for instance, [10, 30]). This way of coupling allows

to greatly simplify the grid set-up for the Finite-Volume (there is no need to

remove portion of the grid to conform the SPH domain) and, moreover, makes

the simulation of problems with moving SPH domains easier.

Of course, the global algorithm for 3D problems is somewhat more involved than

for 2D problems, particularly for particle handling on the interfaces and donor

search when dealing with highly stretched grids. This aspects will be discussed

in details in the following sections. In the next sections the adopted mathematical

models and numerical schemes are presented.

2 Mathematical models

For both (Lagrangian and Eulerian) approaches, the weakly compressible flow

model is adopted, i.e. the fluid is supposed to be barotropic and therefore the fluid

density ρ depends only on the pressure p; in addition, in the hypothesis of weak

compressibility
dρ

dp
=

1

c2
,

where c (the sound speed) is supposed to be constant and large with respect to the

typical fluid velocity U; generally, this condition is fulfilled by imposing the flow

Mach number Ma = U/c ≤ 0.1.

2.1 Lagrangian formulation

With the above assumptions, mass and momentum equations, i.e.



























































Dρ

Dt
+ ρ∇ · u = 0

ρ
Du

Dt
+ ∇p + ρgk = ∇ · �

Dx

Dt
= u

(1)

can be solved independently from the energy equation. In equations (1), D()/Dt is

the material derivative, x is the position vector of the material point, u = u(t, x) is
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the velocity vector, g the acceleration of gravity, k the upward unit vector, � the

stress tensor, given by

� = µ
[

∇u + ∇uT
]

(2)

being µ the dynamic viscosity of the fluid.

2.2 Eulerian formulation

In Eulerian formulation, the Navier–Stokes equations are written in full

conservation form as



























∂ρ

∂t
+ ∇ · (ρu) = 0

∂ρu

∂t
+ ∇ · (ρu ⊗ u) + ∇p + ρgk = ∇ · �

(3)

3 Numerical methods

3.1 Finite volume scheme

The discretization of Navier-Stokes equations in their Eulerian formulation is

made by means of a Finite Volume (FV) scheme, implemented on a multi–

block structured grid with partial overlapping ([10, 30]); with this approach, the

computational domain is split into sub-domains

Dl, l = 1, . . . , L

not necessarily disjoint. A curvilinear coordinate system (ξ, η, ζ) is considered on

each block, discretized by a structured grid with hexahedral cells

Dl
i, j,k i = 1, . . . ,Ni j = 1, . . . ,N j k = 1, . . . ,Nk

where the indexes i, j, k runs along each coordinate direction.

The equations are then integrated over each sub–domain; the time derivative is

approximated by a second order fully implicitly three–point backward formula.
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The resulting discrete system reads, at time t = tn,

Vi, j,k

3ρun
i, j,k
− 4ρun−1

i, j,k
+ ρun−2

i, j,k

2∆t
+ Fn

i+1/2, j,k
− Fn

i−1/2, j,k

+ Fn
i, j+1/2,k

− Fn
i, j−1/2,k

+ Fn
i, j,k+1/2

− Fn
i, j,k−1/2

+ gk ρi, j,k Vi, j,k = 0

(4)

where F =
[

ρ(u · n)u + pn − � · n]

S ξ is, e.g., the flux integral on the cell face

normal to the curvilinear coordinate ξ whose measure is S ξ and Fn
i+1/2, j,k

is its

approximation computed at time tn on the face between cells i, j, k and i + 1, j, k.

Vi, j,k is the cell volume. Analogously, mass conservation reads

Vi, j,k

3ρn
i, j,k
− 4ρn−1

i, j,k
+ ρn−2

i, j,k

2∆t

+ρUξ |n
i+1/2, j,k

− ρUξ |n
i−1/2, j,k

+ρUη|n
i, j+1/2,k

− ρUη|n
i, j−1/2,k

+ρUζ |n
i, j,k+1/2

− ρUζ |n
i, j,k−1/2

= 0

(5)

where, for instance, Uξ = u · n S ξ is the volume flux normal to the face S ξ.

The pressure p is computed from the linear state equation

ρ = ρ0 +
p − p0

c2

ρ0 and p0 being the reference density and pressure values at the free surface.

The resulting system (4-5) being fully coupled and non–linear, it is solved by a dual

time step approach, in which the original system is substituted by

V
∂u

∂τ
+

1

ρ

[

LHS of eq. 4
]

= 0

V
∂p

∂τ
+ β

[

LHS of eq. 5
]

= 0

(6)

where
√
β is a pseudo–sound speed. System (6) is then discretized by computing

pressure and volume flux term by means of a high order Godunov–type scheme, as

described in [12]. Note than the system (6) returns to the incompressible model

when c → ∞. Moreover, the leading order dissipation terms in the truncation

error do not depend on the actual speed of sound but on the pseudo–sound speed

and can be therefore controlled independently from the Mach number, so that the

excessive numerical dissipation of standard Godunov–type approaches, observed

for vanishing Mach number, can be easily circumvented.
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When dealing with free surface flows, the above numerical scheme is coupled with

a level–set approach like in [9]. The position of the free boundary is identified

by the zero level of a level–set function φ(x, t), whose modulus is equal to the

distance from the moving frontier; the sign of the function is positive above the

water domain and negative below. This function evolves with the solution as a

material property of the fluid, i.e. its material derivative is set to zero:

Dφ

Dt
=
∂φ

∂t
+ u · ∇φ = 0. (7)

Therefore, the zero level of φ, if initially coincident with the free surface, remains

on the boundary. The FV algorithm is locally modified in the cells cut by the

free surface, in order to enforce the free surface dynamic boundary conditions.

Moreover, the level–set function is reinitialized as a signed distance function at each

time step, in order to limit the mass defect/gain associated to the non conservative

form of the algorithm. The reader is referred to [9] and to the bibliography reported

therein for details.

3.2 Smoothed Particle Hydrodynamics scheme

The adopted SPH model is a Riemann-based SPH scheme without mass fluxes [36],

resulting in the following discrete equations :

d

dt
(xi) = u0i, (8)

d

dt
(Vi) = 2Vi

∑

j∈P
V j (uE − ui) · ∇iWi j, (9)

d

dt
(Vi ρi) = 0, (10)

d

dt
(Vi ρiui) = Vi ρi g − Vi

∑

j∈P
V j2PE∇iWi j + Fv

i , (11)

where Vi is the volume of the i-th particle, Wi j = W(xi − x j) is the kernel function

and Fv
i

is the viscous force acting on the particle i and discretized following the

Monaghan and Gingold formulation [27]; uE and PE are the solutions of the

Riemann problem formed by the left (i) and right ( j) states Several Riemann solvers

can be found in the literature [28, 35, 39]. Here, the linearized Riemann solver as

firstly proposed in SPH by [36] is chosen:



































uE =
c(ρi ui + ρ j u j) · xi j + Pi − P j

c(ρi + ρ j)
xi j

PE =
ρ jPi + ρiP j + c ρi ρ j (ui − u j) · xi j

ρi + ρ j

(12)
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where xi j =
x j−xi

‖x j−xi‖ and ρi,ui and Pi are, respectively, the density, velocity and

pressure of the i-th particle. The system is closed by a linear state equation as in the

FV scheme:

P = c2(ρ − ρ0) + P0

in which P0 = 0. A particle-shifting technique as in [18] is applied by defining:

u0i = ui + δui with ‖δui‖ ≪ ‖ui‖, (13)

where δui corresponds to a small velocity perturbation based on Uchar = cMa (see

[34] for more details):

δui =







































−Uchar n̂i if Uchar ‖n̂i‖ < 0.25 ‖ui‖

−0.25 ‖ui ‖
n̂i

‖n̂i‖
otherwise,

(14)

n̂i is a vector pointing to the direction where voids appear in the particle

distribution:

n̂i =
∑

j∈P
V0∇iWi jRi (15)

where R is the kernel radius and V0 = ∆xD, ∆x being the mean particle spacing

and D the dimension of the considered problem. Note that the method proposed

here differs from [34] as the Riemann-SPH scheme is not written in an ALE

formalism and mass fluxes are null. A MUSCL (Monotone Upstream Scheme for

Conservation Laws) procedure is used to increase the order of this TVD scheme

[41].

The kernel function Wi j used in this work is a C2 Wendland kernel. In the present

study where only 3D simulations are addressed, a kernel radius R = 2.7∆x has

been chosen, corresponding to about 80 interacting neighbors. The time step must

respect a CFL (Courant-Friedrich-Lewy) condition which depends on the sound

speed c for the hyperbolic part and on ν for the elliptic part of the Navier-Stokes

equations:

∆t = min

(

CFLa

R

c
,CFLν

R2

ν

)

(16)

where CFLa is the Courant number, taken as CFLa = 0.375, CFLν is the diffusion

Courant number CFLν = 0.12 and ν is the kinematic viscosity. The SPH scheme is

advanced in time through a fourth-order Runge-Kutta scheme.

4 Coupling Algorithm

The proposed algorithm aims at exploiting the different behaviour of the two

algorithms when dealing with problem characterized by different length scales.
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In particular:

• the Smoothed Particle Hydrodynamics approach is very efficient when dealing

with free surface flows, because its Lagrangian formulation is naturally

convenient to track a fragmented free surface, even with relatively few particles.

The same task, on the other side, is not so efficiently accomplished by Eulerian

algorithms, like the Finite Volume method, for several reasons: first of all,

some additional logic is required to find the position of the free surface with

respect to the grid; moreover the integration requires proper local adaptation

to enforce the free surface boundary conditions, as Level Set and Volume-of-

Fluid approaches. Secondly, Eulerian approaches are inefficient because the grid

used for the simulation must cover the entire region spanned by the free surface

motion.

• Finite Volume approaches are very convenient to simulate high Reynolds number

flows because they can make use of, for instance, block–structured mesh; by

means of this kind of discretization it is very easy to control grid stretching in

the boundary layers and grid refinement in the wake region. At the same time, it

is easy to coarsen the mesh where the solution is smooth in order to improve the

global efficiency. Local resolution, on the other side, is not easily controlled with

SPH algorithms, for several reasons: the first is that the discrete particles follows

the fluid particles trajectories, and consequently they tend to move away from

rigid walls. This Lagrangian motion causes a depletion of particles in boundary

layers, with related loss of accuracy. The second reason is that the SPH algorithm

requires a particle distribution as homogeneous and isotropic as possible, in order

to control dicretization error; consequently, particle clustering and depletion is an

all but trivial task.

The details of the approach are described in what follows.

4.1 Spatial coupling

On the basis of the above considerations, the spatial domain is subdivided in order

to retain the SPH solution in a limited region where free-surface deformations are

more relevant and take advantage of the Finite Volume solution elsewhere.

Differently from what done in [5], we investigated two ways to handle the FV

domain: in the first, the approach is the extension to 3D of the previous algorithm

(referred to as Coupling I in the following), i.e. the FV domain is the complement to

the inner SPH domain (top of figure 1); in the second, instead, the region overlapped

by the SPH particles is not removed from the FV domain which covers the whole

domain (Coupling II, bottom of figure 1). With this second approach, the algorithm

can be greatly simplified and, in perspective, can be more easily extended to moving

grid problems.
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Fig. 1. Sketch of the two coupling strategies adopted: Coupling I (top plot) in which the

SPH (white circles) and the FV (cyan region) domains are complementary and only a partial

overlapping is performed; Coupling II (bottom plot) in which the FV domain covers the

entire numerical domain and the SPH domain overlaps it only in the region of interest.

4.1.1 SPH domain

As already said, only the region around the wave breaking front is solved by the

SPH approach. The way in which information is transferred from the FV solver to

SPH one is depicted in figure 2.

In particular, the SPH domain consists of three separate regions:

(1) in the inner one (blue in figure 2) the solution is computed as in the standard

SPH algorithm.

(2) In the intermediate region (green in figure 2), the velocity and pressure

fields computed from the SPH solution are blended with the underlying FV

solution with a weight that depends on the distance from the blending domain

boundaries; in details, if de is the distance from the outermost boundary of the

blending region and di the distance from the innermost one, the actual solution

(p,u) for the SPH solver is computed by blending the solution computed

with the pure SPH algorithm (pS PH,uS PH) with the one from the FV region

(pFV ,uFV), as in the following formulas:

p = pFV

di

de + di

+ pS PH

de

de + di

; u = uFV

di

de + di

+ uS PH

de

de + di

. (17)
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Fig. 2. SPH solution: blending region and region driven by FV

(3) In the outer region (orange in figure 2) the particle motion is driven by

the velocity field computed in the underlying FV solution and interpolated

on the instantaneous particle positions. This operation is made by tri–linear

interpolation from the eight points of the Eulerian mesh that surround the

particle; the donor points are found by the search algorithm described in [42].

Particle generation and removal

The outer boundary of the external region of the SPH domain lies in the FV domain:

across this surface, particles are injected and removed on the basis of the flow

direction and of the mass flow by means of an algorithm which is the natural

extension to three dimensions of the one presented in [5] for two dimensional

problems, as explained in the following. Each face of the outermost SPH domain

boundary is split in sub–faces like in figure 3; from the FV solution, we compute

the mass that flowed across each face element S i from a reference instant of time

t0:

mi(t) = ρ0

∫ t

t0

∫

S i

u(t̂, x) · n dS dt̂ (18)

where n is the normal to the face element pointing inward the SPH domain and

u(t̂, x) is the value interpolated at the face center from the FV solution. The above

integral is computed with second order accuracy in space by the mid-point rule and

with first order accuracy in time. When this mass exceeds the reference particle

mass m0 = ρ0V0, a new particle is injected and the value of the generated mass is

subtracted from the instantaneous face mass, i.e. mi(t) → mi(t) − m0. Conversely,

when this mass falls below −m0, the closest particle to the face element is removed

and its mass is summed to the instantaneous face mass.

The above procedure is applied for the face elements that are completely
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submerged. When a face element is cut by the free surface, the mass flow is

computed as

mi(t) = ρ0

∫ t

t0

∫

S i

θ
[−φ(x, t̂)] u(t̂, x) · ndS dt̂ (19)

θ being the Heaviside function and φ the signed distance (level set) function

computed by the FV solver on the face element.

Fig. 3. Sketch of the particle injection algorithm.

The particles generated at the open boundary can suffer from spatial inhomogeneity

when strong vortical structures move close to the boundaries; moreover, in the

outermost region, where the particles are convected by the velocity field computed

from the FV solver, spatial non uniformities can be caused by the exact Lagrangian

transport law. This irregular particle distribution is controlled as done in [5] by

means of the particle shifting technique as defined in equation (14).

Level set function computation

When coupling the SPH and FV solution, we need to transfer to the FV solver

also the information regarding the distance from the free surface. This quantity

is computed as in [25]: the particles on the free surface are detected by a purely

geometrical criterion at first, and local unit normal vector to the free boundary n f s

is computed; then, the value of the signed distance function at a grid point xFV of
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the FV domain is computed from the closest free-surface particle at x f s from

φ(xFV , t) = (x f s − xFV) · n f s −
∆x

2
. (20)

Note that φ = −∆x/2 at the particle center, the free surface being ideally located at

a distance ∆x/2 from the free-surface particle (see [25] for more details). In order

to save CPU time, the level set function is computed only in the grid points of the

FV domain adjacent to the free surface; in the other points, the level set function is

computed by reinitialization at the beginning of each time step.

4.1.2 FV domain

As said before, two coupling approaches were tested in the present paper. The first

one (Coupling I in figure 1) is the 3D extension of the approach in [26], i.e. the

solution is transferred to the FV solver by interpolating the current SPH solution

on two ghost cell layers adjacent to the inner boundary of the domain. The solution

is interpolated on these cells by means of Shepard interpolation as explained for

2D problems in the cited papers.

In the second coupling approach (i.e. Coupling II), instead, the region occupied

by the SPH particles is no longer removed from the FV domain; the two domains

therefore overlap, as in figure 1. This second approach can be convenient because

it produces a simpler algorithm at the price of a small overhead; moreover, the

algorithm in this form can be extended with ease to the case of moving grid, as it

will be done in the following of the research activity.

The solution is transferred from the SPH domain to the underlying FV domain by

the same numerical technique adopted for solution interchange in the overlapping

grid discretization as in [29] and [22]: in the cells overlapped by a SPH particles,

the discrete equation are modified as

[

LHS of eq. 4
]

+ Vi, j,k

Kχ

δχ

(

ui, j,k − uS PH

)

= 0

[

LHS of eq. 5
]

+ Vi, j,k

Kχ

δχ

(

ρi, j,k − ρS PH

)

= 0

(21)

where Kχ = O(10) is a non–dimensional constant and

δχ = min(∆t,∆x/Ure f ,∆y/Ure f ,∆z/Ure f ) (22)

Ure f being the reference velocity and uS PH and ρS PH are the values of velocity

and density from SPH at the point xi, j,k obtained by interpolation from the SPH

solver; these values are computed at grid points by means of the same interpolation

technique (Shepard interpolation) adopted in the SPH solver. The same procedure
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is applied for the computation of the level set function, i.e. a forcing term is added

to equation (7)

∂φ

∂t
+ u · ∇φ +

Kχ

δχ
(φ − φS PH) = 0, (23)

where φS PH is the value of the distance function computed from the SPH solver on

each particle and transferred by a Shepard interpolation on each grid point.

4.2 Inhomogeneous time coupling

When coupling the two different solvers, we tried to exploit all the pre-existing

coding of the algorithms, in order to use well consolidated software. The time

integration of SPH being explicit and that of FV being implicit in the original

implementation of the two algorithms, we adopted the inhomogeneous coupling

procedure described in the following which is both consistent and stable (see [26]

and [5]).

Suppose first that we chose the same time step ∆t for SPH and FV; this is of course

possible when ∆t is equal to the limit time step for SPH, the FV algorithm being

unconditionally stable. The time integration is performed first in the SPH region: to

do this, we need the values from the FV in the overlapping region at the proper time

instants, required for the Runge–Kutta multi-step integration. From the FV region

we know the solution at the current time and, from the field equations, all the time

derivatives for all the points in the overlapping region. Therefore, we can compute

with second order accuracy all the values we need from a Taylor series expansion

in the time interval tn < t < tn+1, tn being the current time step and tn+1 = tn + ∆t:

ui(t) = un
i +
∂u

∂t

∣

∣

∣

∣

∣

n

i

(t − tn) + O
(

∆t2
)

pi(t) = pn
i +
∂p

∂t

∣

∣

∣

∣

∣

n

i

(t − tn) + O
(

∆t2
)

(24)

On the other side, we need the solution at tn+1 in the overlapping region to perform

the implicit integration of the FV domain. The required values are available once

the Runge-Kutta integration on the SPH side is completed; therefore, no formal

changes are required for the time integration in the FV domain.

If the time step ∆tFV for the implicit integration in the FV domain is chosen to be

larger than the limit time step ∆tS PH for the SPH integration, the time marching

procedure remains the same, but for each FV time step we make M steps with the

SPH solver, M being the smallest integer for which the time step for the SPH solver

∆tS PH is such that

∆tS PH =
∆tFV

M
≤ ∆tS PH (25)
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5 Numerical results

In this section, the three dimensional SPH-FV coupling is applied to some test

problems with both the coupling procedures described above. Specifically, the

proposed coupling strategy is applied and validated on complex 3D free-surface

flows such as: i) the high-speed ditching of a flat plate; ii) the overturning wave

generated by an advancing surface piercing plate; iii) the flow past a cylinder below

the free surface. These problems are all chacterised by a large range of relevant

spatial scales for which the present coupled approach can be effectively applied.

In the following several numerical aspects are investigated such as the accuracy of

the prediction of pressure fields, global forces, free-surface elevation and vorticity

production.

Regarding convergence assessment of the present approach, in previous works by

[26, 5] this aspect was extensively addressed. In particular, the convergence aspects

regarding both space and time discretization were studied by using geometrically

similar grids and particle distributions; the time discretization was such that

the Courant number was kept constant on the different discretization levels.

Furthermore, the sensitiveness of the solution on the ratio between typical particle

and grid sizes was carefully analysed. Finally, the effect of the ratio between the

time discretization of the two solvers was also addressed. Therefore, in the present

work, we tried to focus more on the applicability of the coupling algorithm and due

to the large computational costs required by the considered problems we could only

perform uncertainty analysis on two different discretization levels for the test case

of the flow past the cylinder underneath the free surface.

5.1 High speed water impact

In this section the ditching of a flat plate with large horizontal velocity component

is studied; the SPH-FV coupled solutions are compared to fully-SPH solutions and

to experimental data. Guided ditching impact experiments [14] were performed in

the CNR-INM towing tank, which is 470 m long, 13.5 m wide and 6.5 m deep. The

dimension of the flat plate were: width W = 500 mm and length L = 1000 mm. L is

taken as characteristic length for the problem. The horizontal and vertical velocities

at the impact are respectively U = 40 m.s−1 and V = −1.4 m.s−1. Furthermore,

the panel moves toward the free surface with a pitch angle of 10°. To mirror the

experimental conditions, the ditching velocity is constant during the whole impact

process.

SPH simulations of this problem have been previously performed in [24] using an

Adaptive Particle Refinement (APR) technique as described in [6]. This advanced

multi-resolution technique allows keeping fine spatial resolution around the flat
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Fig. 4. High speed water impact: domain decomposition and adopted grids (SPH region is

in blue). Left: top view. Middle: side view. Right: detail of the corner of the overlapping

region between SPH and FV.

plate during the simulation by moving the refinement areas at the same speed of

the plate. In the present study, the coupled SPH-FV solver has been tested on the

same problem in order to assess pros and cons of the proposed technique for water

impact problems.

Simulations have been performed with a nominal sound speed cwater = 1480 m/s

and a nominal density ρwater
0

= 1000 kg/m3 for water. Viscous effects have been

neglected due to the high Reynolds number of the flow in this impact situation.

The problem is solved in a frame of reference which is moving with the same

horizontal velocity as of the plate. In this system, the plate moves purely downward

with velocity V , whereas the flow velocity in the far field is uin f low = (U, 0). The

numerical tank is 10 m long, 3 m wide and 6 m deep.

The SPH domain is around the plate and is 1.25 m long, 0.8 m wide and 0.2 m deep.

The depth of the SPH domain was set large enough to include the region around

the moving plate during the whole simulation in the time interval [0, tU/L = 3.5].

For this problem, the first coupling technique (Coupling I) was adopted; the

complement to the SPH domain is covered by the FV mesh, with grid stretching in

the far field.

The adopted SPH and FV domains are depicted in left and middle plots of figure 4.

In the right plot of figure 4 a detail of domain overlapping is shown, with at least

two FV cells falling in the SPH region and a layer of SPH particles corresponding

to at least one kernel radius lying in the FV domain.

Flat panel impact: comparison between coupled SPH-FV and SPH alone

SPH-FV simulations were performed using a particle resolution ∆x = 3.2 mm

which is very close to minimum particle size that was adopted in [6] corresponding

to ∆x = 3.125 mm. The total amount of particles at the beginning of the simulation

is 6 millions, whereas the total number of FV cells is about 4 millions. It has to

be noted that the number of SPH particles could be drastically reduced if the SPH

box was able to move with the plate (this will be done in the continuation of this
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research activity).

As regards the time integration, the SPH time step is defined by the acoustic CFL

condition and is equal to ∆tSPH = 2.5 × 10−6s whereas there is no restriction on

the FV time step for stability, the FV being fully implicit in time. Nevertheless, the

accuracy analysis performed in [26] suggests to limit its value to 10 × ∆tSPH.

The top plot of figure 5 shows the field of the pressure coefficient Cp =

P/[1/2 ρ0 (U2 + V2)], where U and V are the reference velocity components of

the flat plate. The figure reports Cp on a particle slice at the plate midline as

predicted by the SPH-FV solver and by the SPH alone in [24] at t = 1.6 tU/L. It

can be observed that the pressure levels are very similar; nevertheless, the SPH-FV

solution is much smoother and free from oscillations with respect to the simulation

using SPH alone. This can be attributed to the fact that a perturbation produced

in the SPH region is efficiently damped in the far field by the FV solver, without

bouncing back in the near field. In the middle row of figure 5 the top view of the

pressure field at the solid boundary is shown. From this plot the similarity between

the two pressure fields can be further appreciated, together with the smoothness

of the SPH-FV solution. In particular, the parabolic shape of the high-pressure

region at the jet root, which is due to the jet escaping from the lateral sides, is

well represented in both solutions.

At bottom plots of figure 5, the contours of the free-surface elevation are reported.

In this picture, an abrupt discontinuity in the free surface elevation clearly appears

at the side boundaries of the outer SPH domain in the SPH-FV solution. This is to

be ascribed to the fact that the SPH resolution is much higher than the FV one in

the interface region, where the emerging liquid jet is very thin (about one particle

thick in the SPH simulation). This tiny detail can not be captured by the FV grid

and, as a consequence, the jet disappears when entering in the FV region. However,

it is important to underline that this aspect has no consequences on the loads on the

plate and on the overall impact process, nor on the stability of the algorithm.

Finally, in figure 6 the vertical force measured on the plate is compared between the

two numerical solutions and with the experimental measurements. The numerical

solutions are in good agreement and both slightly overestimate the experimental

data. When inspecting more in the detail the numerical signals, it can be observed

that the SPH-APR solution (in blue) is affected by a small high-frequency noise,

as expected from the reported pressure fields. Conversely, the SPH-FV solution

is in general very smooth, apart from the initial stage of the impact and some

bumps towards the end of the simulation. The first oscillations are due to the initial

deformation of the particle lattice which induces some noise due to the limited

resolution at the initial jet root, present in both numerical solutions.

The second effect is more tricky: as the wedge penetrates the liquid, the mean water

level rises and a new layer of particles is generated from the inflow. Due to the rapid
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flow, this new particle line remains in the shape of a small step on the free surface

until it encounters the plate. This induces a local small pressure bump at the jet-root.

However, this spurious effect could be quickly alleviated by introducing a particle

shifting tangential to the free surface, as in [38].

Fig. 5. High speed water impact: solution at t = 1.2 tU/L. Top: side view of the pressure

coefficient CP; middle: top view of the pressure coefficient CP; bottom: free surface

elevation. Left: SPH-FV coupled solution. Right: solution by SPH with APR from [24].
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Fig. 6. High speed water impact: vertical forces acting on the plate during the impact.

Triangles represent the force recorded in the experiment by [14]; the red and blue lines

represent the force measured, respectively, in the SPH-FV and in the SPH with APR

simulations.
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5.2 Overturning ship-like bow wave

The coupled solver is here validated on the problem of a ship-like breaking bow

wave generated by an advancing free-surface piercing plate. The experimental

campaign carried out in the Ecole Centrale de Nantes towing tank reported in [33]

and [8] is here taken as reference. The considered problem is quite challenging

when tackled by either SPH or FV alone. Indeed, from the point of view of the

SPH solver, the fluid domain to be simulated is too large; from a FV perspective,

too high resolution would be needed to solve the details of the overturning breaking

wave.

The problem is defined as follows: a rectangular plate of length L = 0.782 m is

immersed with a draught equal to D = 0.2 m and towed with different velocity

U and incidence (yaw) angle α. The yawed plate generates an overturning wave

which resembles the one produced by a ship bow in forward motion.

In this section, the solutions obtained through the coupled solvers are compared

with the experimental data in terms of wave shape and maximum wave height on

the plate. A sketch of the problem and of the discretization is reported in the left

plot of figure 7: the SPH region, indicated by the red parallelepiped, is attached to

the upper part of the plate to catch the breaking wave, while the FV region occupies

the remaining part of the domain, in order to resolve the far field, the recirculating

flow behind the plate and the vorticity generation at the immersed edge of the plate.

For the solution of this problem we adopted Coupling II, as explained in section 3.

Specifically, the FV overlapping grid is shown in figure 7, where a top view of the

numerical domain is provided; for the sake of clarity only every second point of the

grid is plotted. Very coarse grids are used in the far field in order to rapidly damp

the outgoing perturbations and avoid spurious reflections. A finer grid is used on

the plate with clustering at the wall, in order to resolve the boundary layer. Indeed,

for the flow velocity considered here, the first point is set at a distance O(10−5) m

from the wall, so that the distance of the closest point from the wall is always below

1 in terms of wall units; note that this spatial resolution is not reachable by any SPH

scheme with common computers.

The boundary layer is solved by FV, the FV grid resolution being at least two orders

of magnitude finer than the SPH one; conversely, outside the boundary layer the

solution is driven by SPH which is far more convenient in order to catch the free

surface evolution. The SPH domain covers the whole plate length and spans up

to y = 0.5L in the direction perpendicular to the plate; on the contrary, the depth

is only 0.06L below the undisturbed free surface, since the free surface mainly

evolves above it. The adopted particle size is ∆x = 0.003L, resulting in about 1

million particles at the beginning of the simulation. Note that, during the evolution,

the water rise in front of the plate causes a large increase of this number, leading
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to an average particle number even 4 times larger than the initial one. For all the

simulations of this section the thickness of the blending region is about 3∆x as well

as the region of pure FV forcing (see figure 1 for definitions).

Since in this problem the acoustic waves are not of interest, the chosen time step for

the FV solver is ∆tFV ≃ 10∆tS PH. From the point of view of the computational cost,

for this test case one time step of the FV solver is about 20 times more expensive

than one SPH step, the FV grid being also larger than the SPH one. Therefore,

taking into account the time step ratio, the FV burden on the total CPU cost is about

twice the SPH one. Each simulation ran on a 48-cores Intel Xeon CPU E5-2698

2.30GHz machine for about 96 hours in order to simulate 8 seconds of physical

time.

Fig. 7. Overturning bow wave. Left: sketch of the problem. Right: computational domain,

subdomains and boundary conditions. Every second point is represented in the FV grid.

In figure 8 two different views of the solution at tU/L = 7 obtained for Froude

number FrD = U/
√

gD = 1.07 are reported in terms of free-surface elevation

contours, in both SPH and FV domains. It can be seen that, when the flow

encounters the plate, the stream forks between the high-pressure region (solved by

SPH) and the low-pressure one; on the high-pressure side, the flow climbs the plate,

and falls back in the form of a plunging breaking wave, whose shape depends on

the flow velocity. The overturning wave attains a quasi-steady regime after a short

transitory stage which ends at about tU/L = 3. In the case shown in figure 8, a small

plunging wave is formed which evolves in a series of splash-ups, thus dissipating

its initial energy content.

The plunging jet impinging the free-surface divides in two parts: a portion of it

penetrates the surface and another one bounces in the form of a new jet (for more

details see e.g. [21]). As a result a vortical structure is generated beneath the water

which runs parallel to the plate, in a way that resembles the “scars” observed in

the wake of ship bow waves (see [17]). These scars are clearly visible in the SPH

region in the top view of figure 8; these small scale structures are blurred when

they reach the FV domain, the grid size being insufficient to describe their details.

When the splashing wave reaches the lateral limit of the SPH region most of the

energy has been damped through vorticity and water impacts (see e.g. [23] and

passes in the FV domain. As for the “scars”, FV grid resolution is not enough

21



Fig. 8. Overturning bow wave: numerical solution obtained by the coupled SPH-FV solver

for FrD = 1.07. Free-surface elevation viewed from the front plane (left plot) and from the

top (right plot). Colors refer to the free-surface perturbation with respect to its undisturbed

configuration.

to capture small breaking events, and therefore are damped. Consequently, only a

smooth free-surface deformation is captured by the coarse FV grid.

The results from the simulation are compared with experimental data for validation

for several values of the Froude number and incidence angle α. The validation

is carried out by comparing the free surface elevation along the plate and the

features of the breaking wave. In figure 10 the computed waves (on the left) for

FrD = 1.07 and α = 10°, 15°, 20°, 25°, 30° are compared with the photos taken from

experiments in the towing tank (on the right). For visualization purposes, the SPH

solution is shown in terms of triangulated surface, extracted through a marching

cube algorithm, and the experimental free-surface elevation has been reported on

the numerical solution using red points.

The observation of figure 10 clearly reveals the influence of the incidence angle α

on the wave shape. At α = 10° the wave is at its breaking limit and the comparison

with experimental data proves that the computed wave profiles are in very good

agreement with the experiment. At α = 15° the overturning wave is now well

formed and the SPH accurately predicts the generation of the overturning wave.

In this case both the computed wave profile and shape are in good agreement

with towing tank observation; moreover, the numerical simulation well captures

the closure point of the overturning wave. A similar behaviour is observed also

for α = 20° for which the breaking wave is more curved and the jet impingement

occurs closer to the plate. In this case the splash-up is also well visible.

At α = 25° and α = 30° the overturning wave is not clearly visible any more as

it closes just aside the plate. However, it can be noticed that for α = 30° in the

numerical solution the first scar line induced by the splash-up is visible, running

almost parallel to the plate. Remarkably, a similar behaviour can be spotted also in

the experimental picture. As far as the free-surface profile is concerned, for these

cases the water elevation is rather unsteady and, thus, the comparison is less precise.

In general, the numerical solution is close to the experimental data in the front part
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while it slightly overestimates the water elevation downstream.

In order to validate the numerical solution when varying the Froude number, in

figure 9 the computed maximum wave height is compared with the experimental

data and with the theoretical estimation in [32]

Zb

g

U2
=

2.2

1 + FrD

tanα

cosα
(26)

where Zb is the maximum wave height. From the picture in figure 9 it can be

seen that the numerical simulation lays within the experimental scattering; both

experiments and simulations are slightly below the theoretical maximum wave

height.

Fig. 9. Overturning bow wave: comparison of the computed maximum wave height for

varying Froude number with experimental data and with analytical law in [32]
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Fig. 10. Overturning bow wave: detail of the bow wave varying the incidence angle α at

FrD = 1.07. From top to bottom: α = 10°, 15°, 20°, 25°, 30°. Left: numerical solution by

SPH-FV solver; the red spheres represent the wave profile measured in the experiment.

Right: pictures taken from the experiments.
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5.3 Flow past a circular cylinder below a free surface

In the present section the viscous flow around a cylinder below a free surface is

computed. The problem is the 3D extension of the 2D problem solved in [5] and

consists of an open channel with a fixed cylinder beneath the free surface. The same

test case was studied in [3] and, more recently, in [7]. A section of the adopted

domain is shown in Figs. 11 and 12; note that in the global view of the domain only

every fourth FV grid point is shown for the sake of clarity.

The problem is characterized by:

• distance between free surface and cylinder (h) / cylinder diameter (d): h/d = 1.5;

• water depth (Ĥ) / cylinder diameter: Ĥ/d = 6;

• Froude number Fr = U/
√

gd = 1, g being the gravity acceleration and U being

the inflow velocity;

• Reynolds number Re = Ud/ν = 180 and 1800, ν being the kinematic viscosity;

• free-slip condition at the bottom and no-slip condition on the cylinder wall;

• distance of inflow boundary from the cylinder (x1) / cylinder diameter: x1/d =

21;

• distance of outflow boundary from the cylinder (x2) / cylinder diameter: x2/d =

59.

The 3D extension considered here is obtained by extruding the domain of figure 11

for a length equal to 3d and enforcing periodic boundary conditions at the planes

y = −1.5d and y = 1.5d. The flow evolves producing a spilling breaking wave

above the cylinder as a result of the accelerating current close to the free surface.

The domain decomposition is such that only the portion of the region around

the breaking wave is discretized by SPH (see Fig. 12). For the remaining part of

the domain a Chimera-type grid was adopted which is composed by orthogonal

sub-grids, properly clustered around the cylinder and stretched far away from it

The total number of cells is about 3 millions. The particle resolution for this

case is d/∆x = 33, amounting to an average total particle number of about 1.3

millions (the number of particles inside the domain slightly changes in time due

to the flow unsteadiness). The adopted FV time step is ∆tU/d = 0.0125 which

is approximately 5 times the SPH time step. For this simulation, Coupling II was

adopted, i.e. the complete FV grid is overlapped by the SPH domain.

5.3.1 Flow at Re=180

After an initial transient stage, the flow reaches a quasi-periodic regime with period

tU/d ∼ 5. A peculiar element of this flow is the mutual interaction between

vortex shedding in cylinder wake and the breaking waves. This aspect was deeply

investigated in [3, 7]. In figure 13 the x-component of the velocity field is reported.

At this Reynolds number (Re=180) the flow remains nearly two-dimensional. It
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Fig. 11. Flow past a circular cylinder below a free surface - Section of the 3D computational

domain, subdomains and initial configuration. Every fourth point is represented in the FV

grid.

Fig. 12. Flow past a circular cylinder below a free surface - Zoom of the SPH sub-domain

delimited by the red-dashed box.

is worth noting the field continuity and smoothness across the interface between

SPH and FV, which can be better appreciated in the zoomed view in bottom plot of

figure 13. Also the free surface is quite accurately transferred from one domain to

the other, even in the region downstream the breaking wave, where small 3D effects

can be spotted.

In figure 14 the y-component of the vorticity field is reported. In the bottom plot

the same field obtained from a 2D simulation in [5] is reported. Since the flow

is practically 2D, the two solutions are in very good agreement both in terms of

vorticity distribution and free-surface deformation, in spite of the different type of

coupling algorithm adopted for the two simulations.

In order to assess the uncertainty a two-grid approach was adopted [37]. A coarser

grid for the FV solver was obtained by removing every other grid point from

the original grid. As for the SPH resolution, the particle size was doubled, i.e.

d/∆x = 16.5. The obtained grids are, respectively, of about 440,000 FV points

and 160,000 SPH particles. Moreover, the Courant number was kept constant. A

further coarsening of the grid would have resulted into a too rough description and

was not used. The results are reported in table 1 in terms of average lift and drag

coefficients, namely CL and CD. As it can be seen the observed uncertainty for both

quantities is below 5%.
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Fig. 13. Flow past a circular cylinder below a free surface at Re=180. Left plot: side view

of the x-component of the velocity field; right plot: zoomed view close to the SPH region.

Fig. 14. Flow past a circular cylinder below a free surface at Re=180. Left plot: side view of

the y-component of the vorticity field; right plot: vorticity field in the 2D solution provided

in [5].

CD CL

Grid 1 1.54 −0.081

Grid 2 1.49 −0.078

Unc. % 3.2 3.7

Table 1

Flow past a circular cylinder below a free surface at Re=180 - Uncertainty assessment.

5.3.2 Flow at Re=1800

As a second test case the same simulation is performed at a viscosity level 10 times

lower, i.e. with Re=1800; the Froude number is the same as before Fr = U/
√

gd =

1. In order to correctly model the boundary layer, the grid close to the cylinder

wall is further refined so that the first computation point is at y+ ≃ 1. For this

second test case the total number of cells is about 3.5 millions. Note that such a

resolution would be practically unfeasible using only SPH, even with advanced

particle splitting techniques such as, e.g., the Adaptive Particle Refinement [6].

The particle resolution in the SPH region is also increased to d/∆x = 50 in order

to better describe the complex free surface evolution. The total particle number is

about 4.5 millions. Again, in case only FV was used a very large number of points

would have been needed, since all the volume which can be potentially occupied

by the free surface must be resolved with a very fine discretization.

In figure 15 the contour plot of the x-component of the velocity field of the obtained

flow is shown for tU/d = 90. At this time instant the initial transient has passed
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and the flow exhibits an irregular wake. The free surface has remarkable 3D effects,

with several breaking waves that are more violent than in the previous case with

Re = 180. In top plot of figure 16 a zoom of the free surface across the interface is

presented. The SPH particles and FV surface are colored according to the elevation

of the surface. It is possible to observe that the surface elevation across the coupling

interface is continuous, even if complex three-dimensional surface perturbations are

present.

In middle and bottom plots of figure 16, two views of the vortex structures are

provided. The vortex surfaces are defined through Q-criterion [15] and in particular

are obtained as iso-surfaces at Q(d/U)2 = −1, where Q is defined as:

Q = ‖�‖2 − ‖Ω‖2

� and Ω being, respectively, the symmetric and skew-symmetric parts of the

velocity gradient tensor. Note that Q is computed also on particles and in figure

16 only particles characterized by Q(d/U)2 ≤ −1 are plotted in yellow. From the

bottom view it can be seen that at this Reynolds number the flow develops strong

3D effects also close to the cylinder: the vortex structures of the von Karman street

are connected through orthogonal filaments which interacts with the free surface.

Indeed, particles detected by Q-criterion are visible in the shape of filaments

just below the free surface. In the bottom plot of figure 16 vortex structures can

be observed also across the interface. This represents a remarkable result of the

proposed algorithm, as the computed fields remain continuous also in terms of

derived quantities, such as the Q value. Furthermore, from this plot it is visible

how the vorticity generated at the free surface interacts with the vortex structures

produced on the cylinder wall: small vortices generated by the breaking wave merge

with vorticity coming from the cylinder below and remain close to the free surface,

causing also significant local deformation of the latter.
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Fig. 15. Flow past a circular cylinder below a free surface at Re=1800: side view of the

x-component of the velocity field.

29



Fig. 16. Flow past a circular cylinder below a free surface at Re=1800. Top plot: top view

of the free surface close to the interface between SPH and FV; colors refer to free-surface

elevation. Middle plot and bottom plot: bottom and side views of the vortex structures

represented as iso-surfaces at Q(d/U)2 = −1 (SPH particles characterized by the same

value of Q are also shown).
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Conclusions

A 3D algorithm for the solution of free surface problems with both free-surface

fragmentation and relevant viscous effects is proposed. The algorithm extends and

improves the one developed for 2D flows in [26] and [5]; a new and simpler

paradigm to couple a Smoothed Particle Hydrodynamics solver and a Finite Volume

one with Level Set approach is also developed and implemented; with this new

algorithm, grid generation follows the usual practice of Finite Volume approaches

because there is no need to remove grid portions or to define additional internal

boundaries.

Three test cases were considered to test both versatility and robustness of the

algorithm. In the first, the impact of an inclined flat plate on the water surface

is considered, to check acoustic wave propagation through the interface: the test

revealed the smooth propagation of both acoustic waves and free surface front

between the two domains; moreover, the computed pressure on the plate surface

favourably compares with both experiments and with an analogous computation

performed with a pure SPH solver.

In the second test case, the overturning wave induced by a yawed surface piercing

flat plate is simulated. This test case is severe for both solvers when used alone: in

fact, the SPH solver easily captures the plunging or spilling waves that characterize

the problem, but misses the boundary layer and the vortices generated at the keel

and on the trailing edge. Conversely, when using the FV solver, boundary layers

and wakes can be easily captured by proper grid stretching and local refinements,

while the proper description of the surface wave would require an excessively fine

grid in the region around the front evolution. The numerical results obtained with

the new coupling approach accurately mirror the data collected in a towing tank

experiment.

The third test case reported offers the same difficulties as the second one. The 3D

flows around a circular cylinder placed underneath the free surface is simulated

for low and high Reynolds number with the new coupling procedure. For the low

Reynolds number case, the solution remains almost 2D and perfectly mirrors the

2D results obtained before with the first coupling approach proposed. The flow

obtained with the higher value of the Reynolds number is instead fully 3D and

encompasses the typical vortex structures in the wake of the cylinder that interact

with both the vorticity produced under the breaking wave and with the free surface.

The proposed algorithm, although very convenient in terms of accuracy and CPU

reduction, of course add complexity to the setup of the numerical simulation

and requires additional skill and experience by the user. A way to overcome this

hindrance could be to inspect the level-set function in a preliminary coarse FV

simulation and identify the regions where SPH would be more effectively used.
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Then, the simulation setup could greatly simplified by the development of an

efficient and automatic dynamic domain decomposition approach which would

relieve the user from the need of a complex domain cutting. Such an algorithm

would be useful also for the extension to moving body problems and multi-phase

flows. Furthermore, we are going to implement the coupled approach for flows

such that the LES modelling is feasible. For the FV several turbulence models are

already available whereas for the SPH the δ-LES-SPH scheme recently proposed

by [11, 1] may be used. In this last case an additional field has to be exchanged at

the interfaces as, e.g., the turbulent viscosity.
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