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Abstract. This paper deals with the nonlinear phase field system

{
∂t(θ + ℓϕ)−∆θ = f in Ω× (0, T ),

∂tϕ−∆ϕ+ ξ + π(ϕ) = ℓθ, ξ ∈ β(ϕ) in Ω× (0, T )

in a general domain Ω ⊆ R
N . Here N ∈ N, T > 0, ℓ > 0, f is a source term, β is

a maximal monotone graph and π is a Lipschitz continuous function. We note that in
the above system the nonlinearity β + π replaces the derivative of a potential of double
well type. Thus it turns out that the system is a generalization of the Caginalp phase
field model and it has been studied by many authors in the case that Ω is a bounded
domain. However, for unbounded domains the analysis of the system seems to be at
an early stage. In this paper we study the existence of solutions by employing a time
discretization scheme and passing to the limit as the time step h goes to 0. In the limit
procedure we face with the difficulty that the embedding H1(Ω) →֒ L2(Ω) is not compact
in the case of unbounded domains. Moreover, we can prove an interesting error estimate
of order h1/2 for the difference between continuous and discrete solutions.
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1. Introduction and results

In the present contribution we address a nonlinear phase field system in a general
domain Ω ⊆ R

N and discuss it using a time discretization procedure, which turns out to
be useful and efficient for the approximation and the existence proof. Moreover, we show
an error estimate of order 1/2 in suitable norms for the difference between continuous and
discrete solutions.

Our analysis moves from the consideration of the following simple version of the phase-
field system of Caginalp type (cf. [8,22]; one may also see the monographs [7,23, 43]):

∂t
(
c0θ + ℓφ

)
− κ∆θ = f in Ω× (0, T ),(1.1)

∂tφ− η∆φ+ F ′(φ) = ℓθ in Ω× (0, T ),(1.2)

where Ω is the three-dimensional domain in which the evolution takes place, T is some
final time, θ refers to the relative temperature around some critical value, that is taken
to be 0 without loss of generality, and φ is the order parameter. Moreover, c0, ℓ, κ and η
are positive constants, f is a source term and F ′ is the derivative of a smooth double-well
potential F , whose prototype reads

Freg(r) =
1

4
(r2 − 1)2 , r ∈ R.(1.3)

In our approach, we aim to consider other kinds of potentials, which are by now widely
known and extensively used in the mathematical literature, that are the logarithmic po-
tential and the double obstacle potential:

Flog(r) =
(
(1 + r) ln(1 + r) + (1− r) ln(1− r)

)
− c1 r

2 if r ∈ (−1, 1),(1.4)

Fobs(r) = I(r)− c2 r
2 , r ∈ R.(1.5)

Here, the coefficient c1 in (1.4) is larger than 1, so that Flog admits a double well, and c2
in (1.5) is an arbitrary positive constant, whereas the function I in (1.5) is the indicator
function of [−1, 1], i.e., it takes the values 0 or +∞ according to whether or not r belongs
to [−1, 1]. Note that Flog can be extended by continuity to the closed interval [−1, 1], but
its derivative F ′

log turns out to be singular as the variable approaches −1 from the right or
+1 from the left. On the other hand, Fobs is even a non-smooth potential and for it it is no
longer possible to consider the derivative, but we have to deal with the subdifferential of
I. Hence, in order to be as general as possible, in our investigation we allow the potential
F to be just the sum

F = β̂ + π̂,

where β̂ is a convex function that is allowed to take the value +∞ somewhere, and π̂ is a
smooth perturbation which may be concave. In such a case, β̂ is supposed to be proper
and lower semicontinuous, so that its subdifferential is well defined and can replace the
derivative which might not exist. Let us point out that, in the case of a multivalued
subdifferential like ∂I, equation (1.2) becomes a differential inclusion.
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The system (1.1)-(1.2) is of course complemented by initial conditions like θ(0) = θ0
and φ(0) = φ0, and suitable boundary conditions. Concerning the latter, we set the usual
homogeneous Neumann condition for both θ and φ, that is,

∂νθ = 0 and ∂νφ = 0 on ∂Ω × (0, T ),

where ∂ν denotes differentiation with respect to the outward normal of ∂Ω. Indeed, by
these conditions we are assuming that there is no flow exchange with the exterior of Ω.

Equations (1.1)-(1.2) yield a system of phase field type. Such systems have been
introduced (cf. [7,8,43]) in order to include phase dissipation effects in the dynamics of
moving interfaces arising in thermally induced phase transitions (the reader may also see
[6,13, 34, 38, 39]). In our framework, we are actually considering the following form for
the total free energy:

(1.6) G(θ, ϕ) =

∫

Ω

(
−c0

2
θ2 − ℓθϕ+ F (ϕ) +

η

2
|∇ϕ|2

)
,

where c0 and ℓ stand for the specific heat and latent heat coefficients, respectively, with
a terminology motivated by earlier studies (see [21]) on the Stefan problem; let us also
refer to the monography [23], which deals with phase change models as well. In this
connection, it is worth to introduce the enthalpy e by

(1.7) e = −δG
δθ
,

where δG
δθ

denotes the variational derivative of G with respect to θ, so that (1.7) yields
e = c0θ + ℓϕ. Then the governing balance and phase equations are given by

∂te+ divq = f,(1.8)

∂tϕ+
δG

δϕ
= 0,(1.9)

where q denotes the thermal flux vector, f represents some heat source and δG
δϕ

is the

variational derivative of G with respect to ϕ. Hence (1.9) reduces exactly to (1.2) along
with the homogeneous Neumann boundary condition for ϕ. Moreover, if we assume the
classical Fourier law q = −κ∇θ, then (1.8) is nothing but the usual energy balance
equation of the Caginalp model. Moreover, (1.1) follows from (1.8) and the Neumann
boundary condition for θ is a consequence of the no-flux condition q · n = 0 on the
boundary. We notice that the above phase field system has received a good deal of
attention in the last decades [1,9,12,15,19,35] and can be deduced as a special gradient-
flow problem (cf., e.g., [41] and references therein).

Let us point out that questions related to the well-posedness, long-time behaviour of
solutions and optimal control problems have been investigated for the Caginalp system
(1.1)-(1.2) and for some variation or extension of this phase field system. Without any sake
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of completeness, we mention the contributions [2,10,11,14,18,20,22,25,29,36,37,40]
for various qualitative analyses and [5,16, 17, 27, 28] for some related control problems.

For the sake of simplicity, in the sequel of the paper we simply let c0 = κ = η = 1 by
observing that our treatment can be easily extended to the case of coefficients different
from 1. On the other hand, we keep the parameter ℓ in both equations (1.1) and (1.2)
since ℓ plays a role in the estimates.

The case of unbounded domains has the difficult mathematical point that compactness
methods cannot be applied directly (related discussions can be found, e.g., in [24, 30–
33]). It would be interesting to construct an applicable theory for the case of unbounded
domains and to set assumptions for the case of unbounded domains by trying to keep
some typical features in previous works, that is, in the case of bounded domains. By
considering the case of unbounded domains, it may be possible to make a new finding
which is not given or known in the case of bounded domains. Also, the new finding would
be useful for other studies of partial differential equations.

In this paper we consider the initial-boundary value problem on a general domain for
the nonlinear phase field system

(P)





∂t(θ + ℓϕ)−∆θ = f in Ω× (0, T ),

∂tϕ−∆ϕ + ξ + π(ϕ) = ℓθ, ξ ∈ β(ϕ) in Ω× (0, T ),

∂νθ = ∂νϕ = 0 on ∂Ω × (0, T ),

θ(0) = θ0, ϕ(0) = ϕ0 in Ω,

where Ω is a bounded domain or an unbounded domain in R
N with smooth bounded

boundary ∂Ω (e.g., Ω = R
N \ B(0, R), where B(0, R) is the open ball with center 0 and

radius R > 0) or Ω = R
N (in this case, no boundary condition should be prescribed) or

Ω = R
N
+ . Moreover, we let ℓ > 0 and deal with the following conditions (A1)-(A4):

(A1) β ⊂ R × R is a maximal monotone graph with effective domain D(β) and β(r) =

∂β̂(r), where ∂β̂ denotes the subdifferential of a proper lower semicontinuous convex

function β̂ : R → [0,+∞] satisfying β̂(0) = 0.

(A2) π : R → R is a Lipschitz continuous function and π(0) = 0. Moreover, there exists
a function π̂ ∈ C1(R) such that π = π̂′.

(A3) f ∈ L2(0, T ;L2(Ω)).

(A4) θ0, ϕ0 ∈ H1(Ω) and β̂(ϕ0) ∈ L1(Ω).

Please note that the three functions in (1.3)-(1.5) actually satisfy (A1) and (A2),
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indeed we have that

β̂(r) =
1

4
r4, β(r) = r3, π̂(r) =

1

4
(−2r2 + 1), π(r) = −r, r ∈ R, in (1.3);

β̂(r) =





(1 + r) log(1 + r) + (1− r) log(1− r) if r ∈ (−1, 1),

2 log 2 if r ∈ {−1, 1},
+∞ otherwise,

β(r) = log
1 + r

1− r
provided that r ∈ (−1, 1),

π̂(r) = −c1r2, π(r) = −2c1r, r ∈ R, in (1.4);

β̂(r) = I(r), r ∈ R, β(r) =





0 if r ∈ (−1, 1),

[0,∞) if r = 1,

(−∞, 0] if r = −1,

π̂(r) = −c2r2, π(r) = −2c2r, r ∈ R, in (1.5).

Let us define the Hilbert spaces

H := L2(Ω), V := H1(Ω)

with inner products

(u1, u2)H :=

∫

Ω

u1u2 dx (u1, u2 ∈ H),

(v1, v2)V :=

∫

Ω

∇v1 · ∇v2 dx+
∫

Ω

v1v2 dx (v1, v2 ∈ V ),

respectively, and with the related Hilbertian norms. Moreover, we use the notation

W :=
{
z ∈ H2(Ω) | ∂νz = 0 a.e. on ∂Ω

}
.

This paper is organized as follows. In Section 2 we introduce a time discretization
of (P), set precisely the approximate problem, and state the main theorems. Section 3
contains the proof of the existence for the discrete problem. In Section 4 we establish
uniform estimates for the approximate problem and pass to the limit. Section 5 show
error estimates between solutions of (P) and solutions of the approximate problem.
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2. Time discretization and main results

We will prove existence of solutions to (P) by employing a time discretization scheme.
More precisely, we will establish existence for (P) by passing to the limit in the problem

(P)n




δhθn + ℓδhϕn −∆θn+1 = fn+1,

δhϕn −∆ϕn+1 + ξn+1 + π(ϕn+1) = ℓθn, ξn+1 ∈ β(ϕn+1)

for n = 0, ..., N − 1 as hց 0, where h = T
N
, N ∈ N,

δhθn :=
θn+1 − θn

h
, δhϕn :=

ϕn+1 − ϕn

h
,(2.1)

and fk :=
1
h

∫ kh

(k−1)h
f(s) ds for k = 1, ..., N . Also, putting

θ̂h(0) := θ0, ∂tθ̂h(t) := δhθn, ϕ̂h(0) := ϕ0, ∂tϕ̂h(t) := δhϕn,(2.2)

θh(t) := θn+1, fh(t) := fn+1, ϕh(t) := ϕn+1, ξh(t) := ξn+1, θh(t) := θn(2.3)

for a.a. t ∈ (nh, (n + 1)h), n = 0, ..., N − 1, we can rewrite (P)n as the problem

(P)h





∂tθ̂h + ℓ∂tϕ̂h −∆θh = fh in Ω× (0, T ),

∂tϕ̂h −∆ϕh + ξh + π(ϕh) = ℓθh, ξh ∈ β(ϕh) in Ω× (0, T ),

θ̂(0) = θ0, ϕ̂(0) = ϕ0 in Ω.

Remark 2.1. We have

‖θ̂h‖2L2(0,T ;H) ≤ h‖θ0‖2H + 2‖θh‖2L2(0,T ;H),(2.4)

‖ϕ̂h‖2L2(0,T ;H) ≤ h‖ϕ0‖2H + 2‖ϕh‖2L2(0,T ;H),(2.5)

‖θ̂h‖L∞(0,T ;V ) = max{‖θ0‖V , ‖θh‖L∞(0,T ;V )},(2.6)

‖ϕ̂h‖L∞(0,T ;V ) = max{‖ϕ0‖V , ‖ϕh‖L∞(0,T ;V )},(2.7)

‖θh − θ̂h‖2L2(0,T ;H) =
h2

3
‖∂tθ̂h‖2L2(0,T ;H),(2.8)

‖ϕh − ϕ̂h‖2L2(0,T ;H) =
h2

3
‖∂tϕ̂h‖2L2(0,T ;H),(2.9)

as the reader can check directly by using the definitions (2.2) and (2.3).

We define solutions of (P) as follows.

Definition 2.1. A triplet (θ, ϕ, ξ) with

θ ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ),

ϕ ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ),

ξ ∈ L2(0, T ;H)
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is called a solution of (P) if (θ, ϕ, ξ) satisfies

∂t(θ + ℓϕ)−∆θ = f a.e. on Ω× (0, T ),(2.10)

∂tϕ−∆ϕ + ξ + π(ϕ) = ℓθ, ξ ∈ β(ϕ) a.e. on Ω× (0, T ),(2.11)

θ(0) = θ0, ϕ(0) = ϕ0 a.e. on Ω.(2.12)

Now the main results read as follows.

Theorem 2.1. Assume that (A1)-(A4) hold. Then for all h ∈
(
0, 1

‖π′‖L∞(R)

)
there exists

a unique solution (θn+1, ϕn+1, ξn+1) of (P)n satisfying

θn+1, ϕn+1 ∈ W and ξn+1 ∈ H for n = 0, ..., N − 1.

Theorem 2.2. Assume that (A1)-(A4) hold. Then there exists a unique solution of (P).

Theorem 2.3. Assume that (A1)-(A4) hold. Assume further that f ∈ W 1,1(0, T ;H).

Then there exists h0 ∈
(
0,min

{
1, 1

‖π′‖L∞(R)

})
such that for all ℓ > 0 there exists a

constant M1 =M1(ℓ, T ) > 0 such that

ℓ‖ϕ̂h − ϕ‖L∞(0,T ;H) + ℓ‖ϕh − ϕ‖L2(0,T ;V )(2.13)

+ ‖θ̂h − θ + ℓ(ϕ̂h − ϕ)‖L∞(0,T ;H) + ‖θh − θ‖L2(0,T ;V )

≤M1h
1/2

for all h ∈ (0, h0). In particular, for all ℓ > 0 there exists a constant M2 = M2(ℓ, T ) > 0
such that

‖θ̂h − θ‖L∞(0,T ;H) ≤M2h
1/2

for all h ∈ (0, h0).

3. Existence of discrete solution

In this section we will prove Theorem 2.1.

Lemma 3.1. For all g ∈ H and all h ∈
(
0, 1

‖π′‖L∞(R)

)
there exists a unique solution (ϕ, ξ)

of the equation ϕ− h∆ϕ+ ξ + hπ(ϕ) = g, ξ ∈ β(ϕ), satisfying ϕ ∈ W and ξ ∈ H.

Proof. Let ε > 0 and let βε be the Yosida approximation of β on R. Then the operator

1−h∆+hβε+hπ : V → V ∗ is monotone, continuous and coercive for all h ∈
(
0, 1

‖π′‖L∞(R)

)
.

Indeed, we have

〈ψ − h∆ψ + hβε(ψ) + hπ(ψ), ψ〉V ∗,V ≥ (1− h‖π′‖L∞(R))‖ψ‖2H + h‖∇ψ‖2H
≥ min{1− h‖π′‖L∞(R), h}‖ψ‖2V
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for all ψ ∈ V . Thus the operator 1 − h∆ + hβε + hπ : V → V ∗ is surjective for all

h ∈
(
0, 1

‖π′‖L∞(R)

)
(see e.g., [4, p. 37]) and then the elliptic regularity theory yields that

for all g ∈ H and all h ∈
(
0, 1

‖π′‖L∞(R)

)
there exists a unique solution ϕε ∈ W of the

equation

ϕε − h∆ϕε + h(βε(ϕε) + π(ϕε)) = g.(3.1)

Here, multiplying (3.1) by ϕε and integrating over Ω, we obtain the inequality

‖ϕε‖2H + h‖∇ϕε‖2H + h(βε(ϕε), ϕε)H

= (g, ϕε)H − h(π(ϕε), ϕε)H

≤ 1

2(1− h‖π′‖L∞(R))
‖g‖2H +

1 + h‖π′‖L∞(R)

2
‖ϕε‖2H

for all h ∈
(
0, 1

‖π′‖L∞(R)

)
, and hence for all h ∈

(
0, 1

‖π′‖L∞(R)

)
there exists a constant

C1 = C1(h) > 0 such that

‖ϕε‖V ≤ C1(3.2)

for all ε > 0. We see from (3.1) and (3.2) that

‖βε(ϕε)‖2H
= (βε(ϕε), βε(ϕε))H

= −1

h
(βε(ϕε), ϕε)H −

∫

Ω

β ′
ε(ϕε)|∇ϕε|2 − (π(ϕε), βε(ϕε))H +

1

h
(g, βε(ϕε))H

≤ C2
1‖π′‖2L∞(R) +

1

h2
‖g‖2H +

1

2
‖βε(ϕε)‖2H

for all h ∈
(
0, 1

‖π′‖L∞(R)

)
. Hence for all h ∈

(
0, 1

‖π′‖L∞(R)

)
there exists a constant C2 =

C2(h) > 0 such that

‖βε(ϕε)‖H ≤ C2(3.3)

for all ε > 0. Moreover, (3.1)-(3.3) yield that

‖∆ϕε‖H =
1

h
‖ϕε + h(βε(ϕε) + π(ϕε))− g‖H

≤ C1

h
+ C2 + C1‖π′‖L∞(R) +

1

h
‖g‖H

for all h ∈
(
0, 1

‖π′‖L∞(R)

)
. Thus, by the elliptic regularity theory and (3.2), for all h ∈

(
0, 1

‖π′‖L∞(R)

)
there exists a constant C3 = C3(h) > 0 such that

‖ϕε‖W ≤ C3(3.4)
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for all ε > 0. Therefore we infer from (3.3) and (3.4) that there exist some functions
ϕ ∈ W , ξ ∈ H and a subsequence of ε such that

ϕε → ϕ weakly in W,(3.5)

βε(ϕε) → ξ weakly in H(3.6)

as ε = εj ց 0. Now we confirm that

ϕ− h∆ϕ + hξ + hπ(ϕ) = g.(3.7)

Let ψ ∈ C∞
c (Ω). Then there exists a bounded domain D ⊂ Ω with smooth boundary

such that suppψ ⊂ D and it follows from (3.1) that

0 =

∫

Ω

(ϕε − h∆ϕε + h(βε(ϕε) + π(ϕε))− g)ψ(3.8)

= (ϕε − h∆ϕε + hβε(ϕε)− g, ψ)H + h

∫

D

π(ϕε)ψ.

Here, since the embedding H1(D) →֒ L2(D) is compact, we deduce from (3.2) and (3.5)
that

ϕε → ϕ strongly in L2(D)(3.9)

as ε = εj ց 0. Thus we derive from (3.5), (3.6), (3.8) and (3.9) that
∫

Ω

(ϕ− h∆ϕ + hξ + hπ(ϕ)− g)ψ = 0

for all ψ ∈ C∞
c (Ω), which implies (3.7).

Next we show that

ξ ∈ β(ϕ) a.e. on Ω.(3.10)

Let E ⊂ Ω be an arbitrary bounded domain with smooth boundary. Then we have

1Eϕε → 1Eϕ strongly in H(3.11)

as ε = εj ց 0, where 1E is the characteristic function on E. Hence we see from (3.6) and
(3.11) that

∫

Ω

βε(1Eϕε) · 1Eϕε = (βε(ϕε), 1Eϕε)H → (ξ, 1Eϕ)H =

∫

Ω

1Eξ · 1Eϕ

as ε = εj ց 0, and consequently it holds that 1Eξ ∈ β(1Eϕ) a.e. on Ω (see e.g., [3, Lemma
1.3, p. 42]), that is,

ξ = 1Eξ ∈ β(1Eϕ) = β(ϕ) a.e. on E.

9



Thus, since E is arbitrary, we can obtain (3.10).
Therefore combining (3.7) and (3.10) leads to the equation ϕ−h∆ϕ+h(ξ+π(ϕ)) = g,

with ξ ∈ β(ϕ). Moreover, the solution (ϕ, ξ) of this problem is unique. Indeed, letting
(ϕj, ξj), j = 1, 2, be two solutions, we infer that

0 = 〈ϕ1 − ϕ2 − h∆(ϕ1 − ϕ2) + h(ξ1 − ξ2) + h(π(ϕ1)− π(ϕ2)), ϕ1 − ϕ2〉V ∗,V

≥ (1− h‖π′‖L∞(R))‖ϕ1 − ϕ2‖2H + h‖∇(ϕ1 − ϕ2)‖2H
≥ min{1− h‖π′‖L∞(R), h}‖ϕ1 − ϕ2‖2V ,

which means that ϕ1 = ϕ2. Then the identity ξ1 = ξ2 holds by comparing the equations
for (ϕ1, ξ1) and (ϕ2, ξ2).

Proof of Theorem 2.1. The problem (P)n can be written as

(Q)n




θn+1 − h∆θn+1 = hfn+1 + ℓϕn − ℓϕn+1 + θn,

ϕn+1 − h∆ϕn+1 + h(ξn+1 + π(ϕn+1)) = ϕn + hℓθn, ξn+1 ∈ β(ϕn+1).

To prove Theorem 2.1 it suffices to establish existence and uniqueness of solutions to (Q)n

in the case that n = 0. Let h ∈
(
0, 1

‖π′‖L∞(R)

)
. Then, by Lemma 3.1, there exists a unique

solution (ϕ1, ξ1) of

ϕ1 − h∆ϕ1 + h(ξ1 + π(ϕ1)) = ϕ0 + ℓhθ0, ξ1 ∈ β(ϕ1),

satisfying ϕ1 ∈ W and ξ1 ∈ H . Also, for this function ϕ1 there exists a unique solution
θ1 ∈ W of the equation

θ1 − h∆θ1 = hf1 + ℓϕ0 − ℓϕ1 + θ0.

Thus we conclude that there exists a unique solution (θn+1, ϕn+1, ξn+1) of (P)n satisfying
θn+1, ϕn+1 ∈ W and ξn+1 ∈ H for n = 0, ..., N − 1.

4. Uniform estimates and passage to the limit

This section will prove Theorem 2.2. We will derive a priori estimates for (P)h to
establish existence for (P) by passing to the limit in (P)h.

Lemma 4.1. There exists h1 ∈
(
0,min

{
1, 1

‖π′‖L∞(R)

})
such that for all ℓ > 0 there is a

constant C = C(ℓ, T ) > 0 such that

‖θh‖2L∞(0,T ;H) + ℓ2‖ϕh‖2L∞(0,T ;V ) + h‖∂tθ̂h‖2L2(0,T ;H)

+ ℓ2‖∂tϕ̂h‖2L2(0,T ;H) + ‖θh‖2L2(0,T ;V ) + ℓ2‖β̂(ϕh)‖L∞(0,T ;L1(Ω)) ≤ C

for all h ∈ (0, h1).
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Proof. Please note that, provided h ∈
(
0, 1

‖π′‖L∞(R)

)
, then the solution (θn+1, ϕn+1, ξn+1)

to (P)n is well-defined due to Theorem 2.1. Multiplying the first equation in (P)n by
hθn+1 and integrating over Ω, we have

1

2

∫

Ω

|θn+1|2 −
1

2

∫

Ω

|θn|2 +
1

2

∫

Ω

|θn+1 − θn|2 + h

∫

Ω

|∇θn+1|2(4.1)

= h

∫

Ω

fn+1θn+1 + ℓh

∫

Ω

ϕn − ϕn+1

h
θn+1,

where the identity (a − b)a = 1
2
a2 − 1

2
b2 + 1

2
(a − b)2 (a, b ∈ R) was applied. Multiplying

the second equation in (P)n by ℓ2(ϕn+1 − ϕn) and integrating over Ω lead to

ℓ2h

∫

Ω

∣∣∣∣
ϕn+1 − ϕn

h

∣∣∣∣
2

+ ℓ2(ϕn+1, ϕn+1 − ϕn)V(4.2)

+ ℓ2
∫

Ω

(ξn+1 + π(ϕn+1)− ϕn+1)(ϕn+1 − ϕn) = ℓ3h

∫

Ω

θn
ϕn+1 − ϕn

h
.

Thus it follows from (4.1), (4.2) and the Young inequality that

1

2

∫

Ω

|θn+1|2 −
1

2

∫

Ω

|θn|2 +
1

2

∫

Ω

|θn+1 − θn|2 + h

∫

Ω

|∇θn+1|2(4.3)

+ ℓ2h

∫

Ω

∣∣∣∣
ϕn+1 − ϕn

h

∣∣∣∣
2

+ ℓ2(ϕn+1, ϕn+1 − ϕn)V

+ ℓ2
∫

Ω

(ξn+1 + π(ϕn+1)− ϕn+1)(ϕn+1 − ϕn)

= h

∫

Ω

fn+1θn+1 + ℓh

∫

Ω

ϕn − ϕn+1

h
θn+1 + ℓ3h

∫

Ω

θn
ϕn+1 − ϕn

h

≤ h

2

∫

Ω

|fn+1|2 +
3

2
h

∫

Ω

|θn+1|2 +
ℓ2h

2

∫

Ω

∣∣∣∣
ϕn+1 − ϕn

h

∣∣∣∣
2

+ hℓ4
∫

Ω

|θn|2.

Here we point out the identity

ℓ2(ϕn+1, ϕn+1 − ϕn)V =
ℓ2

2
‖ϕn+1‖2V − ℓ2

2
‖ϕn‖2V +

ℓ2

2
‖ϕn+1 − ϕn‖2V(4.4)

and recall the inclusion ξn+1 ∈ β(ϕn+1), (A1), the definition of the subdifferential, and
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the Young inequality in order to infer that

ℓ2
∫

Ω

(ξn+1 + π(ϕn+1)− ϕn+1)(ϕn+1 − ϕn)(4.5)

= ℓ2
∫

Ω

ξn+1(ϕn+1 − ϕn) + ℓ2
∫

Ω

π(ϕn+1)(ϕn+1 − ϕn)− ℓ2
∫

Ω

ϕn+1(ϕn+1 − ϕn)

≥ ℓ2
∫

Ω

β̂(ϕn+1)− ℓ2
∫

Ω

β̂(ϕn)− 2(‖π′‖2L∞(R) + 1)ℓ2h‖ϕn+1‖2V

− ℓ2h

4

∫

Ω

∣∣∣∣
ϕn+1 − ϕn

h

∣∣∣∣
2

.

Thus from (4.3)-(4.5) we have

1

2

∫

Ω

|θn+1|2 −
1

2

∫

Ω

|θn|2 +
1

2

∫

Ω

|θn+1 − θn|2 + h

∫

Ω

|∇θn+1|2(4.6)

+
ℓ2h

4

∫

Ω

∣∣∣∣
ϕn+1 − ϕn

h

∣∣∣∣
2

+
ℓ2

2
‖ϕn+1‖2V − ℓ2

2
‖ϕn‖2V

+
ℓ2

2
‖ϕn+1 − ϕn‖2V + ℓ2

∫

Ω

β̂(ϕn+1)− ℓ2
∫

Ω

β̂(ϕn)

≤ h

2

∫

Ω

|fn+1|2 +
3

2
h

∫

Ω

|θn+1|2 + hℓ4
∫

Ω

|θn|2 + 2(‖π′‖2L∞(R) + 1)ℓ2h‖ϕn+1‖2V .

Therefore, summing (4.6) over n = 0, ..., m−1 with 1 ≤ m ≤ N , we obtain the inequality

1

2
(1− 3h)

∫

Ω

|θm|2 −
1

2

∫

Ω

|θ0|2 +
1

2

m−1∑

n=0

∫

Ω

|θn+1 − θn|2 + h

m−1∑

n=0

∫

Ω

|∇θn+1|2

+
ℓ2h

4

m−1∑

n=0

∫

Ω

∣∣∣∣
ϕn+1 − ϕn

h

∣∣∣∣
2

+
ℓ2

2
(1− 4(‖π′‖2L∞(R) + 1)h)‖ϕm‖2V − ℓ2

2
‖ϕ0‖2V

+
ℓ2

2

m−1∑

n=0

‖ϕn+1 − ϕn‖2V + ℓ2
∫

Ω

β̂(ϕm)− ℓ2
∫

Ω

β̂(ϕ0)

≤ h

2

m−1∑

n=0

∫

Ω

|fn+1|2 +
3

2
h

m−2∑

n=0

∫

Ω

|θn+1|2

+ hℓ4
m−1∑

n=0

∫

Ω

|θn|2 + 2(‖π′‖2L∞(R) + 1)ℓ2h

m−2∑

n=0

‖ϕn+1‖2V .

Then there exists h1 ∈
(
0,min

{
1, 1

‖π′‖L∞(R)

})
(e.g., h1 = 1

4(‖π′‖2
L∞(R)

+1)
) such that for all
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ℓ > 0 there exists a constant C1 = C1(ℓ, T ) > 0 such that

∫

Ω

|θm|2 + h2
m−1∑

n=0

∫

Ω

|δθn|2 + h

m−1∑

n=0

∫

Ω

|∇θn+1|2 + ℓ2h

m−1∑

n=0

∫

Ω

|δϕn|2 + ℓ2‖ϕm‖2V

+ ℓ2
∫

Ω

β̂(ϕm) ≤ C1 + C1h

m−1∑

n=0

∫

Ω

|θj |2 + C1h

m−1∑

n=0

‖ϕj‖2V

for all h ∈ (0, h1) and m = 1, ..., N . Hence we see from the discrete Gronwall lemma (see
e.g., [26, Prop. 2.2.1]) that for all ℓ > 0 there exists a constant C2 = C2(ℓ, T ) > 0 such
that

∫

Ω

|θm|2 + h2
m−1∑

n=0

∫

Ω

|δθn|2 + h

m−1∑

n=0

∫

Ω

|∇θn+1|2

+ ℓ2h

m−1∑

n=0

∫

Ω

|δϕn|2 + ℓ2‖ϕm‖2V + ℓ2
∫

Ω

β̂(ϕm) ≤ C2

for all h ∈ (0, h1) and m = 1, ..., N .

Lemma 4.2. Let h1 be as in Lemma 4.1. Then for all ℓ > 0 there exists a constant
C = C(ℓ, T ) > 0 such that

‖∂tθ̂h‖2L2(0,T ;H) + ‖θh‖2L∞(0,T ;V ) ≤ C

for all h ∈ (0, h1).

Proof. Multiplying the first equation in (P)n by hδhθn and integrating over Ω, we have

h

∫

Ω

|δhθn|2 + ℓh

∫

Ω

δhϕn · δhθn + h

∫

Ω

∇θn+1 · ∇δhθn = h

∫

Ω

fn+1δhθn.(4.7)

Here it holds that

h

∫

Ω

∇θn+1 · ∇δhθn =
1

2

∫

Ω

|∇θn+1|2 −
1

2

∫

Ω

|∇θn|2 +
1

2

∫

Ω

|∇(θn+1 − θn)|2.(4.8)

Thus we see from (4.7), (4.8) and the Young inequality that

h

∫

Ω

|δhθn|2 +
1

2

∫

Ω

|∇θn+1|2 −
1

2

∫

Ω

|∇θn|2 +
1

2

∫

Ω

|∇(θn+1 − θn)|2(4.9)

= h

∫

Ω

fn+1δhθn − ℓh

∫

Ω

δhϕn · δhθn

≤ h

∫

Ω

|fn+1|2 +
h

2

∫

Ω

|δhθn|2 + ℓ2h

∫

Ω

|δhϕn|2.

Therefore, by summing (4.9) over n = 0, ..., m− 1 with 1 ≤ m ≤ N and Lemma 4.1, we
can prove Lemma 4.2.
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Lemma 4.3. Let h1 be as in Lemma 4.1. Then for all ℓ > 0 there exists a constant
C = C(ℓ, T ) > 0 such that

‖ξh‖2L2(0,T ;H) ≤ C

for all h ∈ (0, h1).

Proof. We formally derive the estimate by assuming that β is Lipschitz continuous (as
for the Yosida approximation) and observing that the estimate can be extended to the
general case by lower semicontinuity. We test the second equation in (P)n by hξn+1. Since
(−∆ϕn+1, ξn+1)H =

∫
Ω
β ′(ϕn+1)|∇ϕn+1|2 ≥ 0, then by the Young inequality we obtain

h

∫

Ω

|ξn+1|2

≤ hℓ

∫

Ω

θnξn+1 − h

∫

Ω

δhϕn · ξn+1 − h

∫

Ω

π(ϕn+1)ξn+1

≤ 3

2
hℓ2

∫

Ω

|θn|2 +
3

2
h

∫

Ω

|δhϕn|2 +
3

2
‖π′‖2L∞(R)h

∫

Ω

|ϕn+1|2 +
1

2
h

∫

Ω

|ξn+1|2.

Thus, by summing over n = 0, ..., m− 1 with 1 ≤ m ≤ N , and recalling Lemmas 4.1 and
4.2, we conclude that Lemma 4.3 holds.

Lemma 4.4. Let h1 be as in Lemma 4.1. Then for all ℓ > 0 there exist constants
C = C(ℓ, T ) > 0 and C̃ = C̃(ℓ, T ) > 0 such that

‖∆θh‖2L2(0,T ;H) + ‖∆ϕh‖2L2(0,T ;H) ≤ C,

‖θh‖2L2(0,T ;W ) + ‖ϕh‖2L2(0,T ;W ) ≤ C̃(4.10)

for all h ∈ (0, h1).

Proof. From the first equation in (P)n we have

h1/2‖∆θn+1‖H = h1/2‖δhθn + ℓδhϕn − fn+1‖H
≤ h1/2‖δhθn‖H + h1/2ℓ‖δhϕn‖H + h1/2‖fn+1‖H .

Thus, by Lemmas 4.1 and 4.2, there exists a constant C1 = C1(T ) > 0 such that

‖∆θh‖2L2(0,T ;H) ≤ C1.(4.11)

It follows from the second equation in (P)n that

h1/2‖∆ϕn+1‖H = h1/2‖δhϕn + ξn+1 + π(ϕn+1)− ℓθn‖H
≤ h1/2‖δhϕn‖H + h1/2‖ξn+1‖H + h1/2‖π′‖L∞(R)‖ϕn+1‖H + h1/2ℓ‖θn‖H .

Hence Lemmas 4.1-4.3 yield that there exists a constant C2 = C2(T ) > 0 such that

‖∆ϕh‖2L2(0,T ;H) ≤ C2.(4.12)

Now we recall Lemma 4.1 once more and invoke the elliptic regularity theory to infer
the estimate (4.10). Therefore, by virtue of (4.11) and (4.12), Lemma 4.4 is completely
proved.
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Lemma 4.5. Let h1 be as in Lemma 4.1. Then for all ℓ > 0 there exists a constant
C = C(ℓ, T ) > 0 such that

‖θ̂h‖H1(0,T ;H)∩L∞(0,T ;V ) + ‖ϕ̂h‖H1(0,T ;H)∩L∞(0,T ;V ) ≤ C

for all h ∈ (0, h1).

Proof. Lemmas 4.1 and 4.2, along with (2.4)-(2.7), lead to Lemma 4.5.

Proof of Theorem 2.2. By Lemmas 4.1-4.5, (2.1)-(2.3), (2.8) and (2.9) there exist some
functions θ ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ), ϕ ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) ∩
L2(0, T ;W ) and ξ ∈ L2(0, T ;H) and a subsequence of h such that

θ̂h → θ weakly in H1(0, T ;H),(4.13)

ϕ̂h → ϕ weakly in H1(0, T ;H),(4.14)

θh → θ weakly∗ in L∞(0, T ;V ),

ϕh → ϕ weakly∗ in L∞(0, T ;V ),

θh → θ weakly in L2(0, T ;W ),(4.15)

ϕh → ϕ weakly in L2(0, T ;W ),(4.16)

θh = θh − h∂tθ̂h → θ weakly in L2(0, T ;H),(4.17)

ξh → ξ weakly in L2(0, T ;H)(4.18)

as h = hj ց 0. Combining (4.13)-(4.15), observing that fh → f strongly in L2(0, T ;H)
as h ց 0 (cf. Remark 5.1) and passing to the limit in the first equation in (P)h lead to
(2.10). Now we show that

∂tϕ−∆ϕ+ ξ + π(ϕ) = ℓθ.(4.19)

Let ψ ∈ C∞
c ([0, T ] × Ω). Then there exists a bounded domain D ⊂ Ω with smooth

boundary such that suppψ ⊂ (0, T ) × D and we see from the second equation in (P)h
that

0 =

∫ T

0

(∂tϕ̂h(t)−∆ϕh(t) + ξh(t)− ℓθh(t), ψ(t))H dt(4.20)

+

∫ T

0

(∫

D

π(ϕh(t))ψ(t)

)
dt.

Here, since the embedding H1(D) →֒ L2(D) is compact, we derive from Lemma 4.5 and
(4.14) that

ϕ̂h → ϕ strongly in C([0, T ];L2(D))(4.21)
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as h = hj ց 0 (see e.g., [42, Section 8, Corollary 4]). Also, we infer from (2.9), Lemma 4.1
and (4.21) that

‖ϕh − ϕ‖L2(0,T ;L2(D)) ≤ ‖ϕh − ϕ̂h‖L2(0,T ;H) + ‖ϕ̂h − ϕ‖L2(0,T ;L2(D))

=
h√
3
‖∂tϕ̂h‖L2(0,T ;H) + ‖ϕ̂h − ϕ‖L2(0,T ;L2(D)) → 0

as h = hj ց 0, whence it holds that

ϕh → ϕ strongly in L2(0, T ;L2(D))(4.22)

as h = hj ց 0. Thus it follows from (4.14), (4.16)-(4.18), (4.20) and (4.22) that

∫ T

0

(∫

Ω

(∂tϕ(t)−∆ϕ(t) + ξ(t) + π(ϕ(t))− ℓθ(t))ψ(t)

)
dt = 0

for all ψ ∈ C∞
c ([0, T ]× Ω), which implies (4.19).

Next we prove that

ξ ∈ β(ϕ) a.e. on Ω× (0, T ).(4.23)

Let E ⊂ Ω be an arbitrary bounded domain with smooth boundary. Then we can verify
that

1Eϕh → 1Eϕ strongly in L2(0, T ;H)(4.24)

as h = hj ց 0, where 1E is the characteristic function on E. Hence from (4.18) and (4.24)
we deduce that

∫ T

0

(1Eξh(t), 1Eϕh(t))H dt =

∫ T

0

(ξh(t), 1Eϕh(t))H dt→
∫ T

0

(ξ(t), 1Eϕh(t))H dt

=

∫ T

0

(1Eξ(t), 1Eϕh(t))H dt

as h = hj ց 0. Then the inclusion 1Eξ ∈ β(1Eϕ) holds a.e. on Ω × (0, T ) (see e.g., [3,
Lemma 1.3, p. 42]), that is,

ξ = 1Eξ ∈ β(1Eϕ) = β(ϕ) a.e. on E × (0, T ).

Thus, since E ⊂ Ω is arbitrary, we conclude that (4.23) holds.
Therefore combining (4.19) and (4.23) leads to (2.11). Next we confirm (2.12). Let

E ⊂ Ω be an arbitrary bounded domain with smooth boundary. Then we see that

θ̂h → θ, ϕ̂h → ϕ strongly in C([0, T ];L2(E)).
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In particular, it follows from (2.2) that

‖θ0 − θ(0)‖L2(E) = ‖θ̂h(0)− θ(0)‖L2(E) → 0,

‖ϕ0 − ϕ(0)‖L2(E) = ‖ϕ̂h(0)− ϕ(0)‖L2(E) → 0

as h = hj ց 0. Hence we can show that

θ(0) = θ0, ϕ(0) = ϕ0 a.e. on E.

Hence, since E ⊂ Ω is arbitrary, we can obtain (2.12).
Next, we should prove the uniqueness of the solution, which is of course known. How-

ever, for the sake of completeness we detail here a uniqueness proof for the reader. Let
(θj , ϕj, ξj), j = 1, 2, be two solutions. Then the identities

∂t(θ1 − θ2) + ℓ∂t(ϕ1 − ϕ2)−∆(θ1 − θ2) = 0,(4.25)

∂t(ϕ1 − ϕ2)−∆(ϕ1 − ϕ2) = ℓ(θ1 − θ2)− ξ1 + ξ2 − π(ϕ1) + π(ϕ2)(4.26)

hold a.e. on Ω × (0, T ). Integrating (4.25) over (0, t), where t ∈ [0, T ], multiplying by
θ1 − θ2 and integrating over Ω, we have

‖θ1(t)− θ2(t)‖2H + ℓ(ϕ1(t)− ϕ2(t), θ1(t)− θ2(t))H(4.27)

+
1

2

d

dt

∥∥∥∥∇
∫ t

0

(θ1(s)− θ2(s)) ds

∥∥∥∥
2

H

= 0.

On the other hand, multiplying (4.26) by ϕ1 − ϕ2 leads to the identity

1

2

d

dt
‖ϕ1(t)− ϕ2(t)‖2H + ‖∇(ϕ1(t)− ϕ2(t))‖2H(4.28)

= ℓ(θ1(t)− θ2(t), ϕ1(t)− ϕ2(t))H − (ξ1(t)− ξ2(t), ϕ1(t)− ϕ2(t))H

− (π(ϕ1(t))− π(ϕ2(t)), ϕ1(t)− ϕ2(t))H .

Thus it follows from (4.27), (4.28) and the monotonicity of β that

‖θ1(t)− θ2(t)‖2H +
1

2

d

dt

∥∥∥∥∇
∫ t

0

(θ1(s)− θ2(s)) ds

∥∥∥∥
2

H

(4.29)

+
1

2

d

dt
‖ϕ1(t)− ϕ2(t)‖2H + ‖∇(ϕ1(t)− ϕ2(t))‖2H

= −(ξ1(t)− ξ2(t), ϕ1(t)− ϕ2(t))H − (π(ϕ1(t))− π(ϕ2(t)), ϕ1(t)− ϕ2(t))H

≤ ‖π′‖L∞(R)‖ϕ1(t)− ϕ2(t)‖2H .
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Owing to the initial conditions (2.12) satisfied by both (θj , ϕj), j = 1, 2, the integration
of (4.29) over (0, t), where t ∈ [0, T ], yields that

∫ t

0

‖θ1(s)− θ2(s)‖2H ds+
1

2

∥∥∥∥∇
∫ t

0

(θ1(s)− θ2(s)) ds

∥∥∥∥
2

H

+
1

2
‖ϕ1(t)− ϕ2(t)‖2H +

∫ t

0

‖∇(ϕ1(s)− ϕ2(s))‖2H ds

≤ ‖π′‖L∞(R)

∫ t

0

‖ϕ1(s)− ϕ2(s)‖2H ds.

Therefore, applying the Gronwall lemma, we see that θ1 = θ2 and ϕ1 = ϕ2. Then the
identity ξ1 = ξ2 holds by (2.11).

5. Error estimates

In this section we will prove Theorem 2.3.

Lemma 5.1. Let h1 be as in Lemma 4.1. Then for all ℓ > 0 there exists a constant
M1 =M1(ℓ, T ) > 0 such that

ℓ‖ϕ̂h − ϕ‖L∞(0,T ;H) + ℓ‖ϕh − ϕ‖L2(0,T ;V )(5.1)

+ ‖θ̂h − θ + ℓ(ϕ̂h − ϕ)‖L∞(0,T ;H) + ‖θh − θ‖L2(0,T ;V )

≤M1h
1/2 +M1‖fh − f‖L2(0,T ;H)

for all h ∈ (0, h1). In particular, for all ℓ > 0 there exists a constant M2 = M2(ℓ, T ) > 0
such that

‖θ̂h − θ‖L∞(0,T ;H) ≤ M2h
1/2 +M2‖fh − f‖L2(0,T ;H)

for all h ∈ (0, h1).

Proof. Let h ∈ (0, h1). Then we infer from the second equation in (P)h, (2.1)-(2.3) and
(2.11) that

ℓ2

2

d

dt
‖ϕ̂h(t)− ϕ(t)‖2H

= −ℓ2‖∇(ϕh(t)− ϕ(t))‖2H − ℓ2(−∆(ϕh(t)− ϕ(t)), ϕ̂h(t)− ϕh(t))H

− ℓ2(ξh(t) + π(ϕh(t))− ξ(t)− π(ϕ(t)), ϕh(t)− ϕ(t))H

− ℓ2(ξh(t) + π(ϕh(t))− ξ(t)− π(ϕ(t)), ϕ̂h(t)− ϕh(t))H

+ ℓ3(θ̂h(t)− θ(t) + ℓ(ϕ̂h(t)− ϕ(t)), ϕ̂h(t)− ϕ(t))H − ℓ4‖ϕ̂h(t)− ϕ(t)‖2H
+ ℓ3(θh(t)− θ̂h(t), ϕ̂h(t)− ϕ(t))H − ℓ3h(∂tθ̂h(t), ϕ̂h(t)− ϕ(t))H .
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Hence, integrating over (0, t), where t ∈ [0, T ], the Schwarz and Young inequalities help
us to deduce that

ℓ2

2
‖ϕ̂h(t)− ϕ(t)‖2H + ℓ2

∫ t

0

‖∇(ϕh(s)− ϕ(s))‖2H ds(5.2)

≤ ℓ2‖∆(ϕh − ϕ)‖L2(0,T ;H)‖ϕ̂h − ϕh‖L2(0,T ;H)

− ℓ2
∫ t

0

(ξh(s) + π(ϕh(s))− ξ(s)− π(ϕ(s)), ϕh(s)− ϕ(s))H ds

+ ℓ2‖ξh + π(ϕh)− ξ − π(ϕ)‖L2(0,T ;H)‖ϕ̂h − ϕh‖L2(0,T ;H)

+
3

2
ℓ2
∫ t

0

‖θ̂h(s)− θ(s) + ℓ(ϕ̂h(s)− ϕ(s))‖2H ds

− 2

3
ℓ4
∫ t

0

‖ϕ̂h(s)− ϕ(s)‖2H ds+
3

2
ℓ2‖θh − θ̂h‖2L2(0,T ;H) +

3

2
ℓ2h2‖∂tθ̂h‖2L2(0,T ;H).

Also, the first equation in (P)h and (2.10) yield that

1

2

d

dt
‖θ̂h(t)− θ(t) + ℓ(ϕ̂h(t)− ϕ(t))‖2H

= −‖∇(θh(t)− θ(t))‖2H − (−∆(θh(t)− θ(t)), θ̂h(t)− θh(t))H

− ℓ(−∆(θh(t)− θ(t)), ϕ̂h(t)− ϕh(t))H − ℓ(∇(θh(t)− θ(t)),∇(ϕh(t)− ϕ(t)))H

+ (fh(t)− f(t), θ̂h(t)− θ(t) + ℓ(ϕ̂h(t)− ϕ(t)))H .

Thus, from the integration over (0, t), where t ∈ [0, T ], and the Schwarz and Young
inequalities we see that

1

2
‖θ̂h(t)− θ(t) + ℓ(ϕ̂h(t)− ϕ(t))‖2H +

1

2

∫ t

0

‖∇(θh(s)− θ(s))‖2H ds(5.3)

≤ ‖∆(θh − θ)‖L2(0,T ;H)‖θ̂h − θh‖L2(0,T ;H)

+ ℓ‖∆(θh − θ)‖L2(0,T ;H)‖ϕ̂h − ϕh‖L2(0,T ;H) +
ℓ2

2

∫ t

0

‖∇(ϕh(s)− ϕ(s))‖2H ds

+
1

2
‖fh − f‖2L2(0,T ;H) +

1

2

∫ t

0

‖θ̂h(s)− θ(s) + ℓ(ϕ̂h(s)− ϕ(s))‖2H ds.

Here, thanks to the inclusions ξh(t) ∈ β(ϕh(t)), ξ(t) ∈ β(ϕ(t)) and the monotonicity of
β, it holds that

− ℓ2(ξh(t) + π(ϕh(t))− ξ(t)− π(ϕ(t), ϕh(t)− ϕ(t))H(5.4)

= −ℓ2(ξh(t)− ξ(t), ϕh(t)− ϕ(t))H − ℓ2(π(ϕh(t))− π(ϕ(t)), ϕh(t)− ϕ(t))H

≤ ℓ2‖π′‖L∞(R)‖ϕh(t)− ϕ(t)‖2H
≤ 2ℓ2‖π′‖L∞(R)‖ϕh(t)− ϕ̂h(t)‖2H + 2ℓ2‖π′‖L∞(R)‖ϕ̂h(t)− ϕ(t)‖2H .
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Hence, in view of (2.2), (2.8), (2.9), (2.12) and Lemmas 4.1-4.4, we collect (5.2)-(5.4) and
deduce that there exists a constant C1 = C1(ℓ, T ) > 0 such that

ℓ2

2
‖ϕ̂h(t)− ϕ(t)‖2H +

1

2
‖θ̂h(t)− θ(t) + ℓ(ϕ̂h(t)− ϕ(t))‖2H

+
ℓ2

2

∫ t

0

‖∇(ϕh(s)− ϕ(s))‖2H ds+
1

2

∫ t

0

‖∇(θh(s)− θ(s))‖2H ds

≤ C1h+ 2ℓ2‖π′‖L∞(R)

∫ t

0

‖ϕ̂h(s)− ϕ(s))‖2H ds

+

(
3

2
ℓ2 +

1

2

)∫ t

0

‖θ̂h(s)− θ(s) + ℓ(ϕ̂h(s)− ϕ(s))‖2H ds+
1

2
‖fh − f‖2L2(0,T ;H).

Therefore, by applying the Gronwall lemma, we can obtain (5.1).

Proof of Theorem 2.3. Since W 1,1(0, T ;H) ⊂ L∞(0, T ;H), we have

‖fh − f‖2L2(0,T ;H) =
1

h2

N∑

k=1

∫ kh

(k−1)h

∥∥∥∥
∫ kh

(k−1)h

(f(s)− f(t)) ds

∥∥∥∥
2

H

dt(5.5)

≤ 1

h2

N∑

k=1

∫ kh

(k−1)h

(∫ kh

(k−1)h

‖f(s)− f(t)‖H ds
)2

dt

≤ 2‖f‖L∞(0,T ;H)

h2

N∑

k=1

∫ kh

(k−1)h

(∫ kh

(k−1)h

‖f(s)− f(t)‖1/2H ds

)2

dt

≤ 2‖f‖L∞(0,T ;H)

h

N∑

k=1

∫ kh

(k−1)h

(∫ kh

(k−1)h

‖f(s)− f(t)‖H ds
)
dt.

Here it holds that

2‖f‖L∞(0,T ;H)

h

N∑

k=1

∫ kh

(k−1)h

(∫ kh

(k−1)h

‖f(s)− f(t)‖H ds
)
dt(5.6)

=
2‖f‖L∞(0,T ;H)

h

N∑

k=1

∫ kh

(k−1)h

(∫ kh

(k−1)h

∥∥∥∥
∫ s

t

∂tf(r) dr

∥∥∥∥
H

ds

)
dt

≤ 2‖f‖L∞(0,T ;H)

h

N∑

k=1

∫ kh

(k−1)h

(∫ kh

(k−1)h

(∫ s

t

‖∂tf(r)‖H dr

)
ds

)
dt

≤ 2‖f‖L∞(0,T ;H)‖∂tf‖L1(0,T ;H)h.

Therefore, combining Lemma 5.1, (5.5) and (5.6), we can prove Theorem 2.3.
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Remark 5.1. The above argument can be used also to the check that

fh → f strongly in L2(0, T ;H)(5.7)

as hց 0, in the case when f is just in L2(0, T ;H). Indeed, by density, for all ε > 0 there
exists a function g ∈ W 1,1(0, T ;H) such that

‖f − g‖L2(0,T ;H) < ε.

By fixing g and introducing gh as in (2.3), with

gk :=
1

h

∫ kh

(k−1)h

g(s) ds

for k = 1, ..., N , the reader can easily verify that

‖fh − gh‖L2(0,T ;H) < ε

as well. Then there exists ĥ > 0 sufficiently small such that

‖g − gh‖L2(0,T ;H) < ε

for all h ∈ (0, ĥ) (cf. (5.5) and (5.6)). Hence this gives a proof of (5.7).
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