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In Green’s function theory, the total energy of an interacting many-electron system can be ex-
pressed in a variational form using the Klein or Luttinger-Ward functionals. Green’s function theory
also naturally addresses the case where the interacting system is embedded into a bath. This latter
can then act as a dynamical (i.e., frequency-dependent) potential, providing a more general frame-
work than that of conventional static external potentials. Notably, the Klein functional includes
a term of the form Tr,Ln {GglG}, where Tr, is the frequency integration of the trace opera-
tor. Here, we show that using a sum-over-pole representation for the Green’s functions and the
algorithmic-inversion method one can obtain in full generality an explicit analytical expression for
Tr.Ln {Gy'G}. This allows one, e.g., to derive a variational expression for the Klein functional
in the presence of an embedding bath, or to provide an explicit expression of the RPA correlation
energy in the framework of the optimized effective potential.

I. INTRODUCTION

Electronic-structure simulations based on density-
functional theory (DFT) [1] are today widely exploited [2]
in condensed-matter physics, quantum chemistry, or ma-
terials modelling [3]. Even if DFT can in principle be
used to access any observable of an interacting system
as a functional of the density [3-5], currently available
functionals and approximations are mostly limited to the
ground-state total energy (and, in turn, to its deriva-
tives wrt external parameters) and to observables con-
nected to the charge density. Instead, electronic excita-
tions are typically addressed by extensions of the basic
theory, such as time-dependent DFT [6-8] or ensemble
DFT [9-11]. Notably, all these approaches are equipped
with a variational principle which allows one to deter-
mine the basic quantity of the theory (e.g. the density in
DFT or its time-dependent version in TD-DFT) for the
systems studied.

Conversely, Green’s function (GF) methods [5, 12] such
as the GW approximation and its combination with the
Bethe-Salpeter equation (BSE) [13-16], are commonly
used to address charged and neutral excitations. Never-
theless, the one-particle GF can also be used to access the
ground-state total energy [5, 17] (e.g., via the Galitskii-
Migdal expression). Variationality of the total energy
wrt the one-particle Green’s function can be recovered
by using the Luttinger-Ward or Klein (LWK) function-
als [18-21], which become stationary when evaluated at
the interacting Green’s function of the system. Exam-
ples include applications to atoms and molecules [22—
25], to Hubbard chains [26, 27], or to the homoge-
neous electron gas [28-30]. When the Klein functional
is combined with an optimized effective potential ap-
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proach [31, 32] one obtains the linearized Sham-Schliiter
equation [33, 34], which can be used to derive ad-
vanced KS-DFT functionals from diagrammatic approx-
imations, such as the EXX+RPA exchange-correlation
functional [5, 12, 17, 21, 35-38]. Notably, the Klein func-
tional features a term of the form [ 2 TrLn{G; ' G} (see
in Sec. II for more details), which is quite cumbersome
to be evaluated numerically and needs dedicated treat-
ment [25, 26]. The LW functional displays similar is-
sues. In passing we also note that besides DFT-based
and GF methods, other orbital-dependent or dynamical
approaches [3] addressing excitations are available, in-
cluding dynamical mean field theory (DMFT) [39], spec-
tral potentials [40, 41], or Koopmans-compliant function-
als [41-44].

Importantly, dynamical potentials can be naturally
employed to describe embedding situations, where the
system of interest is placed in contact with an external
bath. In these cases, for non-interacting systems, the
embedded GF can be calculated by adding an embed-
ding self-energy [5, 12], which has the form of a non-
local and dynamical potential, to the pristine Hamil-
tonian. This approach has been successfully exploited,
e.g., in the description of semi-infinite systems (surface
Green’s function) and applied to simulations of quantum
transport through nanojunctions [45-49]. When parti-
cle interactions are considered, the situation becomes
more complex, but the assumption of dealing with a
non-interacting bath [45] allows one to treat the problem
similarly to the non-interacting case. Approaches such
as DMFT [39], which is a dynamical method targeting
both total energies and spectral properties, exploit the
embedding of an interacting impurity model to describe
the electron-electron self-energy of strongly interacting
systems.

In general, the use of dynamical potentials (e.g., origi-
nating from many-body perturbation theory [5, 12], em-
bedding, or spectral potentials [3, 40, 41]) in electronic-


mailto:andrea.ferretti@nano.cnr.it

structure methods is a challenge by itself. Indeed, the fre-
quency representation of propagators (or dynamical po-
tentials) is non trivial [30, 50, 51] with viable approaches
ranging from discretized frequency grids (both on the real
or imaginary axis) to the use of meromorphic functions
and Padé approximants [52, 53], or imaginary-time treat-
ments [53]. Moreover, the solution of the resulting Dyson
equation (which can be cast in the form of a non-linear
eigenvalue problem [54]) adds further numerical and con-
ceptual complications (including multiple solutions and
non-orthonormality of the eigenvectors [5, 15, 54]). In or-
der to address this problem, we have recently exploited
the combination of a sum-over-poles (SOP) representa-
tion for the propagators, with the algorithmic-inversion
method (AIM) [30, 50, 51] to exactly solve the Dyson
equation resulting from dynamical potentials.

In this work, by taking advantage of the SOP-AIM
approach [30, 50, 51], we first derive an analytical ex-
pression for terms of the form Tr, {Gg 1G}, as those
appearing in the Klein functional, that is valid in the
general case of interacting propagators. Next, we exploit
this result to () recover an exact expression [35] for the
RPA correlation energy [21, 37, 38], and to (i7) obtain a
Klein functional valid in the case of embedding where the
system of interest is coupled to a non-interacting bath.

The paper is organized as follows. In Sec. IT we present
the theoretical framework used throughout the work.
Next, in Sec. III we derive an analytical expression for
Tr,, {GalG}. Finally, in Sec. IV we apply the newly
derived result first to evaluate the RPA correlation en-
ergy, and then to the embedding of the Klein functional.
Complementary details about Green’s function embed-
ding and TrLn terms are provided in Appendix A and
Appendix B, respectively.

II. THEORETICAL FRAMEWORK

In this Section we present the theoretical framework
underpinning the use of Green’s function methods to de-
scribe an interacting system in the presence of a non-
interacting bath; additional details are provided in Ap-
pendix A. We consider a closed quantum system C' that
is partitioned into two subsystems, S and B, such that,
in terms of degrees of freedom, one has C = S U B.
Particle interactions are present but limited to subsys-
tem S only, leaving subsystem B as a non-interacting
bath. All single particle operators, including Hamilto-
nians, self-energies, and Green’s function, become 2x2
block matrices, indexed according to the S and B sub-
systems. As detailed in Fig. 1, hg represents the non-
interacting Hamiltonian of the two systems without cou-
pling, while Hj is the non-interacting Hamiltonian of C'
when the coupling V is included. Eventually, self-energy
terms accounting for the particle-particle interaction are
included. As discussed in App. A, since interactions are
only present within S, one can show that the correspond-
ing self-energy is limited to the same subsystem. More-
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FIG. 1: Upper panel: Partitioning of the closed system C into
the subparts S (interacting, as indicated by the wiggly line)
and B (non-interacting). The Hamiltonian and self-energy
blocks and the coupling V' of the two subsystems are also
indicated. Bottom panel: Sketch view of the three different
Hamiltonians and Green’s functions involved in the discussion
of embedding. Left: S and B are non-interacting and un-
coupled; Central: S and B are non-interacting but coupled;
Right: S is interacting and coupled to the non-interacting B.

over, since hgp is non-interacting, without loss of gener-
ality we may take it diagonal on the chosen basis, such
that hOB = diag(Ql, ey Qn, N )

Within the above definitions, and following Fig. 1, one
can define the Green’s functions for the whole system
C, at different levels of description (non-interacting and
uncoupled, non-interacting and coupled, interacting in S
and coupled), according to:

go(w) = [wl —diag(hos, hop)] ™" = [wl — ho] ™"
= [wl— Ho] ™'
Gw) = [wl—Hy—%(w)] ™" (1)

(time-ordered offsets from the real axis are left implicit).
We note that when G is the physical GF, then ¥ = Yy,
is the interaction self-energy (accounting for Hartree, ex-
change, and correlation terms). Nevertheless, in the fol-
lowing we will also consider cases where G is a trial GF,
as discussed, e.g., in Sec. ITII B. In these cases, ¥ = 3 just
collects a set of degrees of freedom useful to represent G
via

G = Go + Go2G. (2)

Within this construction, the self-energy will also be con-
strained to have non-zero matrix elements only within
subsystem S, which can be seen as a domain definition
for the set of trial G’s.

By focusing on the subsystem S and making reference
to the theory of Green’s function embedding, the S blocks



of the above GF's are obtained as:

gos(w) = [wls —hos] ",

Gos(w) = [wls —hos — Avg(w)] ",

Gs(w) = [wls —hos — Avs(w) —S(w)] ', (3)
where Avg is an embedding self-energy due to the bath
B [5, 12, 46, 47, 49]:

Ry

Bu) = Voo (w)VT = 3 S —p

n

(4)

which acts as a correction to the external potential of S.

The total energy of the closed system C' can be ob-
tained variationally, e.g., via the Klein functional [19, 21],
reading

EX[G] = Tr,Ln{Gy'G} + Tr,HoGy (5)
+ ’I‘rw [I - GalG] + (PHXC[G]?

where Py [G] is a functional [18-20] to be approximated
that is related to the interaction self-energy as

0P [G] 1
———— = — Y| G]. 6
0G 2mi 1 ] (6)
With the above definitions, one can show [5, 12] that the
gradient of the Klein functional is zero for the GF G that
satisfies the self-consistent Dyson equation

G=Gy+ G()ZHXC[G]G. (7)

A. Sum-over-poles and algorithmic inversion

In order to make progress in the numerical exploita-
tion of the above described techniques, in the following
we make use of the concept of sum-over-poles (SOP) [26,
27, 30, 50, 52] to represent propagators, combined with
that of the algorithmic-inversion method (AIM) to solve
Dyson-like equations. In practice, this amounts to writ-
ing propagators and self-energies using discrete poles and
residues (meromorphic representation [26]) as

A0
Go(w) = Z w—egitti(ﬁ’ (8)

n

0w = ¥ = ©)

r,
So+ Y e (10)

i
£
[

wy, £i0+’

which could be seen also as discrete Lehmann repre-
sentations [52]. Recently, SOPs have also been used
to represent the screened Coulomb interaction in the
context of GW leading to the multi-pole approximation
(MPA) [55, 56]. For simplicity, in this work we assume
all residues and poles to be Hermitian and real, respec-
tively. In the above expressions, Gq is a non-interacting

Green’s function (GF) obtained from the single-particle
Hamiltonian hg,

holdn) = enlén),  An = lop)(dhl, (11)

while G is an interacting or embedded GF, obtained from
Go by a Dyson equation involving ¥, i.e. G = [wl —hg —
S(w)] L.

Having assumed discrete and real poles poles for X
and Gy (and Hermitian residues) implies [50, 54] that
also G has real discrete poles and that the residues can
be written as

[h0+2(65)]|f5> :es|fs>v Ag = |fs><fs|7 (12)

where the normalization of |f) is defined according to

<fs|fs> = Zs= 1+<fs|2(€s)|fs> <1, (13)
Z|fs><fs| =1, (14)

i.e., the |fs) are complete though not linearly indepen-
dent nor orthonormalized (see also Ref. [51]), where we
have used ¥(w) = 9L(w)/0w. In writing the expres-
sions above the Dyson equation has been mapped to
a non-linear eigenvalue problem involving rational func-
tions [50, 54]. Moreover, noting that the residues of G in
Eq. (9) are positive semi-definite (PSD) by construction,
the residues I',, of ¥ are also forced to be PSD Hermitian
operators. In fact, given

AW) = 5 [6() ~ G'w)] sign(u — ),
D) = 5 [5() - 3Hw) sign(u —w),  (15)
Aw) = Gw)N(w)G(w), (16)

(the last identity coming from the Dyson equation), the
positive semi-definiteness of A is equivalent [12, 57] (i.e.,
if and only if) to that of T".

Next, given Gy and X represented as SOPs, it is possi-
ble to explicitly evaluate the coefficients of the GF G solv-
ing the related Dyson equation. This approach, termed
algorithmic-inversion method (AIM) [50], maps the non-
linear eigenvalue problem of the Dyson equation into a
linear eigen-problem in a larger space. Algebraically, this
can be seen as the consequence of identifying the interac-
tion self-energy as an embedding self-energy [see Egs. (29-
30)], and then solving the Hamiltonian problem in the
larger subspace; details are provided in Ref. [50]. We
also note that similar techniques have been used in the
context of dynamical mean-field theory [58-60], lattice
Hamiltonians [26], and, more recently, within the GW
and Bethe-Salpeter equation formalism [61, 62].

III. ANALYTICAL EVALUATION OF TrLn
TERMS

As a technical prerequisite for this work, and as a rele-
vant result in itself, in this Section we focus on integrals



of the form:

AEx = Tr,Ln{G;'G}

- /di, e TrLn { Gy (@)G(w)} . (17)
2m

By representing the Green’s functions Gy and G in the

above equation as SOPs according to Egs. (8-9), one

can derive a general analytical expression for AFEg of

Eq. (17), as shown below.

In order to do this, we will make use of some common
operator and matrix identities, that we report below for
completeness. For instance, we will use the following
identity:

TrLn(A) = Lndet(A). (18)

Bearing Eq. (18) in mind, the following relations also
hold:

det(AB) = det(A)det(B), (19)
TrLn(AB) = TrLn(A) + TrLn(B). (20)

Moreover, given an operator A represented in the form

S

its determinant can be expressed according to [63]:
det(A) = det(B) - det(S — V;B~V)), (22)

which is a result reminiscent of techniques used in GF
embedding, presented in Sec. II.

A. Special case: non-interacting G

As a first step, we consider the case of both Gy and G
in Eq. (17) being non-interacting GFs corresponding to
mean-field Hamiltonians hg and hq, defined as:

hi =Y |@h,)eb, (D (23)

This means that both Gy and G are diagonal on single-
particle orthonormal basis sets (|¢2,) and |¢2 ), that can
be used to evaluate the traces. Importantly, we assume
that the number of occupied electrons is the same for G
and G. By considering Eq. (20) and taking A = Gal and
B = G, one can write the AFEk integral as

ABy — / %eiwo* [—TrLnGy + TrLnG],  (24)
YixA

d )
= /ilelwo-'— |:Ln
27

The label “all” in the product means that both occupied
and empty poles are considered. In order to evaluate the

el (w — €9 +£i07T)
ol (w — eb, £ i07)

. (25)

integral using residues, the contour needs to be closed in
the upper half plane, the enclosed poles corresponding to
occupied states of both Gy and G. Since the number of
occupied poles of both systems is the same, the integral
AFE¥ can be re-written as

occ .
z— € —i0t

dz
AEg = L2 = (96
K ;?{ omi 2 — el —i0+ (26)

m

with an example of a I';,, contour represented in Fig. 3 of
App. B1. The analytical expression for contour integrals
as those appearing in Eq. (26) is provided in Eq. (B1)
of App. B1. Taking advantage of that expression, we
recover the well-known result [5, 12, 24, 35]:

occ

AEk = Z [nen —noen ], (27)

m

where we have made the eigenvalue multiplicities nf, ex-
plicit and limited the sum to distinct multiplets.

B. General case: interacting G

Next, in this Section we consider the case of Eq. (17)
with a fully interacting G. Without loss of generality, we
can define a self-energy connecting G and Gy by a Dyson
equation, by writing:

Y(w)=Gyt -G (28)

It is important to note that such self-energy is not neces-
sarily physical (i.e. it may not originate from perturba-
tion theory or from a functional formulation), but rather
an auxiliary mathematical object. Since Go,G and X
are connected by a Dyson equation, and having assumed
discrete poles for both Gg and G (which then result mero-
morphic functions of the frequency), also 3 has discrete
poles. We are therefore in the condition to use the SOP
representations given in Eqs. (8-10). In what follows we
assume to represent single-particle operators on a trun-
cated basis set, thereby mapping them to finite dimension
matrices.

As discussed in Sec. IT A, the residues I',, of ¥ are semi-
positive definite (stemming from the SPD of the spectral
function of G) and, following Refs. [30, 50], one can in-
troduce V,, such that

L, =ViV,. (29)

In doing so, V,, can be taken, e.g., to be the square root
of I';, or to be a lower-rank rectangular matrix (when
represented on a basis) if Iy, is low-rank. By doing this,
G can be seen as the GF of an embedded system (index
0, below), coupled to an external bath. Indeed, by defin-
ing the inverse resolvent (wl —H) of the whole auxiliary



system as
[ wI — ho Vi Va
Vi (w—w)I
wl —H = VJ (w—wy)I )
S Vv

one can immediately verify that the self-energy in
Eq. (10) is the embedding self-energy for the zeroth-block
subsystem S (in the following, calligraphic operators such
as H refer to the enlarged auxiliary space). This con-
struction is the same used in the framework of the algo-
rithmic inversion method [30, 50], used to solve Dyson
equations involving propagators represented as SOP and
presented in Sec. IT A.

We can now apply the identity in Eq. (22) to the matrix
in Eq. (30), obtaining;:

det(wl —H) = det(B) x det (S —VB~'VT)  (31)
= [J(w—wn)™ x det(wl — hg — X),
n
where r,, is the rank of the I';, matrix. The above equa-

tion can be recast in the following form:

det G(w) = H(w — wy)™ x det(wl —H)™L, (32)

= o n (33)

where we have exploited the fact that the poles of G are
also eigenvalues of H for the whole system, and made the
multiplicities ng explicit.

Combining Eq. (24) with the identity connecting TrLn
to Ln det, Eq. (18), we obtain:

AEg = /%ei‘*’o+ [Lndet G — Lndet Go] ,
m

d )
/ i eu,uOJr Ln
2mi

12" (w — es)ms

_ / 9 0" TyLn (G5 (w)G(w)) (35)

2mi

In the last equation, G and G are the GF's of the auxiliary
system obtained with and without including the coupling
matrices V in H, respectively. A counting of the degrees
of freedom shows that the cardinality of {e;} is equal to
that of {9} U {w,}, as also shown by the embedding
construction in Eq. (30). Nevertheless, only occupied
poles (i.e. poles above the real axis) count in the integral.

If the number of such poles in the numerator and in
the denominator is the same, by exploiting Eq. (26) we
obtain the final result:

occ occ occ

AEg = Znses — anne% + Zrnwn . (36)

lHi“w — wp) T (w = €9,)"m

This expression is the first key result of the present work.
The condition of having the same number of occupied
states in the numerator and denominator in the second
line of Eq. (34) is equivalent to having the same num-
ber of occupied states before and after the switch-on of
the coupling matrix elements V. This condition, there-
fore, encodes charge conservation within the closed sys-
tem C' = S U B. In App. B3 we also provide a general-
ization of Eq. (36) where both propagators in the TrLn
term are interacting (or embedded).

At this point it is worth discussing alternative ap-
proaches existing in the literature aimed at evaluating
terms of the form Tr,Ln {GalGl}. For instance, in a
series of papers, Dahlen and co-workers [23-25] first re-
write the TrLn term of the Luttinger-Ward functional by
factorizing the static part of the self-energy 3., and then
recasting [25] the integral for numerical integration over
the imaginary axis. Along the same lines, in App. B2 we
provide a scheme for numerical integration of the TrLn
terms that we have used in the present work to numer-
ically validate analytical expressions such as Eq. (36).
In Ref. [26], Friesen and co-workers (which also adopt
a meromorphic, i.e. SOP in our language, representa-
tion for the propagators) first handle the 3, term as in
Refs. [23-25] and then numerically evaluate the residual
contribution to the integral using a coupling-constant in-
tegration. In Ref. [35], Ismail-Beigi discusses the RPA
correlation energy in the context of Green’s function the-
ory, and, exploiting algebraic techniques similar to those
employed in this work, provides an analytical expression
involving the poles of the independent-particle and RPA
response functions. We discuss the RPA correlation en-
ergy in Sec. IVA where we re-derive Ismail-Beigi’s ex-
pression by means of the present formalism. Addition-
ally, Aryasetiawan et al. [64] write the RPA correlation
energy in a form similar to that of Ref. [25] and App. B2

(34) for numerical evaluation along the imaginary axis.

IV. APPLICATIONS

Having derived an analytical expression for the TrLn
terms defined by Eq. (17), in this Section we present
two applications. First we focus on the calculation of
the RPA correlation energy, providing a re-derivation of
a result already known in the literature [35], and then
apply the formalism to analyze and partition the Klein
functional in the presence of embedding.
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FIG. 2: RPA exchange and correlation energy represented by means of Feynman diagrams.

A. RPA correlation energy and plasmons

In the context of Green’s function methods, the RPA
correlation energy is written as [5, 12, 17, 21, 35-38]:

!
P(x1,%x2,w) = /%G(thzyw+WI)G(X27X1,W/)
Y5
1 =1
RPA _ 1 L n
ORPA[P] = QTrW{nz_an[vP(w)] } (37)
1
= +§Tern{I—UP(w)}
+%Trw {vP}, (38)

= ADRPA L AQRPA

where the irreducible polarizability P is either evalu-
ated using the Kohn-Sham Green’s function G in the
optimized-effective-potential (OEP) method [31], or by
an interacting Green’s function (e.g. at the level of self-
consistent GW) when making stationary the Klein or
Luttinger-Ward functionals [5, 12, 18-20]. By consid-
ering the Dyson equation

X(w) = P(w) + P(w)vx(w), (39)

connecting the irreducible and reducible polarizabilities
(P and Yy, respectively), one obtains

I-vP=e=x"'P, (40)

which can be used in the first term A®RPAof Eq. (38),
leading to:

1 1
(bRPA[P] — _iTern{prl} —|— §Trw {UP} . (41)

By considering the x and P as two interacting single
particle propagators, we can apply Egs. (B10-B11) with
Y91 = v in view of Eq. (39). This means that the poles
of the two self-energies need to cancel out identically and
therefore do not contribute to the evaluation of the Tr
Ln term. In turn, we obtain:

occ

1
A(I){{PA = — Z [anp — ngﬂg] ,

p

Q,>0

Z [anp — ngQg] , (42)
p

DO =

where 2, and Qg are the poles of x and P respectively,
and we have considered that each time-ordered polariz-
ability has poles at :I:\Q;O) |, the negative ones being those
above the real axis and contributing to the integral. De-
generacies of the poles (n, and n)), have been marked
explicitly.

We now turn to the evaluation of the second term,
ADEPA in Eq. (38). The irreducible polarizability P can
be represented as a sum-over-poles according to:

Q,>0

P = 3 [l

o.)—Qg—l—iOJr

Itp) (tp]
w + Qg — 10t

|

where (x|t) = ¢.(x)¢%(x), (¢,v) referring to conduction
and valence single particle orbitals, respectively. With
the above definitions, one obtains:

Q,>0

1
AQRPA — -3 > (tplvlty), (44)
p

which completes the evaluation of the RPA correlation
energy, consistently with existing literature. In particu-
lar, we have recovered Eq. (23) of Ref. [35].

B. Embedding of the Klein functional

The main goal of the present Section is to study the
Klein functional in the presence of an embedding scheme
as the one described in Sec. IT and App. A, in order to
derive, as demonstrated below, a variational partition of
the total energy. In order to do so we begin by partition-
ing each term appearing in the Klein functional given
by Eq. (5). Notably, the functional depends on a trial
Green’s function G that, according to Eq. (2), we rep-
resent by means of a self-energy ¥ constrained to be lo-
calized on the subsystem S. As discussed in Sec. II, this
represents a definition for the domain of the trial GF G.

For what concern ®yy, the partition is already in place
since the particle-particle interaction is only present in S.
Therefore one has

D [G] = Ppxc[Gs]. (45)

This can be understood, e.g., diagrammatically, since the
bare interaction lines only connect points in the S sub-
system, making each vertex located in S. This is fur-
ther discussed in App. A. Next we consider the Tr,, HyGyg



term, which is the non-interacting energy of the closed
C = S U B system, and can be partitioned as

Tr,, {HOGO} = Tri {(hos + A’Us)Gos}
+ Trf {(hOB + AUB)GOB} (46)

occ

= e (47)

ER
S

where €0 are the eigenvalues of the non-interacting prob-
lem for C, Hy|ps) = €2|¢s).

Coming to the next term, the following chain of iden-
tities also holds

Tr, {I - G;'G}

—Tr,, {EG}
= —Trf: {ESGS} ,
= {Is- GG}, (49

where we have represented the trial G according to
Eq. (2), and limiting ¥ to have non-zero matrix elements
only in S and to have a regular propagator-like analyt-
ical structure featuring time-ordering and simple (first
order) poles. Indeed, the last step is valid because of the
following equation:

Gs = Gos + GosisGs. (49)

The last and most interesting term in Eq. (5) is
Tr,ILnGy ' G, which can be evaluated using Eq. (36):

occ occ occ

Tr,Ln {G;'G} = Zes - Ze% - Zpoles(i)

= Tr3ln{Gy3Gs}, (50)

where we have used the fact that )~ e, = > poles(Gg),

. €0 = > poles(Gos). Using the notation introduced
in Egs. (3-4) where Q, are the poles of the embed-
ding self-energy, one can show that the term ) Q, =
> poles(Awvg) does not explicitly appear because the em-
bedding self-energy is used in the evaluation of both the
Gos and Gg Green’s functions. Multiplicities have been
kept implicit in the sums over eigenvalues.

Alternatively, the same result can be obtained directly
from the use of Eq. (18) and the identity concerning the
determinant of block matrices, Eq. (22). In particular,
from

wfs—hos—i -V

Gl w) = —yt wlp — hop (51)

one gets
detG™! = detgys x detGg', (52)
detGy' = detgy x detGyq, (53)

which gives
Tr, {G;'G} = —Ln detgyp — Ln detGg'  (54)
+Ln detgy + Ln detGyg
= Ln detGasle,

the last line being equivalent to the result to be proven.
We are now in the position to put all terms together
to obtain:

occ

Ek|G] = Triln{GsGyg} +> € (55)

+ Te2 {Is — GydGs} + Prxc[Gsl.

Next, the first term on the rhs can be further rewritten
using:

TroLn {GsGog } = TroLn{Gsgpg 90sGoq b
= Tr3Ln{Gsgoq }
— Tr’Ln {Gosgos } (56)
oce oce oce
Teoln {Gosgos } = D el =D @ —» Qn (57)
oce

= Z € — Tr2 {hosgos }

— Tr5 {hopgon}, (58)

where the eigenvalues € refer to susbsystem S in the

absence of coupling to B.
Eventually, this leads to the final result for the parti-
tioning of the Klein energy functional:

Ex[G] = Ef[Gs]+ TS {hopgos} . (59)
E%[Gs] = TriIn{Gsgge } + Trd {hosgos}
+ Te2 {Is — gy4Gs} + Trl {AvsGys}
+ Ppxe[Gs). (60)

This is the second key result of the present paper, imply-
ing that E%[Gs] is stationary for the Gg that solve the
embedding Dyson equation, namely:

SE3
Q,NZ'% — Ggl —go_sl + A’Us + Ech[GS] =0, (61)
S

showing that the partition of the Klein energy is exact
and also variational for what concern subsystem S.
Interestingly, we note that an equation formally equiv-
alent to Eq. (60) has been used by Savrasov and Kotliar
in Refs. [39, 65] to express the grand-potential of a quan-
tum system in the presence of an external local and dy-
namical potential coupled to the local Green’s function.
In the present context, that term is played by Avg, here
originating from an embedding procedure. Interestingly,
the embedding construction allows us to further inspect
the physical nature of the energy terms in Egs. (59-60).
In particular, the complement energy Tr2 {hopgon} (i.e.
the energy that needs to be summed to E%[Gs] to give
the total energy of the closed system C, Ex[G]) is that
of the non-interacting and uncoupled bath. This means
that all effects of the coupling V' need to be absorbed in



E7[Gs] to allow for variationality. This is at variance
with other possible partitions of the C' total energy (such
as, e.g., those suggested by the Galitskii-Migdal expres-
sion).

V. CONCLUSIONS

In this work, and within the framework of Green’s
function methods, we address the use of the Klein func-
tional when embedding an interacting system S into
a non-interacting bath B. Exploiting a sum-over-pole
(SOP) representation for the propagators, and taking ad-
vantage of the algorithmic-inversion method (AIM) intro-
duced to solve Dyson-like equations involving SOP prop-
agators [30, 50], we have first derived an exact analytical
expression to evaluate terms of the form Tr,Ln {Gy 'G}.
Notably, such terms appear in the Klein and Luttinger-
Ward functionals [5, 12, 18-20] as well as in other com-
mon maby-body terms such as the RPA correlation en-
ergy [5, 12, 17, 21, 35-38]. In this respect, the analytical
expression obtained represents the first key result of the
paper.

Next, we have used the above analytical result to par-
tition the Klein functional of an embedded system intro
two contributions, one associated to the subsystem S and
one to the non-interacting bath B. Importantly, the en-
ergy associated to S is also variational as a functional
of the S Green’s function G g, with the functional gradi-
ent becoming zero for the physical embedded G;. This
is the second main result of the work. Last, we have
also exploited the analytical result for the TrLn terms to
recover an exact analytical expression for the RPA cor-
relation energy known in the literature [35].
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Appendix A: Green’s function embedding and
perturbation theory

In this Appendix we discuss the building of many-body
perturbation theory (MBPT), to include particle inter-
action effects in the Green’s function in the presence of
embedding. We consider the case of fermions at T' = 0,
for simplicity. As mentioned in Sec. IT and sketched in
Fig. 1, we consider a closed quantum system C parti-
tioned into two sub-units, C = S U B, interacting via a
coupling potential V', with particle interactions confined
to the S region, with B being a non-interacting bath.

The particle-particle interaction can be written in the
usual form of a two-body potential:

V;ge = %/dXdX/'lZ)T(X)QZJT(X/) vint(xax/) &(X/)J}(X)a

vine(x,x") #0  for x,x" €8, (A1)
where the constraint on vin (X, x’) expresses the fact that
the interaction is present only in the S region.

Within the above definitions, the perturbation expan-
sion for the Green’s function of the closed system C' leads

to [5, 12, 17):

. Y A S (_Z)n oo
iGx tx ) =) ; dty...dt,

n— —oo

(@[T | Veeltr) .- Vee ta) (3, 951 (', #) | |20)

X .
(@] S[Po)

Y

(A2)

& — (=) [
(@o]S|Po) = Z — dty...dt,
n=0 ’ -

x <<I>0|T[Vee(t1) o Veltn) [1@0). (A3)

First we focus on GAS, i.e., on the case when x,x’ are
located in S. Since V.. only contains field operators re-
lated to subspace S, all self-energy diagrams resulting
from Eq. (A2) have only vertexes within the subsystem
S. Similarly, if we consider G in the general case (end
points either in B or S), B points will be present only in
disconnected diagrams (to be dropped) or in the external
ends of the connected diagrams, which do not show in the
proper self-energy. Therefore, the interaction self-energy
is zero for matrix elements out of the S block, as shown
in Fig. 1.

So far, perturbation theory in terms of the bare Green’s
function Gy has been addressed, with ©[G¢] = [G§].
Nevertheless, one can perform the usual steps [5, 12, 17]
in passing from bare diagrams involving Gy to skeleton
diagrams involving G, leading to:

=5a] = °[G7), (Ad)
where we can substitute G° to G because of the lo-
calization of the bare interaction, Eq. (Al). A simi-
lar reasoning can be applied to the ® functional to ob-
tain Ppy[G] = Prxe[G°]. In summary, within the non-
interacting bath condition, the interaction self-energy %
has a perturbation expansion structurally identical to the
one usually developed for closed systems [5, 12, 17], and
does not make any reference to the B unit, i.e. all dia-
grams develop within S, as if S were disconnected from
B. Of course, G° is then calculated in the presence of
the bath, e.g. via embedding self-energies, which in turn
make the effect of the interaction spread all over the sys-
tem. Notably, the Anderson impurity model [5, 39, 66]



FIG. 3: Illustration of the contour used in Eq. (B1) and its
decomposition in simple paths, I'y — I'4.

can be seen as a special case of the above setting. In-
deed, the exact electron-electron self-energy of the model
is localized on the impurity [66] (S in our notation),
and can be computed, e.g., using bare perturbation the-
ory [39, 67-69] involving G5.

As a relevant point for the present discussion, the use
of the skeleton perturbation theory and the Luttinger-
Ward functional has been recently questioned [70-75],
leading to a discussion about the domain of the trial G
and the rise of multiple solutions of the non-linear Dyson
equation involving X[G] (see e.g. Ref. [75] for additional
details). For the sake of the present work, we assume to
be in the situation where perturbation theory does not
pose convergence problems and one is able to discrim-
inate between physical from unphysical solutions when
needed.

Appendix B: Complements on TrLn terms
1. Notable integrals

In this Section we provide a detailed derivation of the
z—a

expression
d
I= ]{ £ In =
T 2mi z—0b

where both a, b are assumed to be real numbers. Making
reference to Fig. 3, the contour integral can be split into
four contributions, labelled I'y — I'y4, such that I = I; +
IQ + 13 + 14, with Iz = frl[]

Let us first consider I, where we assume that I'y cor-
responds to the pole in a. Using the parametrization
z = Re' one has:

b—a, (B1)

dz z—a
“1In
r, 2mi z—0b’

2
g ., a—b
—R/O 3¢ Ln [1 + } , (B2)

I, =

Rei®
which goes to zero in the limit R — 0, e.g. in view of
RIn(1/R) — 0. A similar argument holds for I3, so that

we have I1 3 — 0 when R — 0. Coming to remaining
paths, we have

1 b—R b—R _
Iofy = — l— dzT +/ dz~ Lnu

B3
211 a+R IR Z—b7 ( )

where dzt and dz~ refer to the upper (I'y) and lower
(T'2) branch, respectively. The real part of the logarithm
function does not contribute (the two branches cancel
out), while the imaginary part does. Indeed, choosing
the branch cut of the complex Log going from 0 to +o0,
one obtains:

1
Ig+4=2—(7r—0+27r—7r)(b—a):b—a, (B4)
7

which completes the derivation of Eq. (B1).

2. Computational evaluation of TrLn terms

In order to develop a form of Eq. (17) suitable for nu-
merical evaluation, that we have used e.g. to compare
with the analytical results of this work, we follow some
of the ideas from the App. B of Ref. [25]. We start by
re-writing Eq. (34) by rotating the integration over the
imaginary axis:

T dy det G(2)
AEx = —In|—L
K /_H-OO omi [det Go(z)] ’

+oo ;
/ d—an det G(z?:) ,
oo 2T det Gy (i)

T dg , .y
— |Lndet G(ix) + Lndet"G(ix)
0 2m

(B5)

—LndetGy(ix) — Ln det*Gg(ix)] ,

“+o0
/ du {ln’ det G(im)|2 - ln’detGo(ixﬂﬂ .
0

2

(B6)
In deriving these equations we have made use of the re-
lations G(—iz) = G(iz)" and det MT = (det M)*. The
last expression is suited for numerical evaluation, that we
performed using a tangent grid on the imaginary axis.

3. TrLn term with two interacting Green’s
functions

As anticipated in Sec. IIIB, Eq. (36) can be further
generalized to the case of TrLn computed for two inter-
acting GFs, G and G>. As a first step we make reference
to an arbitrary non-interacting Gy by exploit the identity
in Eq. (20),

Tr,Ln {Gy'G2} = Tr,Ln{G;'Ga}

— Tr,Ln{Gy'G:}.  (B7)
Next we can connect G 2 to G via Dyson-like equations,
by writing:
G1 = Go+ Go(Z1 — )Gy
Gy = Go+ Go(32 —v9)G2



where Y; are suitable self-energy operators. Upon defin-
ing Y91 = Yo — X1, the above equations give:
G2 = Gl + GlEgng. (BlO)

We can now evaluate Eq. (B7) by means of Eq. (36),
obtaining;:

AEx = [Z nPe — Zpoles(ﬁb)}
- [anl)egl)Zpoles(El)l. (B11)
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