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Ensemble density functional theory extends the usual Kohn-Sham machinery to quantum state ensembles
involving ground- and excited states. Recent work by the authors [Phys. Rev. Lett. 119, 243001 (2017); 123,
016401 (2019)] has shown that both the Hartree-exchange and correlation energies can attain unusual features
in ensembles. Density-driven (DD) correlations – which account for the fact that pure-state densities in Kohn-
Sham ensembles do not necessarily reproduce those of interacting pure states – are one such feature. Here
we study atoms (specifically S–P and S–S transitions) and show that the magnitude and behaviour of DD
correlations can vary greatly with the variation of the orbital angular momentum of the involved states. Such
estimations are obtained through an approximation for DD correlations built from relevant exact conditions
and plausible assumptions for weakly correlated systems.

I. INTRODUCTION

In the 55 years since the Hohenberg-Kohn theorem1,
it is fair to say that density functional theory (DFT) has
transformed how we study the many-electron problem.
The impact of DFT is felt far beyond the realms of the-
ory papers, as increasing numbers of papers use DFT
results to support experiments, to elucidate the proper-
ties of electronic ground states. The good balance be-
tween ease-of-calculation and accuracy of Kohn-Sham2

(KS) DFT has allowed access to solutions to a large num-
ber of problems in chemistry and physics.

Excited states play an increasing role in chemistry3,
however, whether via cavity modes, light–matter interac-
tions or otherwise. The most popular methods for calcu-
lating reasonable excitation properties are both based on
DFT, being ∆SCF and time-dependent DFT4 (TDDFT),
with the latter performed at the level of the so-called adi-
abatic approximation. The ∆SCF approach is very low
cost, as it involves computing energy differences through
regular self-consistent DFT calculations. But, it is lim-
ited to excitations between states lowest in energy and
of different symmetry species – unless difficult orthogo-
nality contstaints are introduced. TDDFT (in its con-
ventional adiabatic sense) is generally more robust. But,
it is also more expensive than DFT and has issues with
double and charge transfer excitations.5–7 Both methods
are prone to spin contamination.8,9 There is thus an ur-
gent need for a more accurate treatment of excitations
that has a similar cost to conventional DFT, but avoids
the issues of ∆SCF approaches.

Ensemble DFT (EDFT) is a highly promising solution
to this problem, that was prompted by Theophilou10 and
further developed by Gross-Oliveira-Kohn11–13. EDFT
is, conceptually, very similar to conventional pure state
DFT. But it is able to access the energies of many-
electron eigenstates, not only the ground state, in a for-
mally exact10,14–21 and, as shown in recent work,22–31

quantitatively accurate fashion. It thus offers a promis-
ing route to more accurate, yet low cost, calculations of

a very important class of excitations.
In this work we review recent advancements in EDFT,

that have lead to a novel decomposition of the correlation
energies for ensembles into state- and density-driven con-
tributions. This decomposition can help overcome limi-
tations in present approximations by adding corrections
or by developing innovative approximations. Next, we
show how approximate estimates of density-driven cor-
relations can be done in highly symmetry, weakly corre-
lated, systems such as light atoms. Our analysis reveals
that density-driven correlations depend greatly on the
orbital angular momentum of the state involved in the
considered excitations.

This paper is organized as follows: The theory is pre-
sented in Section II, where we dedicate a particular atten-
tion to symmetry preservation through equi-ensembles.
Results for simple excitations in atoms are presented in
detail in Section III. Information on the numerical im-
plementation are reported in Section IV. Section V con-
cludes.

II. THEORY

In any variant of density functional theory, the parti-
cle density (hereafter referred to as the density) is the
primary variable. The main difference between DFT and
EDFT is that the former considers ground-state quanti-
ties as functionals of the density, whereas the latter deals
with a broader class of problem via ensemble densities.
Other than this change, the basic structure – i.e., the use
of the variational principle – is very similar to that of
DFT. EDFT also allows a consistent handling of symme-
tries and makes non-interacting v-representability of the
interacting density more robust.16,32.

Let us thus recall the definition of an ensemble den-
sity matrix (EDM). An EDM is a statistical average of
quantum states that can be written in operator form as:

Γ̂ =
∑
κ

wκ|κ〉〈κ|, (1)
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for a set of non-negative weights wκ ≥ 0 obeying∑
κ wκ = 1, and a set of orthonormal many-particle

wavefunctions {|κ〉}. We note that these ensembles
are different to the reduced density-matrix (RDM) used
as the basic “variable” in RDM functional theories
(RDMFT).

Given a pure state, Ψ, the expectation values of an
operator Â over the state, AΨ, may be denoted using the
bra and ket notation as follows:

AΨ =〈Ψ|Â|Ψ〉 . (2)

Therefore, for a statistical mix of states as described in
Eq. (1), the expectation values is obtained as

AΓ =Tr[Γ̂Â] =
∑
κ

wκAκ ; (3)

where the ensemble average is emphasized by using calli-
graphic characters. The most important measurable for
our purposes is the Hamiltonian Ĥ, for which,

EΓ =Tr[Γ̂Ĥ] =
∑
κ

wκEκ, (4)

is the ensemble average energy of the system, where Eκ =
〈κ|Ĥ|κ〉 is the energy of each state. When no confusion
may arise, we shall drop the index E ≡ EΓ.

For the purpose of this work we restrict EDMs to have
two additional conditions:

• Passive: these states can yield no work under uni-
tary operations.33 Mathematically, this means that
ensemble weights obey wκ ≤ wκ′ when Eκ ≥ Eκ′ .
Note, this condition will sometimes be partially,
but rigorously, lifted.

• (Weak)-equi-: ensemble weights are equal when
states are fundamentally degenerate. Mathemati-
cally this means that wκ = wκ′ when Eκ = Eκ′ .
We shall not consider equi-ensembles formed by
states which are not degenerate, unless specifically
noted. We also assume that “accidental degenera-
cies” (where |κ〉 and |κ′〉 are not related by symme-
try operations) are not present.

The next two section will discuss the use of the afore-
mentioned types of ensembles in the context of ensemble
DFT for excited states.

A. Ensemble DFT for excited states

Gross-Oliveira-Kohn (GOK) derived a series of
proofs11–13 that form the foundation of ensemble DFT
(EDFT). A consequence of GOK’s work is that we can
write an energy density functional that finds E through
a variational principle based on the ensemble density:

Ew = min
n

{
Fw,1[n] +

∫
n(r)vExt(r)dr

}
(5)

=
∑
κ

wκEκ . (6)

The set of ensemble weights w = {wκ} form an additional
input, on top of the external potential vExt. The energy
is thus a function of w and a functional of vExt.

Eq. (5) involves energies Eκ = 〈κ|Ĥ|κ〉 which are

eigenvalues of Ĥ = T̂ + Ŵ + v̂Ext for state |κ〉. The den-

sity nw = Tr[Γ̂n̂] =
∑
κ wκnκ that minimizes (5) is the

density of Γ̂ =
∑
κ wκ|κ〉〈κ|. Note that Γ̂ is passive, so

that the smallest eigenvalues are always associated with
the largest weights.

The universal functional Fw,1[n] represents the special
λ = 1 case of:

Fw,λ[n] = min
Γ̂→n,w

Tr
[
Γ̂(T̂ + λŴ )

]
≡Tr

[
Γ̂n

w,λ(T̂ + λŴ )
]
, (7)

where Γ̂→ n,w means Tr[Γ̂n̂(r)] = n(r) and the weights

of Γ̂ are given by w. Here, Tr[Γ̂n
w,λn̂] ≡ nw. Except

when clarification is required, we shall now proceed to
drop explicit mention of w on functionals and EDMs.

Furthermore, the GOK theorems guarantee that there
is a unique mapping n → vλ[n] for any given set of
ensemble weights w – at least for for “well-behaved”
densities which we shall assume throughout. Thus, as-
suming that interacting and non-interacting ensemble v-
representability is not a problem, we can define

Γ̂λ ≡
∑
κ

wκ|κλ〉〈κλ|, (8)

where |κλ〉 is the κth eigenfunction of Ĥλ = T̂+λŴ+v̂λ.
In the case of equi-ensembles (see next section), these
EDMs are unique, but this is not necessarily so in general.

Taking λ → 0, and working with equi-ensembles to
preserve symmetries, we can identify Ĥ0 = T̂+v̂0 and the
corresponding non-interacting states |κs〉 ≡ |κ0〉. These
states are of the form of Slater-determinants or, when
necessary, a superposition thereof (more below). They
are formed on the same set of single-particle orbitals,
obeying self-consistent equations,{

t̂+ v0[n](r)
}
φi[n](r) =εi[n]φi[n](r) . (9)

Here t̂ = − 1
2∇

2 is the one-body kinetic energy operator
and the density obeys,

n(r) =
∑
κ

wκns,κ(r) ≡
∑
i

fi|φi(r)|2 , (10)

where 0 ≤ fi =
∑
κ wκθ

κ
i ≤ 2 is an average occupation

factor. This follows from the orbital expansion of the
non-interacting densities,

ns,κ(r) =
∑
i

θκi |φi(r)|2 , (11)

where θκi ∈ {0, 1, 2} is the occupancy of orbital i in |κs〉.
The potential

vs[n](r) ≡ v0[n](r) (12)
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is known as the (ensemble) Kohn-Sham potential. For
equi-ensembles, vs[n] is unique.

Through plausible hypotheses on the ordering of the
λ-dependent eigenvalues for λ → 0, we can define the
ensemble versions of the Kohn-Sham kinetic energy,
Hartree-exchange energy, and correlation energy. Re-
spectively, these are19:

Ts[n] ≡F0[n] =
∑
κ

wκT [ns,κ] , (13)

EHx[n] ≡ lim
η→0+

Fη[n]− Ts[n]

η
=
∑
κ

wκΛHx,κ[ns,κ] .

(14)

Ec[n] =F1[n]− Ts[n]− EHx[n] . (15)

Here, Ts,κ and ΛHx,κ are orbital-dependent kinetic and
Hartree-exchange-like energy terms19. As long as we are
concerned with the kinetic energy and density, a restric-
tion to single Slater-determinant may be harmless and
practical. But when evaluating the Hartree-exchange en-
ergy, linear combination of Slater-determinants must be
admitted.19 Such a formalism maximally avoids “ghost-
interactions”,27,34–36 which can cause problems in EDFT.

Next, turning to the correlation energy functional, we
recognise that it is more complex in EDFT than in DFT
because – besides the usual reasons – it has an addi-
tional term that is zero in pure states.20 The additional
term is required to account for the fact that a state κ
is associated with an interacting density nκ ≡ n1

κ that
differs from the corresponding non-interacting density
ns,κ ≡ n0

κ. Only in pure states or in certain ensembles
are these two densities guaranteed to be the same.

As a result, we arrive at

Ec[n] =
∑
κ

wκ{ESD
c,κ [nκ, n] + EDD

c,κ [nκ, n]} (16)

where ESD
c,κ [nκ, n] is a state-driven (SD) contribution –

a bifunctonal – which resembles the correlation term in
pure state DFT; and EDD

c,κ [nκ, n] is a density-driven (DD)
contribution – another bifunctional – that is unique to
ensembles.20 Thus, it is the difference in the densities nκ
and ns,κ that gives rise to the DD term in ensembles.
Sometimes, it also makes the SD term difficult to pin
down. In the cases studied in the following sections the
SD terms are easily identified.

In order to formally describe the terms in Eq. (16) let
us introduce, for each interacting state κ in the ensemble,
single-particle orbitals ψκi which obey a KS-like equation
(9) but with a state-dependent potential vκs that ensures,

nκ(r) =
∑
i

θκi |ψκi (r)|2 (17)

analogous to Eq. (11). In this step, restriction to single
Slater-determinants is admissible. More details are given
in Refs 20 and 37.

Hence, we are ready to write

ESD
c,κ [nκ, n] ≡〈κ|T̂ + Ŵ |κ〉 − FEXX,κ[{ψκi }], (18)

EDD
c,κ [nκ, n] ≡FEXX,κ[{ψκi }]− FEXX,κ[{φi}], (19)

where FEXX,κ = Ts,κ+ ΛHx,κ. Finally, we can also define

F1 =
∑
κ

wκ{FEXX,κ + ESD
c,κ + EDD

c,κ } , (20)

as an alternative expression for the interacting universal
functional in eq. (7) at λ = 1.

As complicated as the above bifunctionals might ap-
pear, in Ref. 20 we have shown an approximate way to
deal with them practically. In Sec. III, we shall introduce
another way which allows us to compute approximate DD
correlations without having to work with bifunctional ex-
plicitly.

B. Symmetries and equi-ensembles

Although ensemble DFT may be formulated for general
weights, exploitation and fulfillment of symmetries imply
some restrictions. In order to explain this aspect and also
to introduce the reader to the procedure implemented in
our numerical results, let us start by briefly reviewing a
few important facts.

Firstly, the non-relativistic many-electron Hamiltonian
does not depend on the spin operators. Thus, trivially, it
is invariant under spin rotations and the many-electron
states may be chosen as eigenstates of Ŝ2 where Ŝ is the
the total spin operator.

Secondly, some systems can also exhibit additional
symmetry in real space. The Hamiltonian of an isolated
atom, for example, is invariant under rotations in real
space. This is the reason why atomic eigenstates may
be chosen also as eigenstates of L̂2 where L̂ is the total
angular momentum operator. Relative to a given nuclear
configuration, molecules can be invariant under the sym-
metry operations of point groups. Crystal requires con-
sideration of space groups, which add (discrete) trans-
lational invariance to the point groups. Therefore the
spatial symmetry of a state is also specified by an ir-
reducible representation, α, of a space symmetry group
(which can, trivially, be the identity).

To further specify the terminology, let Ĥ be a Hamil-
tonian that is invariant under the transformations Ĝ that
forms a group G. Provided that there are no “acciden-
tal” degeneracy, every group of degenerate eigenstates
provides an irreducible representation (Irrep) of G with
the dimension of the degeneracy. Such a representation
is “irreducible” because the degenerate manifold is an
invariant under the action of G and contains no other
invariant subspace.

Thus, strictly, the corresponding eigenstates Ψα
l of ĤG

are not invariant. They transforms as

Ĝ |Ψα
l 〉 =

∑
m

Dα
ml |Ψα

m〉 (21)
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where the upper index α labels the Irrep and the lower
index denotes the partners in the basis for the invariant
subspace. Dα

ml is a matrix that provides the actual rep-

resentation of Ĝ. States that transforms as the basis of
a Irrep are said to be symmetry-adapted, whether or not
they may be the exact states of the system Hamiltonian.

The Hamiltonian we work with is also invariant un-
der exchange of particles. The fermionic nature of the
corresponding many-body states can be taken into ac-
count by means of Slater determinants (Sldet) built from
orthonormal single-particle states. These determinants
can be combined linearly to get symmetry-adapted many-
particle states. Both for computational and interpreta-
tional convenience, especially when dealing with excited
multiplets, it is best to work with single-particle states
that are symmetry adapted as well.

The need of introducing symmetry-adaptation when
accessing excited states through ensemble density func-
tional methods has been emphasized by Theophilou (and
various collaborators)38–40. In these works, weights were
assigned equally to all the states. Thus, in order to ac-
cess the individual energies of the levels of interest, sev-
eral computations would be required which each involve
different ensemble energy functionals10,41. GOK12,13

showed that the choice of the weights could be made
quite flexible.42. Equal weights, however, were still em-
ployed for degenerate states in the same manifold. Use
of equal weights is important because the particle den-
sities of |Ψα

m〉 does not necessarily transform according
the same Irrep to which the pure state belong. There-
fore, invariant Kohn-Sham potentials can be obtained by
forming ensembles that are totally invariant by construc-
tion.

To be more explicit, let us consider the equi-ensemble
for a degenerate set of ground-states,

Γ̂ =
1

dα

dα∑
l=1

|Ψα
l 〉〈Ψα

l | (22)

where dα is the dimension (degeneracy) of α. Through
use of the orthogonality theorem, it becomes apparent
that this ensemble is invariant for any Ĝ ∈ G. The cor-
responding ensemble density, n = Tr[n̂Γ̂] inherits this
invariance. Thus, the corresponding KS potential has
the symmetry of the external potential by construction.
Ensembles for excited states can be formed along similar
lines. Explicit examples are given in the next sections for
atoms.

Furthermore, because the Hamiltonian is an invariant
w.r.t. G, it transforms states from invariant subspaces
to states of the same subspaces. From this it readily
follows that both the regular variational principle and
ensemble-variational principles may be applied equally
well to states which are symmetry adapted. Equivalently,
we may work with the projected Hamiltonian

ĤP = P̂ ĤP̂ (23)

where P̂ is provided, essentially, by the same procedure
used to extract a symmetry-adapted basis from a set of
generic states.

Among the advantages of this approach are:

(a) When we are concerned with the lowest states of
some symmetry species, such as the lowest triplet
or the lowest 1D level in atoms, we do not need to
consider any exited-states formulation of DFT43;

(b) When we are concerned with the lowest two (or
more) excited states of some symmetry species,
such as the optical gap between singlet states, we
can ignore all the states in between28,40,44;

(c) We can find passive EDMs that are stationary on

ĤP and thus satisfy the weight ordering required by
the GOK formulation despite other “orthogonal”
states having lower energies. We use “P-passive”
to denote such EDMs. The states described above
in (a) are the simplest example of P-passive states.

Finally, we note that the above discussion allows linear
combinations of Sldets at the non-interacting KS level, so
long as the terms involved all have the same energy and
density. This gives rise, through the formalism outlined
previously by the authors19, to non-vanishing, sponta-
neously emergent singlet-triplet splitting already at the
Hartree-exchange level (mentioned briefly in the previous
section). For the purpose of the present work, however,
we average over such spin splittings and, thus, can con-
sistently reduce to single Sldets, as detailed later.

III. RESULTS

Results on density-driven correlations for ensembles in-
cluding different spin states were reported in our previ-
ous work. Thus, we focus here on quantities in ensembles
that include states that belong to different spatial Irreps.
For simplicity, we specialize our considerations to light
atoms (Li, Be, Na and Mg). As motivated, and explained
in detail, below, we exploited the fact that mixing singlet
and triplets equally lets us to reduce the calculation to
single Sldets consistently.

As a formal key result, we show how an approxima-
tion for the density-driven correlation may be derived
from exact conditions and compelling assumptions that
involve s and p orbitals.

A. S–P transitions and density-driven correlations

Specifically, our cases involve an excitation between
2s–2p (Li/Be) or 3s–3p (Na/Mg) orbitals. Such transi-
tions are very interesting, per the results of the previous
section, as they allow calculations to be carried out across
all weights, not just passive states. This is possible be-
cause the limit W = 1 is P-passive and thus amenable
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to an EDFT treatment. Thus we can connect (via the
ensemble) states that belong to different Irreps. Impor-
tantly, the states at W = 0 and W = 1 may be regarded,
effectively, as being ground states.

In order to illustrate the EDMs we work with, let us
provide the details for the non-interacting ones,

Γ̂Ws =(1−W )Γ̂s,S0
+W Γ̂s,P0

, (24)

Here, S0 refers to the equi-ensemble of states that have
angular momentum L = 0, which can be singlet or a
degenerate doublet. P0 refers to the equi-ensemble of
states that have have angular momentum L = 1, which
can be singlet or triplets. The index “0” refers to the fact
that we are restricting to the lowest states in energy for
each L. As a result, we can reduce to work with ensemble
of single Sldets.

In Eq. (24), the first term involves an average over a
(degenerate) doublet for Li:

Γ̂Li
s,S0

=
1

2

∑
σ∈↑,↓

|2sσ〉〈2sσ| ; (25)

and is a singlet for Be:

Γ̂Be
s,S0

= |2s2〉〈2s2| . (26)

The second term involves averaging over three real-valued
p-orbitals. It also involves averaging over a spin-doublet
for Li:

Γ̂Li
s,P0

=
1

6

∑
µ=x,y,z

∑
σ∈↑,↓

|2pσµ〉〈2pσµ| ; (27)

and equally averaging over the singlet plus triplet for Be:

Γ̂Be
s,P0

=
1

12

∑
µ=x,y,z

∑
σ,σ′∈↑,↓

|2sσ2pσ
′

µ 〉〈2sσ2pσ
′

µ | . (28)

In the expressions above, the core configuration 1s2 is
implied. The expressions for Na and Mg can be obtained
by replacing 1s2 → 1s22s2, 2s → 3s, and 2p → 3p. For
brevity the notation does not emphasize that the non-
interacting states also depend on W (interacting quanti-
ties, of course, do not depend on W ).

Finally note an important point: in the expressions
above, we have also used the fact that given a singlet-
state (ss) and three triplet states (ts−1, ts0 and ts1)
involving any pair of single-particle orbitals, we can
write (in short-hand) 1

4

[
|ss〉〈ss| +

∑
sz
|tssz 〉〈tssz |

]
=

1
4

∑
σ,σ′∈↑,↓ |σσ′〉〈σσ′|, where the latter are the four

Sldets formed on the same set of spin-restricted spatial
orbitals. Working with such averaged states is acceptable
here, because we are interested in excitations behaviours
between different spatial Irreps, rather than excitation
behaviours between different spin states.

It then follows from the properties of ensembles that
the interacting energy,

EW ≡ EW [nW ] =(1−W )ES0
+WEP0

, (29)

and the density,

nW (r) =(1−W )nS0
(r) +WnP0

(r) , (30)

are piecewise linear. Note, all densities depend only on
r = |r| due to preservation of fundamental symmetries
by equi-ensembles. Here, we reintroduce a weight su-
perscript, W , to make explicit that we are referring to
an ensemble like eq. (24) taken with excitation weights
w = {1−W,W} and equi-ensembles, per previous para-
graphs.

Next, we can introduce the exact exchange (EXX) ap-
proximation. We first introduce,

FWEXX[nW ] =F1,W [nW ]− EWc [nW ] (31)

=T Ws [nW ] + EWHx[nW ] (32)

≡(1−W )FEXX,S0 [{φi[nW ]}]
+WFEXX,P0 [{φi[nW ]}], (33)

as the EXX universal functional. Here, the orbital func-
tional FEXX,S0

is as defined in previous work45. Exten-
sion to P0 is described in Section IV. Note, in the final
expression we use F , rather than calligraphic F , to in-
dicate that the ground state ensembles are treated like
“pure” states. We will further clarify this choice later.

The ensemble exact exchange (EXX) approximation
then involves finding,

EWEXX = min
n

{
FEXX[n] + EExt[n]

}
≡FWEXX[nWEXX] + EExt[n

W
EXX] , (34)

by variational principles, using EExt[n] =∫
n(r)vExt(r)dr. Our second expression introduce

the exact exchange density nWEXX which is not the same
as nW .

The cases W = 0 and W = 1 are both P-passive, and
thus may be treated as ground states. In these cases,
EXX gives densities,

nW=0
EXX (r) ≈nS0

(r), nW=1
EXX (r) ≈nP0

(r), (35)

that are close to their exact counterparts in the atomic
systems we consider. Consequently, we shall henceforth

treat nW=0,1
EXX as the true density nW=0,1. It then follows

from E = EEXX + Ec that the energies,

EW=0
EXX ≈ES0 − ESD

c,S0
, EW=1

EXX ≈EP0 − ESD
c,P0

, (36)

are correct up to SD correlation terms ESD
c and small er-

rors from the densities. Here we neglect DD correlations
at W = 0 and 1. In fact, there may be some DD corre-
lations associated with (actual or effective) ground state
degeneracies – we do not concern ourselves with these to
focus on only the DD correlations that affect excitations
directly.

For the cases 0 < W < 1 the situation becomes more
complicated. This is because the density nWEXX that min-
imises Eq. (34) is not the right ensemble density, i.e.

nWEXX 6= (1−W )nW=0
EXX + (1−W )nW=0

EXX . (37)



6

0.0 0.2 0.4 0.6 0.8 1.0
W - fraction s p excitation

4

3

2

1

0

1

2

3

4

 [k
ca

l/m
ol

]
Li

Gap = 49 [kcal/mol]

EXX
Hx
s

Ext

0.0 0.2 0.4 0.6 0.8 1.0
W - fraction s p excitation

4

3

2

1

0

1

2

3

4

 [k
ca

l/m
ol

]

Be

Gap = 65 [kcal/mol]

EXX
Hx
s

Ext

0.0 0.2 0.4 0.6 0.8 1.0
W - fraction s p excitation

15

10

5

0

5

10

15

 [k
ca

l/m
ol

]

Na

Gap = 44 [kcal/mol]

EXX
Hx
s

Ext

0.0 0.2 0.4 0.6 0.8 1.0
W - fraction s p excitation

30

20

10

0

10

20

30

 [k
ca

l/m
ol

]

Mg

Gap = 57 [kcal/mol]

EXX
Hx
s

Ext

FIG. 1. Non-piecewise part EW − [(1−W )E0 + WE1] of the
energy EEXX (solid black line) and its components EHx (or-
ange dashes), Ts (magenta dashes), and EExt (red dashes),
as a function of excitation weight W . Densities and energies
obtained by self-consistent EXX calculations. Results shown
for Li, Be, Na and Mg.

Thus, when EWEXX[nWEXX] is employed as an estimation of
the exact energy it has two sources of error:

1. It misses SD and DD correlation terms as these are
not included in the EXX approximation;

2. It is not obtained at the correct density which in-
troduces an additional source of error.

We will discuss these points further below.
First, however, we will consider how this approach af-

fects energy terms. Figure 1 shows the deviation from
piecewise linear,

∆EW =EW − [(1−W )EW=0 +WEW=1]. (38)

of various energy quantities. Here, energies and densities
are obtained approximately self-consistently, by solving
the Krieger-Li-Iafrate (KLI) approximation for the self-
consistent EXX potential46. Further details of calcula-
tions are provided in Methodology.

As the goal of these self-consistent calculations is to
minimise the total EXX energy [Eq. (34)] neither ener-
gies nor densities are expected to be piecewise linear. It
is thus notable that, despite no requirement to be piece-
wise linear, the EXX energy EEXX barely deviates from
piecewise linear. Adapting arguments laid out by Gould
and Dobson45 shows that ∆EWEXX should be concave, but
says nothing about how concave it should be. In fact, a
very small amount of concavity can be seen for Be and
Na. In Li and Mg the concavity is invisible to the eye.
In all cases it is tiny compared to deviations of other
quantities.

0.0 0.1 0.2 0.3 0.4 0.5 0.6
r [bohr]

0.0

0.5

1.0

|
nW

=
0.

6 | 
[b

oh
r

3 ]

FIG. 2. Difference between nW
EXX and piece-wise linear nW =

(1−W )nW=0
EXX + WnW=1

EXX , for Mg.

Other energy deviations can be convex or concave, as
they are only constrained by the fact that EEXX must
be concave. Indeed, we see substantial variations in all
cases except Li. In Mg, the maximum deviation of EHx

and EExt are more than half the fundamental gap in mag-
nitude, but have equal and opposite errors which thus
cancel. Figure 2 shows that the deviation of the density
(Mg is shown, but other atoms are qualitatively similar)
is almost exclusively found around the nucleus.

Above, we identified two sources of error found when
one obtains an energy and density using (34). We can di-
rectly remove the second source (errors caused by devia-
tion from piecewise-linearity of densities) by using “den-
sity inversion”. That is, by seeking a potential,

vs[n
W ]→ nW = (1−W )nW=0 +WnW=1, (39)

that yields a set of orbials φi[n
W ] that give our target

piecewise linear density n =
∑
i fi|φi|2. This lets us ob-

tain FWEXX[nW ] and EWEXX[nW ] = FWEXX[nW ]+EExt[n
W ] >

EWEXX[nWEXX], and thus remove any error caused by devi-
ations from piece-wise linearity of the density. Note, the
external energy EExt[n

W ] =
∫
drnW (r)vExt is piecewise

linear, unlike EExt[n
W
EXX]. Remember, here we approxi-

mate nW=0,1 ≈ nW=0,1
EXX .

In fact, we can go further than just removing contribu-
tions from densities. We can also use inversion to obtain
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0 1
2

1
W

W

W
EXX
lin, W
EXX

FIG. 3. Illustration of FW (green solid line), F lin,W
EXX (red dash

dot line) and FW
EXX (navy dashed line). Energy differences (il-

lustrated by vertical black dotted lines) in the beige (lighter)
shaded area are SD correlation energies. Those in the ma-
genta (darker) shaded area are DD correlation energies.

a good approximation to the DD correlation energy con-
tribution to the excitation energy, and thus shed light
on the first identified issue. The key elements of this
approach are illustrated in Figure 3

Consider the following relationships obeyed by the ex-
act universal functional of our systems:

FW [nW ] =FWEXX[nW ] + EWc [nW ] (40)

≡(1−W )FS0 [nS0 ] +WFP0 [nP0 ] . (41)

Next, define the linearised (lin) EXX:

F lin,W
EXX [nW ] =(1−W )F0

EXX[n0] +WF1
EXX[n1] (42)

≡(1−W )FEXX,S0 +WFEXX,P0 , (43)

where FEXX,κ = EEXX,κ − EExt,κ for κ ∈ S0, P0. We
remind the reader we use F rather than F to indicate
that the ensembles specified by the index are treated as
“pure” states. The convention can now be understood in
the sense that DD correlations within (real or effective)
degenerate ground-states are treated as fixed throughout
the excitation. Their contributions may therefor be ig-
nored. We introduce such an assumption for the purpose
of directly focusing on the more important DD correla-
tions in excitations.

By definition, the SD correlation terms are, ESD
c,κ =

F 1[nκ] − FEXX[nκ] (due to the results of Section II B
these states are preserved by symmetry and we do not
need to worry about bifunctionals). It thus follows that,

ESD,W
c [nW ] =FW [nW ]−F lin,W [nW ] , (44)

at least as far as excitations are concerned.
For arbitrary W we can also write,

FWEXX[nW ] =(1−W )FEXX,S0 [nWs,S0
]

+WFEXX,P0 [nWs,P0
], (45)

where nW = (1 − W )nWs,S0
+ WnWs,P0

= (1 − W )nS0
+

WnP0
. Here, ns,S0

and ns,P0
are formed on the same

set of orbitals from the KS potential vs[n
W ] found by

inversion of nW . Throughout, we ignore errors caused
by treating the EXX densities for W = 0 and W = 1 as
exact.

Finally, using Ec = ESD
c +EDD

c = F−FEXX and ESD
c =

F − F lin
EXX, we obtain

EDD,W
c [nW ] =F lin,W

EXX [nW ]−FWEXX[nW ] , (46)

for the DD correlation energy associated with excitations.
Thus, if we calculate EXX energies at W = 0 and W = 1
and interpolate, this is approximately equivalent to re-
moving SD energies at all W . Furthermore, deviations

∆T Ws ≡Ts[nW ]− {(1−W )Ts[n0] +WTs[n1]}, (47)

∆EWHx ≡EHx[nW ]− {(1−W )EHx[n0] +WEHx[n1]},
(48)

have an equal and opposite component in the DD corre-
lation terms. We are consequently able to estimate EDD

c

and its components without needing to know ESD
c – al-

beit, under the assumption that nW=0,1
EXX ≈ nW=0,1.

It is clear from Figure 4 that the density-driven corre-
lation energy is very small in our cases. E barely budges
from piecewise linearity, and is well within the margin
of errors (±1 kcal/mol) from density inversion (here, es-
timated by considering the deviation of EExt which is
theoretically constrained to be zero). In the case of S–
P transitions within atoms it seems that density-driven
correlation energies are likely to be small. This bodes
well for calculations of excitations obtained from simple
EDFT approximations.

B. S–S transitions and density-driven correlations

Finally, we recognise that the S–P transitions so far
considered are not the only ones we have available by
using ensembles composed of two “members”. The re-
sults of Section II B mean we can also study the lowest
lying transition between S states, as such ensembles are
P-passive.

Focusing on non-interacting states for illustration, let
us detail the form of our EDMs. The full EDM is,

Γ̂Ws ≡(1−W )Γ̂s,S0
+W Γ̂s,S1

, (49)

where S0 is as before and S1 now refers to the fact that we
average over first excited states with L = 0. Specifically,
for Be, we study the excitation involving promotion of
the 2s orbital to 3s. Γ̂s,S0 is defined in Eq. (26). For S1,
averaging over singlet-triplet splitting, we get,

Γ̂Be
s,S1

=
1

4

∑
σ,σ′∈↑,↓

|2sσ3sσ
′
〉〈2sσ3sσ

′
| . (50)

For Mg we set 1s2 → 1s22s2, 2s→ 3s and 3s→ 4s.
Formally, the excitations we consider can only be stud-

ied for 0 ≤ W ≤ 1
2 . However, we found that self-

consistently evaluating the fully excited state (W = 1
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FIG. 4. Like Figure 1 except the densities are found via inver-
sion, not self-consistently. The black curve is approximately
the negative of the density-driven correlation energy.

– also 1
2 < W ≤ 1) worked, despite not being formally

guaranteed.
Figure 5 shows results obtained self-consistently for the

2s–3s transition in Be and the 3s–4s transition in Mg.
Energies have deviations that are, compared to the to-
tal transition energy, very similar to the S–P transition
shown in Figure 1. However, the total EXX energy is
noticeably more concave.

Figure 6 further highlights the concavity, and thus the
importance of DD correlations. Unlike the cases shown
in Figure 4, which show little deviation, the energy EW
deviates from piecewise linear by up to 3 kcal/mol for
Be and 2 kcal/mol for Mg. As discussed above, this de-
viation is a decent approximation to EDD

c , which is con-
sequently around 2.5% of the total excitation energy of
Be, and 2% of Mg. This is not a result of poor inversion
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FIG. 5. Like Figure 1 except showing S-S excitations of Be
and Mg. Energies and densities found self-consistently.
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FIG. 6. Like Figure 1 except showing S-S excitations of Be
and Mg. Energies and densities found by inversion. The black
curve is approximately the negative of the density-driven cor-
relation energy.

either, as EExt shows minimal deviations from piecewise
linear.

IV. METHODOLOGY

Calculations are carried out in the pyAtom Python3
code based on numpy/scipy. This code implements DFT
in spherical geometries. Kohn-Sham orbitals and ener-
gies of the atoms are constructed using a spherically-
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symmetric Kohn-Sham potential produced by applying
the KLI46 approximation to the Greens’ function, to find
the potential associated with the appropriately averaged
ensemble exact exchange energy.

We define the Hx energy in terms of ensemble averaged
pair-occupation factors 〈θiθj〉S and 〈θiθj〉D for same and
different spin pairs, respectively, per previous work45,47

[see, especially, eq. 29 of Ref. 47]. Full details are pro-
vided in previous work for finding 〈θiθj〉S0 . Computation
of 〈θiθj〉P0 or 〈θiθj〉S1 simply involves changing average
occupation factors. The work reported here then requires
the additional step of averaging pair-occupation factors
found for S0 and P0 (or for S0 and S1) according to the
weights W and 1−W , so that

〈θiθj〉S/D =(1−W )〈θiθj〉S/DS0
+W 〈θiθj〉S/DP0

.

Calculations reported here used 160 radial values on a
grid ri = r0xi/(1− xi), where abscissae xi = (i+ 1

2 )/160
are distributed evenly across the unit interval (0, 1). Or-
bitals φi(r) = Rnl(r)Ylm(r̂) are expanded into real radial
parts Rnl(r) obeying[
− ∂2

2∂r2
+
l(l + 1)

2r2
+ v(r)

]
rRnl(r) =εnlrRnl(r) , (51)

and complex spherical harmonics Ylm(r̂). The Laplacian
is discretised using a three-point pencil, and Coulomb
integrals are obtained by quadrature, using terms of form

uL = CLll′
∑
ij

wiwj
min[ri, rj ]

L

max[ri, rj ]L+1
fmn,l,ifm′n′,l′,j ,

where L is chosen to match allowed combinations of l, l′,
and fmn,l(r) = Rnl(r)Rml(r). Testing using larger grids
indicates that energy differences are converged to within
0.1 kcal/mol.

The largest source of error in our calculations is thus
that from density inversion, i.e. finding a potential v ≡
vs[n](r) so that the solutions Rnl(r) of (51) obey n =∑
nl fnlRnl(r)

2, e.g., in for S–P in Be we seek to find v
such that 2R2

1s + (2 −W )R2
2s + WR2

2p = (1 −W )nS0
+

WnP0
. For our inversion algorithm we use the procedure

outlined by Garrick et al48.

V. CONCLUSIONS

In this work we have reviewed recent advancements in
ensemble density functional theory. We paid particular
attention to manifolds of degenerate states, the involved
symmetries, and their preservation.

Then, we introduced a method that uses exact ex-
change calculations to estimate density-driven correla-
tion energies, using Kohn-Sham density inversion. This
method was demonstrated on S–P transitions in atoms
(Li, Be, Na and Mg), which revealed that density-driven
correlation energies are very small in these transitions,

suggesting that a naive application of ensemble DFT is
acceptable for these cases.

Finally, by means of the same method, we investigated
S–S transition in Be and Mg. Here, the density-driven
correlation energy was shown to be much more impor-
tant, being up to 3 kcal/mol [Figure 6].

This is consistent with previous results on 1D
molecules31, where singlet-triplet transitions had smaller
DD terms than singlet-singlet transitions. It suggests
that density-driven correlations get enhanced in ensem-
bles involving states from different energy levels but of
the same symmetry type.

Applying similar studies to molecular systems is a log-
ical next step. Also extension to periodically extended
system is a very compelling step to be taken shortly. For
the purpose of the present work, we simplified our task
by averaging over single-triplet splittings. In actual ap-
plications, however, they will have to be resolved. Work
along these lines is being pursued.
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