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ABSTRACT
The Web of Data is growing in popularity and dimension,
and entities are gaining importance in many research fields.
In this paper, we explore the use of entities that can be ex-
tracted from a query log to enhance query recommendation.
In particular, we use a large query log recorded by the Eu-
ropeana portal, a central access point to the descriptions of
more than 20 million cultural heritage objects, and we ex-
tend a state-of-the-art query recommendation algorithm to
take into account the semantic information associated with
the submitted queries. Our novel method generates highly
related and diversified suggestions. We assess it by means
of a new evaluation technique. The manually annotated
dataset used for performance comparisons has been made
available to the research community to favor the repeatabil-
ity of the experiments.

Categories and Subject Descriptors
H.3.3 [Information Process and Retrieval]: Search Pro-
cess
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Semantic Query Suggestion; Search Shortcuts

1. INTRODUCTION
The strong inclination for culture and beauty in Europe

created invaluable artifacts starting from antiquity up to
nowadays. That cultural strength is recognized by all people
in the world and it makes Europe the destination for a half
of the international tourists1.
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The Europeana digital library launched its public Web
portal2 in autumn 2008. It provides a central access point
to the description of more than 20 million cultural heritage
objects, available in a dataset that has been recently made
available for reuse3. Due to the large amount of information
published within the portal, the access to the description
of a specific masterpiece becomes a challenging task, given
the fact that each object is described in one of the 28 lan-
guages and dialects by using one of the three major groups
of European typefaces (i.e. Latin, Greek, Russian).

In this paper, we present an approach that aims at sup-
porting users to easier find the information they need, by
providing recommendations for good search queries and by
reusing the knowledge provided by users when interacting
with the search engine.

Search query recommendation techniques [1, 6, 9] are com-
monly used in web search engines to help users refining
their queries. These technologies analyze the user behavior
by mining the system logs in order to find the correlation
between the user’s information need (i.e. what? - visited
pages), what the user is searching for (i.e. how? - query
terms) and the content and structure of the information pool
(i.e. search index).

To enhance the information conveyed by query recommen-
dations and to compensate the weaknesses of plain query
suggestions, we present an approach that improves these
suggestions by identifying and exploring their semantic in-
formation. The contribution of the paper is threefold:

• we propose Semantic Search Shortcuts (S3): a query
recommender system that exploits named entities as-
sociated with users’ query to improve the underlying
recommendation model and provide meaningful sug-
gestions;

• we propose two general evaluation metrics that mea-
sure relatedness and diversity of suggestions by using
the named entities that could be associated to each
query.

• we propose a manually annotated dataset in which we
assign named entities (i.e. Wikipedia resources) to a set
of search queries and their related suggestions. This
dataset has been made available for download to sup-
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port further experimentations of the scientific commu-
nity;

The rest of the paper is organized as follows: Section 2
presents the work related to our approach, while Section 3
describes the novel semantic query recommendation system.
In Section 4, we describe the evaluation methodology and we
discuss our experimental results. Finally, in Section 5, we
draw conclusions and outline some future work.

2. RELATED WORK
Our research addresses two main topics, namely, the rec-

ommendation of queries and the identification of named en-
tities.

The linking of culture related texts with entities from the
web of linked data is realized by using semantic annota-
tions [15, 23, 25]. The entity detection became an impor-
tant research topic in this context. Han et al. [15] intro-
duce the concept of collective entity linking which exploits
the interdependency between entities when annotating web-
pages. Similar to their approach, we are using the rela-
tionships between entities for improving the accuracy of se-
mantic search queries. Mihalcea and Csomai present the
WikiFy! system[23] which was build to annotate textual de-
scriptions or regular web pages with the concepts available
in Wikipedia.

Meij et al. [22] addresses also the suggestion of topics re-
lated to cultural heritage domain. The authors analyze the
query logs of the Dutch Sound and Vision Institute and use
machine learning algorithms for identifying the named en-
tities related to the search queries. Within their approach,
the authors are searching the Dutch Wikipedia for identi-
fying entities related to the search queries. Basically, they
are using the external resources to generate a context of the
search query. In contrast to their approach, we are generat-
ing the context basing on the search results of Europeana,
which we believe that is better related to the information
searched by users.

Query suggestion techniques address specifically the prob-
lem of recommending queries to Web search engine users,
and propose specific solutions and specific evaluation met-
rics tailored to the Web search domain. Techniques pro-
posed during last years are very different, yet they have in
common the exploitation of usage information recorded in
query logs [27]. Many approaches extract the information
used from the plain set of queries recorded in the log, al-
though there are several works that take into account the
chains of queries that belong to the same search session [26].
In the first category we have techniques that employ cluster-
ing algorithms to determine groups of related queries that
lead users to similar documents [1, 5, 28]. The most “repre-
sentative” queries in the clusters are then returned as sug-
gestions. Others solutions employ the reformulations of the
submitted query issued by previous users [17], or propose as
suggestions the frequent queries that lead in the past users
to retrieve similar results [3].

Among others, Baeza-Yates et al. exploit click-through
data as a way to provide recommendations [2]. The method
is based on the concept of Cover Graph. A Cover Graph is
a bipartite graph of queries and URLs, where a query q and
an URL u are connected if a user issued q and clicked on u
that was an answer for the query. Suggestions for a query q
are thus obtained by accessing the corresponding node in the

Cover Graph and by extracting the related queries sharing
more URLs. The sharing of clicked URLs results to be very
effective for devising related queries, and the Cover Graph
solution has been chosen as one of the two query suggestion
algorithms considered in this paper for experimental perfor-
mance comparison.

Boldi et al. introduce the concept of Query Flow Graph,
an aggregated representation of the information contained
in a query log [6]. A Query Flow Graph is a directed graph
in which nodes are queries, and the edge connecting node q1
to q2 is weighted by the probability that users issue query q2
after issuing q1. Authors highlight the utility of the model in
two concrete applications, namely, devising logical sessions
and generating query recommendation. The authors refine
the previous studies in [7] and [8] where a query suggestion
scheme based on a random walk with restart model on the
Query Flow Graph is proposed.

Downey et al. describe search log studies aiming at ex-
plaining behaviors associated with rare and common queries
[13]. They investigate the search behavior following the in-
put of rare and common queries. Results show that search
engines perform less well on rare queries. The authors also
study transitions between rare and common queries high-
lighting the difference between the frequency of queries and
their related information needs.

Mei et al. propose a novel query suggestion algorithm
based on ranking queries with the hitting time on a large
scale bipartite graph [21]. The rationale of the method is to
capture semantic consistency between the suggested queries
and the original query. Empirical results on a query log
from a real world search engine show that hitting time is
effective to generate semantically consistent query sugges-
tions. The authors show that the proposed method and its
variations are able to boost long tail queries, and person-
alized query suggestion. Kang et al. retrieve entities from
several sources (query logs, Flickr, Wikipedia) and use a
gradient boosting algorithm to obtain a function which pre-
dicts the relative relevance between two entities based on
their concurrence [18].

Broder et al. propose to leverage the results from search
engines as an external knowledge base for building the word
features for rare queries [11]. The authors train a classi-
fier on a commercial taxonomy consisting of 6,000 nodes for
categorization. Results show a significant boost in term of
precision with respect to the baseline query expansion meth-
ods. Lately, Broder et al. propose an efficient and effective
approach for matching ads against rare queries [10].

3. SEMANTIC QUERY RECOMMENDATION
The typical interaction of a user with a Web search en-

gine consists in translating her information need in a textual
query made of few terms. Such queries are usually stored by
the search system in its query log. Mining query logs to study
the users’ past interactions is an effective approach improve
the efficacy of a search system, and in particular to produce
relevant query suggestions. This is based on the assumption
that successful search activity by previous users can be of
interest for others. We believe that the “Web of Data” can
be profitably exploited in the query log mining process to
alleviate possible vocabulary mismatch problems, and that
it can be leveraged to provide more more user-friendly query
suggestions.



3.1 The Search Shortcuts Model
We adopt the Search Shortcuts (SS) model proposed in

[4, 9] and its terminology. Let Q be the set of queries
recorded in a query log by the set of users U . The query
log is preprocessed by using some session splitting method
(e.g., [16, 20]) in order to extract query sessions, i.e., se-
quences of queries which are related to the same user search
task. Formally, we denote by S the set of all sessions in the
query log. A session σ ∈ S is composed by a set of queries
σ = {σ1, . . . , σn}. A session σ ∈ S is said to be successful if
and only if the user has clicked one of the links shown in the
result page of the final query σn, and unsuccessful otherwise.

The SS algorithm aims to generate suggestions containing
only those queries appearing as final in successful sessions.
The goal is to suggest queries that have already been proved
to be successful for some users to achieve their own goal. The
SS algorithm works by efficiently computing the similarity
between currently session of a given user and the historical
successful sessions recorded in a query log. Final queries of
most similar successful sessions, named search shortcuts,
are suggested to the user.

The idea described above can be translated into the fol-
lowing process. For each unique final query contained in
successful sessions we define a virtual document VD identi-
fied by its title and its content. The title identifies uniquely
a VD and it is actually the final query. The content of
the virtual document is instead composed of all the terms
that appeared in queries of all the successful sessions ending
with their final query. At the end of this procedure for each
successful final query q, we have a VDq containing all the
queries appearing in the sessions that end with q.

Example: Consider these two successful sessions: (dante
alighieri → divina commedia → paolo e francesca), and (div-
ina commedia → inferno canto V → paolo e francesca). We
create the virtual document identified by the title paolo e
francesca and whose content is the text (dante alighieri div-
ina commedia divina commedia inferno canto V ). The vir-
tual document actually contains also repetitions of the same
terms. All virtual documents are indexed with an Informa-
tion Retrieval system. Generating shortcuts for a given user
query q is a matter of processing the query q over the in-
verted file indexing such virtual documents. The titles of the
top-k most similar virtual document retrieved are finally re-
turned as suggestions. We use a TF–IDF weighting to score
virtual documents w.r.t. the given query. Processing queries
over inverted indexes is very fast and scalable, and these im-
portant characteristics are inherited by this query suggestion
technique as well.

Another important feature of the SS query recommender
system is its robustness with respect to rare and singleton
queries. Singleton queries account for almost 50% of the
submitted queries, and their presence causes the issue of
the sparsity of models [27]. Since the query is matched on
the text obtained by concatenating all the queries in each
session, the system does not need to find an identical pre-
viously submitted query as in the case of other suggestion
algorithms. Therefore, it is able to generate suggestions for
rare queries, whose terms do have context information in the
query log used to build the model.

3.2 Hidden Knowledge in Search Sessions
A search session is an interactive process where users con-

tinuously refine their queries in order to better specify their

information need. Sometimes, the successful query is not
known in advance, but users might adopt concepts and ter-
minologies also on the basis of the results pages visited. The
approach described here, exploits successful queries from
successful sessions to recommend queries that allowed “sim-
ilar” users, i.e., users which in the past followed a similar
search process, to successfully find the information they were
looking for, and it is able to catch non trivial semantic rela-
tionships among queries.

Even if query logs hide precious knowledge that can be
profitably exploited for many applications, they contain a lot
of noise. In the Europeana query log, several kinds of noise
could be identified: i) multiple representation of the same
entity, due to different languages (e.g., en/Divine Comedy
vs. it/Divina Comedia), or different way to denote the same
entity (e.g., leonardo, or da vinci, are both referring to the
painter Leonardo Da Vinci), ii) homonyms (e.g., the term
war refers to several different historical events), iii) multi-
goal search sessions, when users search for multiple loosely
connected information pieces in the same search session (e.g.
search for Inferno and for Gioconda). In order to be able to
provide good search terms recommendations it is mandatory
to remove most of the noise from the recommendation index.

These problems are well known within annotation systems
literature [14, 15, 19, 24]. An annotation system is a frame-
work that takes a text as input and returns a set of subse-
quences (called spots) within the text, each one referring to
an entity. This matching problem is usually solved in two
steps: the spotting, in which a set of candidate spots is se-
lected, and the disambiguation, in which each spot is tagged
with the most relevant entity chosen among the associated
candidates.

Spotting and disambiguation are performed by exploiting
a knowledge base (KB) containing a collection of entities
KB = {e1, e2, · · · , en}. Each entity belonging to the knowl-
edge base is identified by a unique id, and has several at-
tributes. For example a set of spots that could be used to
refer to the entity, a textual description of the entity, its
type (e.g., person, museum, book, . . . ), the set of semantic
relations with other entities in the KB, etc.

A popular KB used for annotating texts is Wikipedia.
In this case, each article (excluding redirect/disambiguation
pages and categories) can be considered an entity. More-
over, a large part of the articles contains infoboxes, a fixed-
format table appearing in the wikipedia page from which
attributes can be easily extracted. Finally, spots can be ob-
tained by considering the anchors of all the links pointing to
the entity, and semantic relations by hyperlinks.

3.3 Semantic Search Shortcuts
In order to perform the mapping between a query and its

associated entities, we preliminary annotate query sessions
and virtual documents. Most query annotation approaches
consider single queries and try to map them to an entity. If a
query is ambiguous, the risk is to always map it to the most
popular associated entity. On the other hand, by performing
the mapping by using all the queries in a user session, we can
exploit other queries as a source of contextual information
and improve precision remarkably.

The Collective Entity Linking approach proposed by Han
et al. [15] was implemented by using a recent dump of En-
glish Wikipedia. We direct interested readers to the original
paper for a detailed explanation of the annotation method.



The dump contains 4,677,051 entities, denoted by 11,318,080
distinct spots, and interconnected by 104,220,848 semantic
relations. It is worth to observe that we used only the En-
glish language part of Wikipedia. Even though queries in
the query log are written in different languages we decided
to use the English version of Wikipedia as it contains a large
number of spots in other languages, in form of anchors or
redirects (e.g., Italian Divina Commedia is redirected to Di-
vine Comedy). We leave the investigation regarding the use
of different languages as future work.

By means of the Collective Entity Linking annotator we
tagged the text of each virtual document VD. More pre-
cisely, we keep track of each session belonging to the content
of the virtual documents, and we used the annotator to iden-
tify mappings between queries and entities. Each identified
entity is then added to a new field entities of the virtual doc-
ument. The annotator is a complex machine learning-based
tool that also provides a confidence value of every annotation
proposed. We store also such confidence value in the index.
At the end of the process, our inverted index contains a set
of virtual documents, each one consisting of three fields: ti-
tle, content, and entities. We observe that by following this
approach, if the title of a given virtual document is affected
by homonymy, the entities field is likely to contain disam-
biguations representing some possible meanings. We define
Semantic Search Shortcuts (S3) the query recommender sys-
tem exploiting this new added knowledge that allows us to
suggest queries by exploiting the semantic relations among
the current query and those submitted in the past. Note
that, differently from traditional recommenders that gener-
ate for each query a flat list of recommendations, S3 provides
a list of related entities. Suggesting entities instead of tex-
tual queries can be convenient for a number of reasons. First
entities do not suffer from language issues. Moreover, the
enriched semantic of S3 recommendations enables a more
user friendly representation within the portal. For example,
some kind of suggested entities (e.g., paintings, people) can
be more clearly represented by images.

Given an input query q, in order to compute the entities
to be suggested we first retrieve the top-k most relevant vir-
tual documents by processing the query over the SS inverted
index built as described in Section 3.1. The result set Rq

contains the top-k relevant virtual documents along with its
associated entities. Given an entity e in the result set, we
define:

score(e,VD) =

{
conf(e)× score(VD), if e ∈ VD.entities
0 otherwise

where conf(e) is the confidence of the annotator in mapping
the entity e in the virtual document VD, while score(VD)
represents the similarity score returned by the information
retrieval system. We then rank the entities appearing in Rq

using their score w.r.t. the query, as below:

score(e, q) =
∑
VD∈Rq

score(e,VD)

4. EXPERIMENTAL EVALUATION
We use a large query log coming from the Europeana por-

tal4, containing a sample of users’ interactions covering two
years (from August 27, 2010 to January, 17, 2012). An ex-
tensive characterization of an Europeana query log can be
found in [12]. We preprocess the entire query log to remove
noise (e.g., queries submitted by software robots, mispells,
different encodings, etc). We then apply a time-based ses-
sion splitting technique. We use a threshold of 30 seconds
between each consecutive query pair. By doing so, we obtain
139,562 successful sessions. Finally, we use these successful
session to build the inverted index as described in Section
3.1.

4.1 Relatedness and Diversity
We are interested in evaluating two aspects of the set of

suggestions provided. These are our main research ques-
tions:

Relatedness : How much information related to the origi-
nal query a set of suggestions is able to to provide?

Diversity : How many different aspects of the original
query a set of suggestions is able to cover?

In order to evaluate these aspects we borrow from the
annotators the concept of semantic relatedness between two
entities proposed by Milne and Witten [24]:

rel(e1, e2) = 1− log(max(|IL(e1)|,|IL(e2)|))−log(|IL(e1)∩IL(e2)|)
log(|KB|)−log(min(|IL(e1)|,|IL(e2)|))

where e1 and e2 are the two entities of interest, the func-
tion IL(e) returns the set of all entities that link to the
entity e in Wikipedia, and KB is the whole set of entities
in the knowledge base. We extend this measure to com-
pute the similarity between two set of entities (the function
IL gets a set of entities and returns all the entities that
link at least on entity in the given set). At the same time,
given two sets of entities E1, E2, we define the diversity as
div(E1, E2) = 1 − rel(E1, E2). Given a query q, let Eq be
the set of entities that have been manually associated with
the query. We define the relatedness and the diversity of a
list of suggestions Sq as:

Definition 1. The average relatedness of a list of sug-
gestions is computed as:

rel(Sq) =

∑
s∈Sq

rel(Es \ Eq, Eq)

|Sq|

where Es represents the set of entities mapped to a sugges-
tion s (could contain more than one entity in the manual
annotated dataset). Please note that we remove the enti-
ties of the original query from each set of suggestions as we
are not interested in suggesting something that do not add
useful content w.r.t. the starting query (Es \ Eq).

Definition 2. The average diversity of a list of sugges-
tions is defined as:

div(Sq) =

∑
s∈Sq

div(Es, ESq\s)

|Sq|

4
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For each suggestion, we want to evaluate how much infor-
mation it adds w.r.t. the other suggestions. ESq\s denotes
the union of the entities belonging to all the suggestions
except the current suggestion s.

Note that diversity and relatedness are very often two
contrasting objectives. In order to maximize relatedness,
and algorithm should provide the results being most related
with the user query. On the other hand, such results are
likely to be very similar to each other. The correct trade-off
between relatedness and diversity would be able to provide
high quality results covering multiple topics being relevant
for the user query.

4.2 Evaluation Methodology
The evaluation of query recommendation techniques is an

open issue. In most cases, it is addressed by performing ad-
hoc user studies. User studies are time-consuming activities,
very difficult to be repeated for comparative evaluations of
different methods. In this work, we intend to overcome the
problem by proposing a new way to evaluate query recom-
mendation. In particular, we want to assess how query rec-
ommender systems performs in terms of entities suggested
thus enabling us to use the metrics (i.e., relatedness and di-
versity) defined above. We built a dataset consisting in 130
queries split in three disjoint sets. The 50 queries in the first
set are short (composed by only one term). The second set
contains 50 queries having an average length of 4.2 terms,
while the 30 queries in the third set have an average length
of 9.93 terms. For each query in the three sets, we compute
the top-10 recommendations produced by the SS query rec-
ommender system and we map them to entities by using a
simple interface providing an user-friendly way to associate
entities to queries. Three annotators participated to the
manual annotation. They manually annotated queries and
their related recommendations with one or more Wikipedia
entities. An entity is represented by its title and its numer-
ical id, available in a recent English Wikipedia dump. The
whole set of queries and recommendations has been ran-
domly divided in three distinct sets. Each of those sets has
been annotated by one annotator and cross-checked by the
other two.

The rationale of using different sets of queries varying for
their length is that we want to assess how our technique
performs (in terms of entities suggested) w.r.t. the length
of the query. Short queries are, in fact, easier to manage
as they usually represent a single entity. Longer queries are
more difficult as they may be associated with more than one
entity thus complicating the scenario. The dataset has been
made available for download5. Please note that each set of
queries also corresponds to a different class of popularity
in the query log. In particular, the first set is made up
of queries that are typically in the head of the power-law,
while the second and the third set are made up of queries in
the torso/tail of the power-law. Furthermore, some of the
queries in the third set (containing the longest queries) are
singleton queries (i.e., queries that occur only once in the
query log).

4.3 Experimental Results
We evaluate S3 by comparing its performance with those

obtained with the original version of the SS algorithm. In

5Interested readers can download it from: http://hpc.isti.cnr.
it/~ceccarelli/doku.php/sss
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Figure 1: Per-set average relatedness computed be-
tween the list of suggestions and the given query.

particular, for each set of queries in the dataset described
above (short, medium and long), we computed average re-
latedness and average diversity.

Figure 1 shows the average relatedness computed for each
query q belonging to a particular set of queries. Results
confirm the validity of our intuition as, for all the three sets,
the results obtained by S3 are always greater than the re-
sults obtained by considering the SS suggestions. It is worth
to observe that the entities suggested by S3 are potentially
completely different by the entities annotated in the sugges-
tions of SS. In fact, while in SS we are exploiting only the
entities in the titles, in S3 we are leveraging all the entities in
the whole virtual document, using the virtual document rel-
evance to boost the most important entities. Furthermore,
the longer the queries the more difficult the suggestion of re-
lated queries. This happens because long queries occur less
frequently in the log and then we have less information to
generate the suggestions. If we consider single sets, the high-
est gain of S3 in terms of average relatedness is obtained for
medium and long queries: this means that relying on entities
allows to mitigate the sparsity of user data.

Figure 2 reports the average diversity of the suggestions
over the queries of each set. Here, we observe an oppo-
site trend, due to the fact that the longer the queries, the
more terms/entities they contain, and the more different
the suggestions are. Furthermore, we observe that, for the
most frequent queries, SS has a very low performance w.r.t.
S3. This happens because in the case of frequent queries
SS tends to retrieve popular reformulations of the original
query, thus not diversifying the returned suggestions. S3

does not suffer for this problem since it works with entities
thus diversifying naturally the list of suggestions. We leave
as future work the study of a strategy for suggesting entities
aiming at maximizing the diversity on a list of suggestions.

Let us clarify with an example how the two techniques
behave differently. Given the query “dante”, SS returns the
following suggestions: dante banquet, dante boska komedia,
dante paradiso, dante kupferstich, dante’s divina, dante di-
vine comedy, dante ali, dante alle. Please note the previ-
ously highlighted behavior of SS. The suggestions it pro-
duces are often reformulations of the same query, while S3
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Figure 2: Per-set average diversity computed be-
tween the list of suggestions and the given query.

is able to expand the set of suggestions to the entities: Di-
vine Comedy, Dante Falconeri, Italian battleship Dante Ali-
ghieri, Inferno (Dante), Ludovico Ariosto, Sándor Petõfi, Pe-
trarch, Dante Gabriel Rossetti, Convivio with an average
relatedness of 0.48 (SS, 0.43) and a diversity of 0.40 (SS,
0.10).

5. CONCLUSIONS
We explored the use of entities extracted from a query log

to enhance query recommendations. We presented our tech-
nique and we assessed its performance by using a manually
annotated dataset that has been made available for down-
load to favor the repeatability of experiments. The quality
of suggestions generated has been measured by means of two
novel evaluation metrics that measure semantic relatedness
and diversity. This work opens many possible new directions
for future research. In particular: i) the study of new mea-
sures to define the quality of semantic query suggestions; ii)
the refinement of our annotator to manage multilingualism;
iii) the enlargement and improvement of the dataset, by also
taking into consideration entity attributes.
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