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Abstract: Fluorescence lifetime imaging microscopy (FLIM) is a powerful technique for
studying biological processes. There exists a growing interest in developing strategies to enhance
throughput and reduce acquisition time of FLIM systems, which commonly employ laser scanning
excitation and time-correlated single-photon counting (TCSPC) detection. In this work, we
propose a wide-field FLIM microscope based on compressive sensing and high photon rate
detection (beyond pile-up limit) based on a high-efficiency silicon photomultiplier detector as
a single-pixel camera. We experimentally validate the capabilities of this design achieving 20
frames per second FLIM images on free-moving green algae sample.

© 2024 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Fluorescence lifetime, i.e., the average time a fluorophore stays in the excited state, is a
fundamental physical property for studying the interactions between a fluorophore and its local
microenvironment. In fact, the analysis of the fluorescence lifetime of a fluorophore and its
variation can provide clues on pH, ion concentration and any molecular interactions undergone
by the fluorophore [1]. In particular, fluorescence lifetime imaging microscopy (FLIM) has
relevant applications in life sciences, e.g., to study intracellular activities or metabolic states [2].
Biological samples are intrinsically dynamic systems due to their movement and physiological
changes, which can cause rapid variations of the fluorescence properties of endogenous or
exogenous fluorochromes. Hence, there exists a growing interest for advancing fast FLIM
acquisition methods [3,4].

A common way to measure the fluorescence lifetime is through the time-correlated single-
photon counting (TCSPC) technique: the sample is excited with high-repetition-rate laser pulses,
which are scanned across the field of view (FOV). For any laser pulse, a single fluorescence
photon, among those emitted during the excitation cycle, is classified in a temporal scale and
counted to construct a histogram of the photon distribution over time.

In TCSPC-FLIM, the counting process continues until a sufficient number of photons is
collected to allow the lifetime estimation [5], e.g., by an exponential model fitting. Although
this can be faster achieved by increasing the excitation power density (i.e., with higher photon
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rate), this is often not an option due to the low photostability of biologic samples, which must be
measured under low illumination power densities. Hence, most of the research effort has been
devoted to increasing photon collection and detection efficiency. Moreover, TCSPC systems
suffer from an associated instrumental dead time (ranging from tens to hundreds of nanoseconds)
required for assigning the proper timing to each detected photon and to restore the operative
conditions. Photons arriving within dead time are lost. Hence, fast TCSPC-FLIM systems are
often developed by using time-to-digital converters (TDCs) featuring a low dead time [6]. At the
same time, the maximum count rate in TCSPC-FLIM measurements must typically be maintained
below 5% [7] of the excitation rate to avoid distortion effects (pile-up) in the time-resolved
fluorescence histogram [1] and, for this reason, the photon rate is typically limited or possibly
split into different detection channels working in parallel [8].

On the one hand, acousto-optical deflectors, for acquiring only in limited region of interests
(ROI) [9], fast resonance scanners, or multi-beam scanning systems coupled to multichannel
detector arrays [10] have been considered to increase the acquisition speed. On the other hand,
the highest imaging speed can be attained using wide field schemes rather than scanning ones.
The state-of-the-art implementations rely on time-gated intensified cameras, but these have lower
time resolutions than TCSPC systems [8]. Recently, wide-field FLIM systems with arrays of
single-photon avalanche diodes (SPADs) featuring a TDC for each pixel have been presented
[11,12]. These schemes, indeed promising, have to cope with an increased system complexity,
broad instrumental response function (hundreds of picoseconds) and fill factor limitations (28%,
up to 42% by adopting microlenses) [8].

Another strategy for increasing the throughput of TCSPC-FLIM systems is based on computa-
tional imaging, a method which requires a computational step to obtain the image. In particular,
compressive sensing (CS) combined with single-pixel camera (SPC) [13] is a computational
imaging technique that combines the speed of a wide-field acquisition, by means of spatial
light modulators, with the benefits of a high performance detector with a single active element
[14]. By exploiting CS methods, it is possible to obtain an image with N pixels from M<N
measurements, without relevant loss of information, due to some redundancy that is intrinsic in
any image. With an optimized scheme, CS methods can lead to a large reduction in acquisition
time. Computational imaging based on CS and spatial light modulators is emerging as a promising
framework for high throughput FLIM systems [15].

In our recent work [16], a system for computational wide-field FLIM based on the single-pixel
camera acquisition scheme has been presented. The system requires the sample to be illuminated
by a collection of pseudo-random binary patterns. The fluorescence related to each pattern is
integrated by a lens to a single-pixel detector. Then, a computation is performed for image
reconstruction. We showed the capability of this scheme to reduce the number of necessary
measurements by 70% compared to a conventional scanning scheme, allowing us to obtain a
multispectral FLIM image in 3 seconds. However, the system was limited by the maximum
photon count rate (1 million counts per second, Mcps) posed by the detector and the pile-up
limitation, which hindered the possibility to further increase speed without sacrificing data
quality. In fact, SPC is a wide-field measurement scheme and the 1 Mcps limit can be easily
reached. Nevertheless, the use of a single-pixel detector decreases the system complexity and
costs since engineering a single detector for high-performance is easier than a pixelated array
[17]. This paves the way to the exploitation of novel detectors, such as silicon photomultipliers
(SiPMs) [6,18], which allow reduced acquisition time and highly compact detection systems,
compared to those based on photomultiplier tubes (PMTs) [19]. In particular, a SiPM exhibits
numerous advantages for TCSPC applications, including a 60 ps single-photon time resolution,
high detection efficiency (∼30% at 600 nm), high throughput (tens of Mcps), a wide collection
area (a few square mm, compared to the ≈100 µm diameter of current SPADs) and scalability
into arrays.
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In this work, we propose and experimentally validate a system for high throughput TCSPC-
FLIM based on compressive single-pixel camera scheme with a SiPM detector. This, in
combination with CS, enables wide-field FLIM at video rates (20 frames per second, fps).

2. Materials and methods

The experimental setup is schematized in Fig. 1. The sample’s fluorescence is excited with pulses
from a 40 MHz mode-locked supercontinuum fiber laser (SC-450, Fianium). The laser light is
filtered at 630 nm (10 nm full width at half maximum), expanded by a lens (L1, f= 25 mm), and
projected onto a digital micromirror device (DMD, V-7000 ViaLUX GmbH) which is employed as
a binary spatial light modulator. This device illuminates the sample with several pseudo-random
patterns, as required for SPC, which are preloaded onto the device’s memory. To prevent dead
times in illumination, the DMD is set to project without any dark phase between consecutive
patterns (uninterrupted mode). The DMD and the sample plane are optically conjugated by a 200
mm achromatic lens (L2) and a 40x objective (Plan N 40× NA 0.65 infinity corrected, Olympus
Corp.). The FOV, 150× 150 µm2 wide, is illuminated with 140 µW. A dichroic mirror (DM,
DMLP650R, Thorlabs, Inc.) separates the illumination light from fluorescence. The latter is
then further long pass filtered (F1, FELH0650, Thorlabs, Inc.) and directed towards a cooled
CMOS camera (ORCA-Flash4.0 V3, Hamamatsu Photonics K.K.) and a SiPM detector by means
of a 50/50 beam splitter (BS033, Thorlabs Inc.). The sample is imaged onto the camera sensor
by a tube lens made by a 200 mm achromatic doublet (L4). The fluorescence is also focused
onto the single-pixel detector by a 50 mm lens and a 20x microscope objective (Plan N 20× NA
0.4 infinity corrected, Olympus Corp.). The detector is a compact (5× 4× 9 cm3) SiPM based
single-photon detection module (upgraded from [20]) with 1.3× 1.3 mm2 (74% fill factor) of
active area, embedding a Peltier cooling stage to reduce the dark count rate. Its dead time (i.e.,
the shortest time between two consecutive photon detections) is less than 4 ns.

Fig. 1. Optical scheme of the experimental system. DMD: digital micromirror device, M:
mirror, DM: dichroic mirror, F: filter, L: lens, Obj: objective, BS: beam splitter, TCSPC:
time-correlated single-photon counting device.

The signal is then acquired using one channel of a MultiHarp 150 16P (PicoQuant GmbH),
which has a minimum dead time of 650 ps, operating in time-tagging mode. The short dead
time of both SiPM module and TCSPC electronics allows us to reach the limit of 40 Mcps
set by the laser repetition rate. Once the acquisition is completed, the histogram representing
the fluorescence decay can be retrieved from the time-tagged photon events and the sync from
the laser. Moreover, when the projection of a pattern starts, a proper event is recorded in the
time-tagged stream by means of a digital signal generated by the DMD to the control port of
the MultiHarp 150 16P. The projection of each pattern lasts for 195 µs and each measurement
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is performed with M= 256 patterns, to acquire an image with N= 32× 32 pixels. Hence, a
dataset is measured with a compression ratio (CR= 1-M/N) of 75%. This leads to an SPC image
every 50 ms, i.e., to a frame rate of 20 fps in case of continuous measurements. The CMOS
camera acquires in parallel with SPC with an exposure time of 50 ms per frame and operates in
free-running mode. The acquired data is processed with in-house software written in MATLAB
language [21].

The combination of an efficient detector and a high performance acquisition board enables
photon counting with high throughput on a single TCSPC channel. In order not to nullify
this benefit by attenuating the signal, a post-processing algorithm is applied to the acquired
fluorescence decays to correct the distortion due to pile-up [22,23], before any other processing.
To apply the correction, it is necessary to relate the number of photons collected in the i-th time
bin (Ni) of the histogram of the photon distribution over time to the true probability of detecting,
in one laser cycle, a single photon at that time bin (Si), considering that more than one photon
can be detected, but only the first one can be processed by the electronics, thus losing all the
others events up to the end of the dead-time. To do so, the total number K of measurements
cycles must be used. In particular [22]:

Si = − ln(1 − Pi),

where Pi is the probability of an event occurring in the i-th channel in one cycle, and is derived
from:

Pi =
Ni

K −
∑︁i−1

j=1 Nj
.

Thus, the corrected number of counts in the i-th channel can be then computed as Ni = KSi.
Even though these equations are simple and easily implementable, they do not necessitate any
assumptions regarding prior knowledge of the intrinsic shape of the curve’s corrected form,
nor do they require assumptions regarding the regularity or uniformity of channel widths [22].
Thanks to the short dead time of both the SiPM and the TCSPC channel, it is even possible to
count more than a single event per laser pulse. For the correction algorithm to work properly, the
count rate of the acquisition must be kept below the laser repetition rate (40 MHz). Moreover,
the dead time of the MultiHarp 150 16P has been increased to 10 ns to prevent the detection
chain from recovering in the same laser pulse, which would have produced a distortion of the
signal in a way not correctable with the mentioned algorithm. To demonstrate the capability of
the algorithm, we acquired fluorescence decays from a sample of fluorescent beads for different
photon rates up to 35 Mcps as shown in Fig. 2(a). The decays are gradually affected by pile-up
distortion, resulting in an equivalent decrease in lifetime value from 3.71 ns (at 1 Mcps) to 1.82 ns
(at 35 Mcps), estimated using a bi-exponential fit. Similarly, the same decays after computational
correction are shown in Fig. 2(b), all corresponding to a lifetime of 3.71 ns.

Then, the time-resolved images are reconstructed, from SPC measurements, using a CS
algorithm (i.e., TVAL3, which exploits the sparsity in the gradient domain through the total
variation minimization, with a toolbox developed for MATLAB, available at Ref. [24]). Finally,
the fluorescence lifetime is retrieved, through maximum likelihood estimation (MLE), in all the
pixels with an amplitude greater than a threshold (to avoid analysis in empty pixels). MLE is
more appropriate than least squares curve fitting in case of data affected by Poisson noise and
with low SNRs (as typical of fast measurements), providing more accurate estimates of lifetime
values [1].
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Fig. 2. (a) Raw data acquired on a fluorescent beads sample at different count rates; (b)
Same data as (a) after pile-up correction, at different count rates. All curves are normalized
to the peak.

3. Results and discussion

3.1. Beads sample

A microscope slide containing fluorescent beads (4 µm diameter, FocalCheck F36909, Invitrogen)
was measured for validating the system performances. We firstly carried out the acquisition of
700 time-resolved SPC datasets (35 s of total measurement time) on a static FOV which are used
to characterize the system’s capabilities. Once image reconstruction and lifetime estimation
for each dataset were carried out, the stack of 700 FLIM maps was arranged as frames of a
movie, as shown in Visualization 1. The image quality of the SPC dataset has been evaluated by
adopting the peak signal-to-noise ratio (PSNR) estimator [16] (PSNR= 10log(d2/MSE), d is the
dynamic range of the images, MSE is the mean squared error between a compressed image and a
reference one), which is a standard parameter to evaluate the image quality at different levels of
compression. PSNR is calculated with respect to 700 reference images acquired in parallel with
the CMOS camera. The PSNR results in 22.1± 0.3 dB across all images. Since all the frames
are acquired under equal conditions, the dispersion of the PSNR values represents an estimation
of the measurement repeatability. This dispersion can be mainly attributed to the Poisson noise
affecting the total number of photons of each SPC repetition.

Similarly, we selected a pixel in correspondence of a group of beads (indicated by a red arrow
in Visualization 1), containing ≈ 200 counts per frame, and we evaluated the accuracy of a
mono-exponential lifetime estimation, resulting in 3.10± 0.14 ns on average in all frames.

Then, we manually moved the sample holder in order to translate the beads across the illuminated
area. The count rate within the different acquisitions is always below the laser repetition rate. The
recorded SPC-FLIM frames were arranged as a movie, as shown in Visualization 2. Similarly,
we evaluated the PSNR at each frame with respect to the CMOS camera images and results in
22.4± 1.2 dB. The PSNR value indicates a good agreement between the two imaging systems, as
can be also inferred visually. The dispersion in PSNR values is higher than in the static case,
as a consequence of the motion of the sample. Similarly, we selected a 3× 3-pixels region of
interest containing a group of beads (highlighted with a white square in Fig. 3(a), lower row) and
we monitored the estimated lifetimes within the first 16 measurements, i.e., when the sample
was kept still, resulting 2.92± 0.10 ns. Then, we monitored the same group of beads when the
sample was moved (in the following 89 frames), and the estimated lifetime is 2.88± 0.16 ns. The
similarity between PSNRs and lifetimes with static and moving sample represents an indicator
that the motion did not produce significant estimation artifacts. Figure 3 shows three selected

https://doi.org/10.6084/m9.figshare.25066034
https://doi.org/10.6084/m9.figshare.25066034
https://doi.org/10.6084/m9.figshare.25055477
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frames at different positions of the beads, respectively (a) after 3.65 s, (b) 8 s and (c) 14 s from
the measurement start, for both the CMOS camera (upper row) and SPC-FLIM (lower row).

Fig. 3. Measurements with a moving beads sample at different time instants after the start
of the acquisition. Upper row: reference intensity images with a high-resolution CMOS
camera. Lower row: FLIM maps acquired with a CS-SPC. (a) after 3.65 s (b) after 8 s (c)
after 14 s.

3.2. Green algae sample

Finally, we measured the fluorescence of the chlorophyll from moving green algae Chlamydomonas
reinhardtii. C. reinhardtii has two flagella and a phototaxis apparatus and can swim towards
optimal light condition. The Chlamydomonas strain used for the measurements is WT (CC124 mt-
); it was grown in medium light (30 µE m–2 s–1) [25,26] and under heterotrophic conditions in
Tris-acetate-phosphate medium (TAP) medium that contains acetate as reduced carbon source
[25]. The specimen was maintained under light and agitation before the measurements, to avoid
to onset of anaerobiosis. Then, a drop was deposited on a microscope slide and the sample was
kept in the dark for a few minutes before the FLIM acquisition. The dataset was acquired for
two minutes to track the movement of the algae. The resulting SPC-FLIM maps were arranged
in Visualization 3, Visualization 4 and Visualization 5. By observing the sample along the
measurements, it is possible to identify in the FOV some still algae, which are probably those
that have settled on the microscope slide, while others swim regularly. We show in the lower row
of Fig. 4 three selected SPC-FLIM maps from Visualization 3 after (a) 2.75 s, (b) 3.85 s and (c)
5.30 s, while the upper row of Fig. 4 shows the high-resolution intensity images acquired by the
CMOS camera.

From these FLIM maps, we selected three different algae and monitored their fluorescence
lifetime values throughout the entire acquisition. A selected pixel in correspondence to one still
alga in Visualization 3 (which can also be located with the red arrow in Fig. 4(a), lower row)
shows the lifetimes reported in Fig. 5(a). The lifetime is 2.08± 0.04 ns for the initial 180 frames (9
seconds). This lifetime is close to that of the longest component retrieved from a multiexponential
fit of TCSPC in bulk algal suspension [27,28], under conditions where photochemical reactions
leading to the reduction of photosystem acceptors do not take place [29–33]. The longest lifetime
would dominate the average lifetime value retrieved in FLIM data, indicating that the measuring

https://doi.org/10.6084/m9.figshare.25055474
https://doi.org/10.6084/m9.figshare.25055480
https://doi.org/10.6084/m9.figshare.25055483
https://doi.org/10.6084/m9.figshare.25055474
https://doi.org/10.6084/m9.figshare.25055474
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Fig. 4. Measurements with free moving C. reinhardtii algae sample at different time instants
after the start of the acquisition. Upper row: reference intensity images with a high-resolution
CMOS camera. Lower row: FLIM maps acquired with a CS-SPC. (a) after 2.75 s (b) after
3.85 s (c) after 5.30 s.

light is sufficiently intense to maintain the photosystems in the close, photochemically inactive,
state. After the first 9 second of acquisition, the lifetime time dependence shows a typical
quenching profile, that can be interpreted as the onset of non-photochemical quenching process
[33], when the cells is subjected to prolonged illumination by light intensity that saturates the
photosynthetic electron transport capacity.

Fig. 5. Lifetime values extracted from three different pixels in the FLIM maps acquired
with the C. reinhardtii sample across different frames: (a) from the pixel indicated with
the red arrow in Fig. 4(a), (b) the moving alga in the first 4 s of Visualization 3, and (c)
the moving alga indicated with the white arrow in Fig. 4(b). We show the average of the
estimated lifetimes with red lines and the standard deviation with black lines. In (a), the red
and black lines refer to the static situation only.

In Fig. 5(b) we present the lifetime of a swimming alga, identifiable within the first 4 seconds
of Visualization 3, measuring 1.83± 0.08 ns. As for the beads dataset, this value represents the

https://doi.org/10.6084/m9.figshare.25055474
https://doi.org/10.6084/m9.figshare.25055474
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estimated lifetime for the pixel containing the alga across different frames. The lifetime maintains
a constant profile because the time the alga remains under illumination is not sufficient to cause a
significant saturating effect, as it was also found for the first frames of Fig. 5(a). Similarly, the
lifetime of another swimming alga, identifiable between ≈3 and ≈5 seconds of Visualization 3
(or in Fig. 4(b) lower row, indicated with white arrow), is 1.69± 0.10 ns and exhibits a constant
profile over time. The results in Fig. 4 and Fig. 5 demonstrate the capability of the system to
resolve multiple lifetimes present in a single image. Similar results are shown in Visualization 4
and 5. Regarding the imaging part, the PSNR across different frames is 28.9± 2.4 dB.

In this work the acquisition of high-resolution reference images from the CMOS camera
allowed us to evaluate the image quality of the analysed system. In the future, these reference
images can be exploited for selecting a ROI within a wider FOV (as a zoom feature), for tracking
the sample movement in a smaller area with higher spatial detail. They can also be used for
applying data fusion algorithms [16] to enhance the spatial resolution of the SPC-FLIM maps.
The parallel acquisition with two detectors required us to halve the fluorescence signal between
the CMOS camera and the SiPM. In this case, the 50/50 splitting ratio was adequate for obtaining
a count rate close to the limit for the pile-up correction algorithm, but, in general, it can be
adjusted for the benefit of the point detector, such as in the case of faint signals or for operating
at higher count rates. The latter possibility can be indeed exploited by considering advanced
algorithms for pile-up correction for count rates exceeding the asymptotic limit of the laser’s
repetition rate [34]. In fact, the high count rate limit, the robustness, the excellent timing
performance and the wide detection area (which is fundamental for high harvesting efficiency)
make SiPMs promising detectors for increasing the SNR and/or the reducing the measurement
time. Regarding the measurement process, the proposed system allows us to adjust the projection
time for each pattern and hence increase the SNR when a video rate is not required. At the same
time, higher compression ratios can be exploited to reduce the measurement time, according to
the specific FOV.

4. Conclusions

In this work, we present a high throughput FLIM system designed for studying fast processes
such as biological mechanisms in living organisms. We applied this system to track a moving
sample and to estimate the lifetime in each pixel of the image with a frame rate of 20 fps. For
this purpose, we developed a microscope based on computational imaging and specifically on the
compressive single-pixel camera. On the one hand, this was exploited to reduce the number of
measurements (CR= 75%) with respect to a conventional scanning scheme and, on the other
hand, it allowed us to employ a novel and efficient SiPM detector, coupled to a low dead time
TCSPC electronics to work at high photon rates. The proposed system integrates the strength of
novel hardware and of a computational approach (compressive sensing, SPC, pile-up correction
algorithms). The results we achieved are very promising for biological studies in vivo. The SiPM
we used is a single-channel detector, but in future it can be scaled into arrays [35] paving the way
for multidimensional acquisition. For example, it can provide access to the spectral behavior
of the sample, complementing the lifetime information and strengthening specificity for many
different applications.
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