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Abstract 

This document is the first deliverable of PLASTIC Work Package 4 (WP4): Service Validation 
Methodology and Tools. It provides the high-level specifications of the “Test framework 
specification and architecture” aimed at validating the PLASTIC applications. Generally 
speaking, the validation of B3G applications requires novel advanced technologies to face 
the high complexity of the systems considered, in terms of distribution, mobility, 
heterogeneity, dynamism, context-awareness, and the stringent requirements for quality of 
service and dependability. Given the blend of functional and extra-functional properties that 
need to be validated, in WP4 we aim at a holistic approach which includes analytical and 
empirical techniques to be employed both during development and at runtime.  

The framework has been organized around three main stages that we have identified as 
suitable for the validation of B3G services. A first main distinction concerns whether the 
services are tested in a fake/simulated environment before deployment, or rather after 
deployment, by validating their behaviour while they execute in the real environment. We 
name the two kinds of testing as off-line and on-line, respectively, and we claim that the 
validation of PLASTIC applications should stem from a suitable combination of both these 
kinds of testing. In particular, in addition to off-line testing, we adopt on-line testing because 
the high run-time dynamism of service-based systems makes it impossible to foresee all 
possible contexts in which the services will be used. Both off-line and on-line validation 
should consider the functional properties and the extra-functional properties.  

With regard to off-line validation, we propose advanced techniques such as simulation-based 
testing and model-based testing on symbolic state machine, and introduce support for 
distributed experimentation and automated test harness generation. In relation to on-line 
validation, we introduce a further distinction between i) on-line testing before publication, by 
which a service undergoes a sort of qualification exam, called Audition, before it can be 
“officially” recognized as having adequate quality for being included in the PLASTIC 
environment, and ii) monitoring of the service behaviour during real usage, in which case we 
provide for an aspect-oriented approach to monitoring service compositions, as well as for 
the verification that the contractually agreed extra-functional specifications are fulfilled.  

As a result of the rich variety of challenges, in WP4 we introduce a set of technologies. The 
proposed techniques used altogether provide a powerful multilateral approach to the 
validation of B3G applications. As their usage however requires some effort and implies the 
provision of adequate basic technology, they have been conceived so that each can be used 
independently from the others, and also they can be variously combined to obtain a more 
comprehensive approach. An integrated overview of the resulting architecture, in terms of a 
unified process, is given in the concluding part of this document.  

 

Keyword list 
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1 Introduction 
The PLASTIC project aims at enabling the development and deployment of mobile adaptable 
robust services for Beyond 3G (B3G) networks, by providing a comprehensive platform 
integrating both adequate software methodologies and tools, and the supporting middleware 
[16]. 
Service provisioning over B3G distributed computing platforms faces numerous challenges, 
among which: 

- easing the deployment of services on a wide range of infrastructures, from resource-
constrained handheld devices to heterogeneous networks of systems;  

- making such services resource-aware so that they can most appropriately benefit 
from networked resources and related services;  

- taking care that users of the services always experience the best Quality of Service 
(QoS) possible according to their specific situation; 

- in particular, the QoS may include guaranteeing that services provide adequate 
dependability, in terms of the specified levels of reliability, safety, security. 

 
Because of the emphasis on the QoS and on the dependability of service behaviour, the 
validation of B3G applications must consider in equal measure both functional and extra-
functional properties, i.e., not only we need to check that the behaviour of service-oriented 
applications complies with the expected logical sequence of events as defined in the service 
functional specifications, but also that the services abide to the expected or contractually 
agreed levels of quality, which are also part of the specifications in form of suitable 
annotations. 

This document is the first deliverable of Work Package 4 (WP4): Service Validation 
Methodology and Tools. It provides the high-level specification of “Test framework 
specification and architecture” to validate the PLASTIC applications, in terms of the adopted 
techniques. From the above list of challenges faced by B3G applications, it is evident how 
their validation requires novel advanced technologies that can face the high complexity of the 
systems considered. Given the blend of functional and extra-functional properties that need 
to be validated, in WP4 we aim at a holistic approach which includes analytical and empirical 
techniques to be employed both at development stage and at runtime.  

The framework is organized around three main stages that we identified as suitable for the 
validation of B3G services. A first main distinction concerns whether the services are tested 
in a fake/simulated environment before deployment, or rather after deployment, by validating 
their behaviour while they execute in the real environment. We name the two kinds of testing 
as off-line and on-line, respectively. We claim that the validation of PLASTIC applications 
should stem from a suitable combination of both these kinds of testing. In relation to on-line, 
in WP4 we also introduce a further distinction between i) on-line testing before publication, 
and ii) monitoring of the service behaviour during real usage. Moreover, both off-line and on-
line validation should consider the functional properties and the extra-functional properties.  

With regard to off-line validation, to make this more effective for the applications at hand we 
propose advanced techniques such as simulation-based testing and model-based testing on 
Service state machine, and introduce support for distributed experimentation and automated 
test harness generation. By the on-line testing before publication a service undergoes a sort 
of qualification exam, called Audition, before it can be “officially” recognized as having 
adequate quality for being included in the PLASTIC environment. Finally, regarding the 
monitoring of service in live-usage, we provide for an aspect-oriented approach to monitoring 
service compositions, as well as verification that the contractually agreed extra-functional 
specifications are fulfilled.  

All these considerations give rise to an assorted framework, as described more in detail in 
Chapter 3, while the three stages with the techniques that we propose for functional and 
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extra-functional validation are described each in a separate chapter, which correspond to 
Chapters 4, 5 and 6 respectively.  

In the remainder of this Chapter, we first establish the basic terminology adopted in WP4, 
then in Section 1.2 we define more in detail scope and context of the deliverable and finally 
in Section 1.3 consider specific problems and objectives for the introduced methodologies 
and tools. In Section 1.4 a roadmap of the document is outlined. 

1.1 Terminology 

As the literature is wide and many of the terms we use are overloaded, it is useful to 
informally introduce the meaning we assume in WP4 for the main terms adopted throughout. 

1.1.1 Services vs. Web services 

Services, much like components, are intended to be independent building blocks that 
collectively represent an application environment [36]. Unlike traditional components, 
services explicitly focus on a description of provided functionalities that can be contractually 
defined as a mix of syntax, semantics and behavior specifications. As a consequence, in 
contrast to component integration, which is carried out at assembling time, service 
integration may be carried out prior or at run-time [9]. In such a context, dynamic discovery 
and run-time integration become first level concepts of the service oriented proposal. 

Web Services (WS) represent a concrete instantiation of the service oriented paradigm. The 
UDDI consortium defines them as “self-contained, modular business applications that have 
open, Internet-oriented, standard-based interfaces” [107]. In other words, Web Services are 
components that can be integrated into more complex distributed applications by means of 
some Web-based open standards (e.g. WSDL, UDDI, HTTP, SOAP, etc.) [2]. 

Without loss of generality, most of the WP4 tools and experimentation will target WSs, since 
they are by far the most common kind of services. 

1.1.2 Functional Validation vs. QoS validation  

As said in the Introduction, the requirements on B3G services involve functional and extra-
functional properties. Correspondingly in WP4 we address both functional and QoS 
validation. Functional testing relies on validating the observed behaviour of a system in terms 
of the I/O sequences of events. In particular, it checks if the functionalities implemented by 
the systems conform to those described in the functional specification. On the other hand, 
QoS validation concerns the activities that focus on checking whether the system under test 
meets its extra-functional constraints. Specifically, in PLASTIC we assume that such 
properties could be defined by means of annotations on functional specifications as well as 
agreements describing the promised quality by/for a service. 

1.1.3 Off-line vs. On-line 

Within WP4, methods and tools for testing purposes are classified into two main categories: 
off-line and on-line.  

Off-line validation activities are performed while no user ("paying customer") is using the 
service. Hence, off-line validation of a system implies that it will be tested in one or more 
artificially evolving environments that simulate possible real interacting situations. In this case 
the system is still undergoing development or, in a wider-ranging view, it is already 
completed but not available for use (deployed) yet.  

On the other hand, on-line approaches concern a set of techniques, methodologies and tools 
to monitor the system after its deployment in one of its real working context. A possible 
scenario is that while the end-users are using the service, data are being collected about the 
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scenario under which the service is being used and these data are sent back to the 
development organization, which then determines (i.e., validates) whether the service 
behavior is correct (i.e., the "test" passes) or incorrect (i.e., the "test" fails). Hence, the "test 
cases" consist of actual  usage scenarios. Otherwise, the development organization performs 
on-line validation activities on a fully fielded service, perhaps during idle times.  

1.1.4 Deployment 

Another important milestone in the lifetime of a service is the deployment. The deployment in 
general refers to the process whereby a software system is made available to be referred  by 
other software. This process in turn may involve several steps. In WP4, for the purpose of 
devising an integrated validation framework, deployment is further subdivided into three 
different steps: installation, admission and publication (see Figure 4 on page 43). From the 
point of view of the tester, in particular, publication is the step which makes the difference on 
whether the service is visible to users or not. Before publication we apply the Audition 
approach (see Chapter 5), after publication we monitor system behaviour (see below). 

1.1.5 Testing vs. Monitoring 

Software testing is a broad term encompassing a wide spectrum of activities. The primary 
underlying common goal of these activities is to apply methodologies and techniques 
designed to make sure that a software system does what it was designed to do and that it 
does not do anything unintended. However, the idea of pursuing such a goal just by applying 
an exhaustive exploration of all the possible configuration of the system and of its 
environment is unrealistic. So, given a generic software system, testing activities focus on 
observing a sample of its executions. 

Monitoring is a runtime activity whose objective is to collect data about a phenomenon and 
analyze them with respect to certain criteria. Monitoring is tackled in more depth in Chapter 
6. Crucial monitoring steps are the elicitation of which data should be collected, how long the 
observing windows should be, what policies should be applied when a fault is detected, and 
so on. In some approaches, the middleware is responsible for providing the facilities to 
disseminate the data collected from the sources to the sinks where the data are analyzed. 

The two practices clearly have many commonalities in terms of overall goals and problems. 
In this sense, we consider monitoring as a testing activity which is applied when the system 
is on-line. 

1.2 Scope and Context 

WP4 is entirely devoted to the validation of PLASTIC applications. The stated objectives of 
WP4, according to the Project “Description of Work” document, are the following: 

1. To develop a testing methodology for mobile, adaptable component-based services. 
2. To develop methodologies, both analytical and empirical, for assessing QoS of 

mobile, adaptable component-based services. 
3. To develop a test framework to be incorporated into the PLASTIC platform. 

 
Given the large variety of possible scenarios of application for the PLASTIC platform (as 
depicted in the PLASTIC Conceptual Model [92]), and given for each scenario the many 
types of interoperating services that are involved, the general approach that we have taken 
towards these objectives is that of not committing the validation framework to one specific 
test methodology, but rather to conceive it as an open environment which can include 
differing methods and tools.  

In other words, to develop the test framework addressed in the third objective, which is the 
ultimate goal of WP4, we deem it more useful and farsighted to specify it in the more general 
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sense of an open flexible validation process, which spans over the development, 
deployment, and provision of PLASTIC services, rather than in the restricted sense of the 
instantiation of a specific testing environment.  

Hence, in this deliverable, which specifies  the “Test framework specification and 
architecture”, we investigate in the broadest way what can be appropriate and promising 
methodologies and tools, both from the existing literature and newly developed within the 
PLASTIC project. For the next deliverable of WP4, which will provide the “Test framework 
prototype implementation and release”, we will focus more specifically on the implementation 
of some instances of this generic process, that will be used for experimentation on the 
selected scenarios within Work Package 5. 

Therefore in the remainder of this document we present a collection of useful approaches, 
which can either be used in isolation for the validation of a specific application, or, preferably, 
adopted in a suitable combination. The methods and tools proposed obviously need to fit the 
conceptual modelling and specification approaches devised in Work Package 1 and Work 
Package 2, respectively, and regarding the possibility to observe the runtime execution, they 
must be compatible and interact with the middleware infrastructure being built in Work 
Package 3. These dependences provide the context for the validation framework, and 
impose constraints on its implementation. While WP1 has already released the PLASTIC 
conceptual model, the development activities of WP2, WP3 and WP4 have proceeded in 
parallel. We have then left open for this deliverable some issues that will be dealt with when 
the respective results of these three technical WPs will be integrated within the next-coming 
WP5. 

1.3 Problems and Objectives 

As said, the validation of PLASTIC applications poses a mix of new and old challenges, 
whose solution can only be searched by the joint employment of different approaches to 
testing and analysis.  

When investigating a new domain, the first question that should be answered is what is it that 
makes this domain different from what has been done in the past. Below we address such 
question considering a few topical issues. What makes the WP4 task very challenging is that 
all of these issues, and even more, need to be addressed altogether, since all of them 
characterize B3G applications jointly. 

In the following, we present some solutions that we started to investigate within the PLASTIC 
project. The discussion covers the problems highlighted above and illustrates why the 
proposed approaches can solve or mitigate these problems. 

1.3.1 SOA Testing 

As with any other newly introduced technology, the emergence of the Service Oriented 
Architecture asks for reviewing all software development phases to understand what can be 
adapted from previous experience and what instead requires the development of new 
approaches. We are interested here in particular to understand which are the new and more 
challenging issues with relation to testing when the service oriented paradigm is considered. 

In our view, testing services shows many of the challenging issues that testers had to solve 
in the past. In particular at a first glance many, if not all, the difficulties emerged in the 
Component-Based testing field seem to be back, maybe in a more subtle form. In fact: 

1. service based applications are built by integrating pieces of software in a distributed 
setting, 

2. integrated services are generally developed by different stakeholders, 
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3. configuration of software applications can change during run-time (in the component-
based domain when one or more components change) 

At the same time there are additional new features that strongly modify the perspective on 
testing, even with respect to a component-based application. In particular: 

1. the third feature listed above is, in the case of services, pushed to the extreme 
consequences. In particular services discover each other at run-time and nobody can 
predict who will be the receiver or the provider of a given service. 

2. services developed by different stakeholders are managed and run on different 
machines owned by different organizations. In the general case nobody has a full 
control on all the software parts composing a service-based application. This 
characteristic makes the verification step particularly hard, 

The items in the above list probably are the greatest novelties of the service oriented 
paradigm and probably the biggest challenges that must be overcome for verification 
purposes. 

For many different engineering aspects, and in particular for testing, it is certainly relevant to 
note that the service oriented paradigm foresees the availability of a description of services in 
a computer processable format. This is one of the main characteristic of the service oriented 
paradigm that explicitly foresees a point in which such information can be stored and 
retrieved. The minimal information model concerning a service should allow the description 
of the service interface in terms of the signature of each provided method. Within the Web 
Service specification suite this information can be expressed by a WSDL definition .  

Clearly, the description of a service only in terms of the method signature is too poor for any 
engineering activity. Nevertheless the information model of a service can be extended. For 
instance Web Service related technologies explicitly support storing such information using 
UDDI Models [84]. Many different proposals appeared in the literature suggesting solutions 
and increased information models to describe services. With reference to testing activities 
the very general idea is to assume the availability of service descriptions suitable for testing 
purpose. In other words it is useful to describe a service providing information and models 
suitable for the automatic derivation of test cases. Similar proposals already emerged within 
the CB software engineering community. Nevertheless, in that context, an explicit and 
standard support for the management of “metadata” was missing. 

Moreover, from the software developer point of view, a service can be obtained from the 
composition of other services. Indeed, the very notion of a service may span different levels 
of complexity, since it can refer both to a single service or to a complex service obtained via 
the composition of other services. While this does not make any difference from the service 
user viewpoint, who in any case always invokes the service from the externally provided 
interface and does not (want to) care about what happens behind, clearly from the tester’s 
point of view the validation becomes much more difficult when the interaction among more 
services has to be tested. Also for this, we need to refer to some description of how the 
interaction is assumed to happen, which is different depending on whether the services are 
orchestrated or they form a choreography. 

The techniques proposed in this document all variously assume the availability of augmented 
service descriptions and discuss methods that can be used, given the availability of such 
information, to test services. In each case the objective of testing can be different and the 
same approach can be sometimes used with different contexts and timings.  

1.3.2 QoS Evaluation 

In PLASTIC the QoS specifications are first-class citizens of the application model, as 
detailed in [93] and hence the successful provision of services is indivisible from the 
achievement of the contractually agreed levels of QoS. Therefore, in validating service 
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adequacy, a key objective is to verify that the delivered QoS conforms to the specified 
agreement. We need to enhance functional testing techniques with appropriate approaches 
for QoS evaluation. This task involves two different levels of problems.  

At the test planning level, we need to understand which test cases should be selected, 
whereby each test case also includes the configuration of quality parameters. Hence also the 
QoS properties to be validated need to be suitably specified, so that we can extend the 
derivation of test cases, e.g. by use of model-based approaches, to account for extra-
functional properties too. The trend in SOA applications is that QoS agreed attributes and 
levels are specified by means of appropriate annotations which augment the service 
specifications. The challenge then is: how can we use such annotations to devise an 
effective validation strategy?  

A second level of problems regards configuration and environment. As we will discuss in 
more detail in the remainder of this document, evaluating by means of testing specified 
performance attributes such as the response time for a service, or dependability attributes, 
such as the exposed reliability, involves many technical difficulties since such qualities 
depend not only on the service under test, but also on the underlying support system and on 
the network. Therefore, the tough challenge here is how to validate the provided QoS of an 
application, keeping the aspects that pertain strictly to the observed system separate from 
the aspects which depend on the underlying platform. The service developer can intervene 
on the former, but not on the latter, which nonetheless should be accounted for. 

The consequent challenge for off-line testing is to provide a testbed in which the underlying 
platform and network can be simulated in a realistic way: this challenge will be more properly 
the subject of the next experimentation activities in WP5. 

In on-line testing, instead, provided that we insert the probes for measuring in the right 
places we can measure the point-to-point attributes in real usage. The monitoring process 
however consumes valuable resources. Therefore, care should be put in devising lightweight 
approaches which do not heavily impact performance. In fact, one of the problems that we 
need to explore is how to keep the overhead introduced by data collection and analysis to a 
minimum. This can be achieved by an intelligent sampling of the introduced probes and by 
dynamically adjusting the monitoring intensity based on some suitable policy. 

1.3.3 Context-awareness and Adaptability  

Context-awareness and adaptation are key aspects of PLASTIC applications. Such 
properties characterize services that can handle mobility and changes in the supporting 
platforms and networks. In particular, in the scenarios identified for PLASTIC two types of 
mobility have been foreseen [92]: physical mobility, for services that are accessed from 
mobile devices, and logical mobility, for mobile business services.  

The vision of PLASTIC is that the provided applications can react to context changes, both 
anticipated and unanticipated, and adapt themselves so to continue to provision services 
with the guaranteed levels of QoS. The validation of such a requirement would demand that, 
for each given service under test, we think in advance of all the many changes of context that 
could happen and observe which is the behaviour of the service under each new context. 
The complexity of such an endeavour is clearly unaffordable, because not only the 
parameters to take into account would be too many, but also, as already said, the service 
reconfiguration may happen dynamically at runtime, and involve scenarios of services 
interaction that are not foreseeable at the time the service is tested. 

In the Deliverable D2.1 [93] the impact of context-awareness and adaptability on to the 
software engineering process is discussed in more detail. As explained there (see in 
particular  [93] Chapter 2: Roadmap), the process evolves progressively from a conventional 
one in which the system is frozen towards a “futuristic” one allowing for larger and larger 
portions of the system to change at runtime. 
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This is the reason why we have decided to supplement conventional off-line testing with on-
line testing. In fact, before the application is deployed we can try to reproduce in laboratory 
some possible contexts of use, but such trials cannot envisage all potential usages. By 
testing on-line, instead, we can potentially monitor the executions in their real environment, 
and in principle detect all potential malfunctions. This becomes particularly relevant to the 
validation of QoS properties, since by using on-line approaches we can measure really 
exhibited quality, while in off-line testing any measure will be at the best a realistic simulation.  

There are drawbacks in this view, though. In fact, even though we can monitor the behavior 
at runtime and detect malfunctions, it is late for counteracting, since we identify the failure 
only after it manifests itself. With on-line testing, we can only intervene for recovering and for 
preventing malfunctions in future usages of the service. This is why we also need exploit and 
improve off-line testing so that we can early experiment the service usage under different 
configurations. In WP4 we will provide support for off-line testing of both functional and QoS 
properties over distributed testbeds. 

A second drawback, already mentioned, is that the monitoring infrastructure could degrade 
performance. Hence we need to identify appropriate policies for monitoring the dynamic 
adaptation of services. We need to capture the relevant measures at the right moment, as an 
example the data collection could be triggered by the occurrence of some specified 
adaptation events, and the monitoring approach itself could be made adaptive so to vary its 
weight depending on the available resources. 

1.4 Roadmap 

This document is organized as follows: 

• In Chapter 2 we survey the related work in the areas of interest for WP4. We report on 
existing approaches and tools, and on relevant ongoing work, both from PLASTIC 
partners and other groups. 

• Chapter 3 provides a deeper introduction to the techniques and tools under development. 
We set the context for the validation framework, and then also give some background 
concepts and definitions. 

• Chapters 4, 5 and 6 are devoted to the three identified stages for validation of B3G 
applications, which are off-line, on-line pre-publication, and on-line live usage.  

• Chapter 7 finally describes how the presented techniques fit together. The integrated 
framework consists of an open flexible process in which the developed techniques can be 
combined in different ways. 

• Chapter 8 briefly summarizes conclusions and hints at future steps. 
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2 State of the Art Overview  
In this Chapter we provide a survey of topics related to the validation of B3G services, by 
reviewing the literature of related work. We have identified several topics which in our opinion 
altogether make the context for the development of the WP4 framework: i.e., while none of 
them alone provides a ready solution for the testing of B3G services, each of them should be 
considered in developing a validation framework for PLASTIC. These topics include: issues 
relative to the inherent distribution, mobility and concurrency of B3G services (Section 2.1); 
approaches for the testing of Web Services (Section 2.2); approaches to run-time monitoring 
(Section 2.3); approaches to QoS validation (Section 2.4); and finally existing support tools 
for web services testing (Section 2.5). 

2.1 Testing of networked systems  

Distribution is one inherent characteristic of B3G applications, and in WP4 we need to cope 
with issues surrounding the testing of networked services. Unfortunately, a major motivating 
factor of our work to build a framework for validation of PLASTIC applications is the lack of 
any general-purpose, disciplined, and effective testing method for distributed systems. This 
being said, a number of studies and research efforts exist, aimed at understanding the 
problem and at developing methods and tools to improve the state of the art. 

Several authors describe their experience and highlight the issues related to testing 
distributed systems [33], [48], [74]. In particular, Ghosh and Mathur [48] list a number of 
differentiating factors between distributed and non-distributed software that are 
representative of those mentioned by other authors:  

o distributed systems have a larger scale;  

o heterogeneity, monitoring and control are more difficult;  

o non-determinism, concurrency, scalability and performance, and partial failure (fault 
tolerance) contribute complexity. 

Of these, tool support for monitoring and controlling distributed tests has received 
considerable attention. Some tools support primarily functional testing [45], [47], [57], [56]; 
others are specifically targeted at performance testing [32], [50]. While this is important work, 
it addresses only the accidental issues associated with distributed system testing, and does 
not address the more fundamental questions having to do with what and how best to test a 
networked service. 

Several studies concentrate on distributed component-based systems. Gosh and Mathur [48] 
present an adequacy criterion targeted at covering CORBA component interfaces. 
Krishnamurthy and Sivilotti also specifically target CORBA components, and present a 
method for specifying and testing progress properties of components [66]. Williams and 
Probert apply techniques of pair-wise interaction testing to component-based systems [112], 
[113]. By its nature, work targeting distributed component systems is restricted to a limited 
level of distribution, since much of the complexity of developing these systems is handled by 
the container infrastructure. 

We now discuss some of these areas in more detail. 

2.1.1 Distributed Testing Frameworks and Testbeds 

One focus of testing distributed applications has been the development of testbeds that are 
appropriate for evaluating large-scale distributed applications. 

PlanetLab [89] is a popular global-scale testbed for distributed systems. To use PlanetLab, 
an engineer interacts with each of the hosts associated with their “slice”, using SSH to 
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perform the necessary configuration and execution. There are hundreds of PlanetLab nodes 
spanning the globe. PlanetLab relies on the actual conditions of the global Internet to provide 
variability and realistic (by definition) conditions. 

Another fully featured testbed for distributed systems, Netbed/Emulab [111], is designed to 
operate on a cluster of computers all occupying the same local network. In order to achieve 
“realistic” conditions within the cluster, Netbed provides an integrated emulation and 
simulation environment that supports the use of traffic-shaping techniques. The Netbed 
management system provides ways for the engineer to distribute software onto the hosts 
used in their experiment. 

Neither of these systems provides explicit support for testing. However, with the integration 
of some additional management and reporting software, they would provide test engineers 
with many of the tools they need to exercise a networked service under varying network 
conditions. 

2.1.2 Early-phase Performance Evaluation 

Another aspect of distributed application testing that has received significant attention from 
the research community lately is performance evaluation of systems based on architectural 
and design specifications. For example, Grundy, Cai, and Liu [51] discuss the SoftArch/MTE 
system. This system enables the automatic generation of prototype distributed systems 
based on high-level architectural objectives. These generated systems are deployed on a 
dedicated testbed and performance metrics are gathered while the system is exercised. The 
SoftArch/MTE system is targeted at prototype systems created early in the design process. 

More recently, Denaro, Polini and Emmerich have presented similar ideas that are targeted 
at generating test cases for exercising middleware configurations as a surrogate for the 
functioning system during early phases of development [32].  

2.1.3  Distributed Component Unit Testing 

In the testing of a complex system, unit testing is intended to verify the most basic program 
units in isolation before more complicated and comprehensive tests at the integration- and 
system-level are conducted. Unfortunately, some modules simply cannot be tested in 
complete isolation since they depend heavily on other modules for a portion of their 
functionality. For example, in an object-oriented paradigm, if one class delegates part of its 
core functionality to another class, it is difficult to test this top-level object in isolation. A 
technique for dealing with this, called “mock object testing”, grew out of the extreme 
programming movement [83]. In mock object testing, stub classes are created that allow the 
tester to control the behavior of a dependency so that all expected behavior of the low-level 
module can be mimicked. 

While mock object testing was not specifically developed for networked systems, it has 
proven quite useful for testing distributed component software where the modules are 
intended to run inside a container like a servlet engine or CORBA object request broker 
(ORB). In these types of systems, hooks into the container are usually provided through an 
object that is passed in at run-time. Testing inside a running container can be time 
consuming and complicated, so mock versions of the container hooks are created to allow 
unit testing of these classes without running any container software. 

2.1.4 Testing of Concurrent Systems 

PLASTIC WP4 validation is also related to a wide spectrum of validation techniques for 
concurrent systems (e.g., [23], [36], [74], [101]) aiming at the detection of concurrency faults, 
in particular execution sequences and schedules. In general, these techniques can be 
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classified in two groups: those that sample over non-deterministic runs, and those that 
attempt to create specific deterministic runs.  

The first class of solutions involves executing the program repeatedly over the same inputs in 
the hope of exercising a reasonable percentage of the possible synchronization events. The 
ConTest tool [36], for example, inserts random perturbations around concurrency relate 
structures in the program to induce interleavings of threads that were not manifested with the 
original test suite. This approach is relatively inexpensive to put in place, but it cannot 
guarantee that even a reasonable subset of the interesting scenarios are exercised. 

The second class of solutions (e.g., [23], [101]) deterministically replays  a chosen set of 
synchronization sequences. This approach generally requires specific tool support, and its 
effectiveness is dependent on the tester's selection of sequences. 

2.1.5 Testing Software Distributed on Mobile Terminals 

A key aspect of B3G applications is the inherent mobility of terminals and devices on which 
the Software Under Test runs. As B3G networks will incorporate different wireless 
technologies, software running on mobile terminals must be possibly tested in all the 
networks to which the terminals could be moved and connected to, since we need to validate 
how the services can interoperate in the various contexts, and also that the required QoS is 
provided. This may increase exponentially the difficulty of B3G application development and 
testing. There does not exist much work in the literature about how the testing for such 
aspect can be tackled. One author who has addressed specifically this concern and 
proposed an innovative approach is Ichiro Satoh [97]. Satoh identifies four approaches for 
testing applications running on mobile terminals: i) test the software while running on the 
moving terminal; but the terminal could have limited computational resources; ii) test the 
software on a workstation emulating the moving terminal and physically brought to the real 
external environment; but it may be difficult to bring the workstation to the LAN where the 
terminal should move; iii) simulate the external environment also in the workstation; but this 
simulator is quite complex to achieve; iv) using the workstation emulator and remotely 
access the actual servers; but there might be protection problems. 

Satoh [97] presents a further innovative solution, called the Flying Emulator, in which the 
physical mobility is emulated through logical mobility, by means of mobile agents. The mobile 
agents/emulators can travel between computers connected to the networks to which a 
mobile terminal is also connected, carry the target software, and allow it to access services 
provided in the same way as if it was moved with and executed on the actual terminal.  

Notably, such a solution could be also adopted by Plastic for off-line testing of mobility; for 
the moment such a solution is not being considered, and we rely on the on-line testing 
approaches for testing mobility concerns. 

2.2 Web Services Testing 

Web Services is still an immature discipline in intense need of research by academia and 
industry. In WP4, we are concerned particularly with testing approaches. Indeed, while 
nowadays on the practitioner's side WSs are evidently considered a key technology, 
research in this area does not seem to draw an adequate attention from the testing 
community. This might be due to the contiguity/overlap with other emerging paradigms, 
especially with Component-Based Software Engineering (CBSE), or perhaps to the quite 
technical details that this discipline entails. In this section we give a brief overview of related 
work in the area of testing of Web Services. 

The resemblance of the WS domain to the Component-based (CB) domain makes it possible 
to reuse some of the results and approaches proposed in testing CB. Nevertheless testing 
WS is somehow more challenging. In particular the lack of full control over the development 
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process, which is an important characteristic of the CB domain where components are 
developed by different stakeholders, is now extended to all phases of the software life-cycle. 
A service application results from the integration of several services, generally controlled and 
owned by different organizations. As a result, speaking in general terms in the service 
domain an application is never under the full control of one organization. Thus, the services 
composing an application can change at run-time without informing all the other services 
integrated in the application. Therefore it is true that some results from the CB domain can 
be reused, nevertheless this “reuse” has to be done carefully to adapt to the difficulties 
arising when considering the discussed new scenarios. 

As happened for CB, software testing of service oriented systems requires a revision of the 
traditional testing phases. In the PLASTIC vision, three different phases can be identified in 
the testing of services (as further expanded in the rest of this document). In the first phase, 
called off-line, the service is tested by its developer trying to anticipate possible usage 
scenarios. In this phase services required by the service under test are “simulated” by the 
testing environment. In a second phase, referred to in this document as Audition, the service 
is tested when it asks for registration to a directory service. During this phase the service will 
interact with real implementations of the required services reproducing in some way a real 
scenario of usage. Nevertheless services are generally bound at run-time so it is not always 
easy to predict which will be the services that will cooperate to complete a particular task. 
Main consequence of this reduced capability of prediction is the recognition of the necessity 
in this new domain, of combining testing techniques with other methodologies that permit to 
continue to check the behavior of a service oriented system also at run-time, i.e. Monitoring. 
This section provides a general overview of the first two phases, instead next section is 
focused on the monitoring phase. 

2.2.1 Involved Actors 

In [22] the authors provide a high level discussion on the opportunities and challenges for 
services and service-centric systems. In their work the authors identify five main actors that 
can be concerned with testing of services. According to their classification the five actors are: 

1. Developer: an organization that implements the service; 
2. Provider: an organization that deploys the service and makes it accessible to possible 

users; 
3. Integrator: an organization that provides services integrating (i.e., orchestrating) 

services provided by other parties; 
4. Third-party: an organization that certifies the quality of a service in different contexts; 
5. User: an organization that is interested in using a service. 
 

In testing a service, each of these actors pursues different objectives and can apply different 
strategies (actually a longer list of stakeholders of WS testing which we foresee is provided in 
Table 2: Possible stakeholders for service validation, p. 42). It is also noticed that in some 
cases particular constraints, such as when a piece of software is running on a small device, 
strongly hinder the execution and the feasibility of a testing session. In the cited paper the 
authors also discuss the importance of introducing monitoring techniques to validate service 
interactions at run-time. 

2.2.2 Approaches to Off-line WS Testing 

As stated above, off-line testing is carried on by the developer, or possibly by the provider of 
the service, in order to assess that the implementation of the services actually behaves as 
expected. In the service oriented domain the specification of the behavior could have been 
defined by the developers themselves or even by some external bodies, as in the case of 
choreographies. In the latter case the developer has to retrieve the specification of the 
service s/he wants to implement from the Net. Also the specification of the services that will 
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be used by the service under development is usually retrieved from the Net using in general 
some kind of discovery service. Depending on the specification used, testing can be carried 
on during the off-line phase in different ways. In particular if the specification is defined by the 
developer itself, the testing phase probably does not show many differences with respect to 
traditional testing. In this case the developer has to create stubs that will simulate the 
behavior of the expected accessed services. More interesting seems the possibility of using 
already developed specifications. For instance in [42] the authors show how the specification 
of a choreography can be used to test a service implementation. In their approach they 
automatically derive test cases from a specification, given as a Symbolic Transition System. 
Another approach targeting a similar objective, using however a different notation, is 
discussed in [10].  

An interesting approach to the off-line unit testing of orchestration description, defined using 
BPEL, is described in [71]. In the paper the authors provide a testing architecture that 
permits to recreate an environment useful for testing the BPEL process. In particular the 
BPEL4WS service (called Process Under Test – PUT – in  the paper) will interact with a set 
of Test Processes (TPs) simulating the behavior of the composed services. The authors 
discuss advantages and drawbacks of having centralized or distributed implementation of the 
TPs. Finally the architecture proposed foresees the presence of a Control Process that in 
some way allows the TP to coordinate with each other in order to have a global control on 
the invocation sequences. 

Other approaches have been proposed posing the focus on the use of orchestration and/or 
choreographies in order to check before run-time the possible emergence of failures. In 
particular the use of such information as main input for analysis activities is considered in 
[45]. The objective of the authors, in this case, is to formally verify, rather than testing, that 
some undesired situations are not allowed by the collaboration rules defined by a service 
orchestration definition. To do this, the authors, after having translated the BPEL4 
specifications into Promela (a language that can be accepted by the SPIN model checker), 
apply model checking techniques to verify if specific properties are satisfied. Another 
approach to model-based analysis of WS composition is discussed in [40]. From the 
integration and cooperation of WSs, the authors synthesize Finite State Machines and then 
verify if the obtained result and allowable traces in the model are compatible with that defined 
by BPEL4-based specification. 

2.2.3 Testing by Enhancing the Directory and Discovery Service 

The above list of five actors concerned with testing of services does not include the directory 
and discovery services. Nevertheless some test approaches in the literature suggest to 
augment the discovery and directory service with testing functionality. The very general idea 
is that the service can be tested at the time it asks for registration. Main advantages of such 
an approach is that tests are executed in a real execution environment providing more 
realistic results. Moreover, following such an idea, only “high quality” certified services will be 
guaranteed to pass the registration. In a semi-open environment this will provide some extra 
guarantees to the registered services. Nevertheless, in a completely open environment the 
discovery service could be cheated by a malicious service provider that after registration 
modifies the code associated to the end point.  

Approaches belonging to this class can be differentiated mainly on the base of the 
information used to carry on the testing session. The possibility of enhancing the functionality 
of a UDDI service broker with logic that permits to perform a testing step before registering a 
service has been firstly proposed in [101] and [105], and subsequently in [52].  

This idea is also the basis for the Audition approach which has been adopted within the 
PLASTIC validation framework. Audition is an extended framework, originally presented in 
[19] and [17], which permits to test and monitor a Web Service as it interacts with other 
services. However, the information the Audition approach uses, and the corresponding 
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derived tests, are very different from those proposed in the cited papers. In particular, while 
in the cited works testing is used as a means to evaluate the input/output behavior of the WS 
that is under registration, the Audition framework grants the registration also on the base of 
the interactions occurred between the WS under registration and the providers of services 
already registered. For doing this the framework reuses some of the monitoring mechanisms 
used for run-time checking. More information on how this phase will be carried on within 
PLASTIC is described in Chapter 5. 

With reference to the information that must be provided with the WS description, the authors 
of [101] foresee that the WS developer provides precise test suites that can be run by the 
enhanced UDDI. In [52], instead, the authors propose to include Graph Transformation Rules 
that will enable the automatic derivation of meaningful test cases that can be used to assess 
the behavior of the WS when running in the “real world”. To apply the approach they require 
that a WS specifically implements interfaces that increase the testability of the WS and that 
permit to bring the WS in a specific state from which it is possible to apply a specified 
sequence of tests. The Audition Framework instead foresees the availability of specifications 
similar to UML state machines [17], called Service State Machines (SSMs) (see Section 
3.4.1.1) and does not require that the implementation provides any particular testing interface 
to increase testability. 

Indeed the classification of testing phases presented here does not foresee the possibility of 
activating testing campaigns during run-time. In some way in the present PLASTIC 
framework run-time testing (monitoring) is seen as a passive activity. In literature some 
approaches for run-time active testing have been proposed, for instance in order to select the 
best service among the registered services providing the same functionality [106]. As for the 
case of Audition, run-time active testing requires precise support from the platform in order to 
distinguish testing phases from “normal” phases, in particular when stateful resources are 
involved in the process. Within the project we are not targeting, at the moment, any approach 
following such paradigm, and the topic is not discussed further in this document. 

2.2.4 WS-I Initiative 

Finally it is important to spend a few words on the WS-I initiative [114]. WS-I is basically an 
industry organization chartered to facilitate WS interoperability. As a main outcome this 
organization released a specification, called the basic profile, composed of a list of rules that 
refine and put constraints on the combined use of specifications such as WSDL, UDDI, 
SOAP. At the same time a testing architecture has been developed to check the use of 
elements from such specifications. In particular such architecture is composed of a WS-I 
analyzer and a WS-I monitor, that applying the man-in-the-middle paradigm, intercepts all the 
messages exchanged by services, and pass them to the analyzer that checks the 
conformance to the profile. This approach is certainly relevant to assure interoperability 
among different services, nevertheless it is not concerned with the functional and extra-
functional verification of a service implementation. 

2.3 Runtime Monitoring  

Monitoring is a runtime activity which collects data and transfers them to external functions 
for elaboration. The definition of data to collect and the functions to apply are given 
separately, possibly dynamically. 

In the rest of this subsection, we survey related work on runtime monitoring, including both 
academic and industrial approaches. The systems we survey here are first characterized in 
terms of what they intend to monitor and then on the basis of their logical architectures. 
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2.3.1 Assertions Monitoring 

Baresi et al. [11] propose an approach to monitor dynamic web service compositions, 
described in BPEL, with respect to contracts expressed as assertions. These are checked at 
runtime, by invoking an external monitor service. In [12] they extend this work by introducing 
the concept of monitoring rules, a language (WS-CoL) to specify constrains on execution, the 
capability of setting the degree of monitoring at run-time and a proxy-based solution to enact 
the monitoring rules. 

A similar approach is proposed in [38] where the BPEL process is made fault tolerant by 
automatically identifying and monitoring desired services and replacing them upon failure, 
using a proxy service for discovering and binding equivalent web services that can substitute 
monitored services. 

2.3.2 Requirements Monitoring 

A framework for the runtime verification of requirements of service-based software systems 
is described in [79]. Requirements can be behavioral properties of a service composition, or 
assumptions on the behavior of the different services composing the system. The first can be 
automatically extracted from the composite process, expressed in BPEL; the latter are 
specified by system providers using the event calculus. System events are collected at 
runtime and stored in an event database; checking is done by an algorithm based on integrity 
constraint checking in temporal deductive databases. 

In [94], requirements are expressed in KAOS [28] and analyzed to identify conditions under 
which they can be violated. If such conditions correspond to a pattern of events observable 
at runtime, each of them is assigned to an agent for monitoring. At runtime, an event adaptor 
translates SOAP messages into events and forwards them to the corresponding monitoring 
agent. 

2.3.3 Monitoring for Planning 

Lazovik et al. [68] present a planning architecture based on the concept of a continuous 
interleaving of planning steps and execution steps. Within this framework, several kinds of 
properties can be monitored: properties that must be true before transitioning to the next 
state, invariant properties which should hold for the entire process execution, properties on 
the evolution of process variables. 

A framework for planning the composition and monitoring the execution of BPEL web 
services is defined in [91]. Planning techniques are exploited to synthesize a monitor of a 
BPEL process, which detects and signals whether the external partners behave consistently 
with the specified protocols, by observing interactions with the external services. 

2.3.4 Interactions Monitoring 

Li et al. [70] present a framework for monitoring the runtime interaction behavior of web 
services and validating the behavior against their predefined interaction constraints. Monitor 
intercepts and analyses messages exchanged between a service and its clients, and 
validates the message sequence against the interaction constraints specifications. 

2.3.5 Logical Architectures for Monitoring 

Many  of the architectures presented above have a monitoring component, e.g. a proxy, 
which represents a potential bottleneck. Moreover, some of the approaches presented 
above, require the modification of the workflow process, which could be error-prone and 
cumbersome. 
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An alternative architecture for integrating monitoring, property checking, and possible 
reactions may be based on an aspect-oriented programming approach. Instead of modifying 
the workflow process, it is possible to dynamically weave the needed actions into the code of 
the run-time workflow engine. This approach has been explored by Courbis and Finkelstein 
[26], who solve the problem by using non-standard and proprietary workflow engine and AOP 
tool.  

Another use of AOP for monitoring is described in [108]: a selection mechanism for web 
services is proposed that allows dynamic switching between services, based on business 
driven requirements that can change over time. The selection procedure is triggered by a 
monitoring mechanism which observes criteria such as cost, presence on approved partner 
list, binding support, quality of service classifications, historical performance and proximity. 
AOP techniques, in the form of monitoring aspects, allow to dynamically insert 
measurements points in the system and to execute the monitoring logic tailored for a desired 
property. 

2.3.6 Some Industrial Proposals 

Cremona [77] is a tool from IBM devised to help clients and providers in the negotiation and 
life-cycle management of WS-Agreements. It provides a component, the “Status Monitor”, 
which helps in deciding whether a negotiation proposal should be accepted or refused, on 
the basis of system’s available resources and the terms of an agreement. Once an 
agreement has been accepted by the client and the provider, its validity is checked at 
runtime by a “Compliance Monitor”, which can check for violations as they occur, predict 
violations that still have to occur, and take corrective actions. 

Colombo [27] is a lightweight, optimized middleware for service oriented architectures  
supporting BPEL, also proposed by IBM. One of its features is the support of declarative 
service descriptions, such as those expressed using WS-Policy. It intercepts messages 
before they leave the system or before they are processed, and use a pipe of dedicated 
policy-specific verifiers to validate messages with respect to a certain policy. 

GlassFish [54] is an open-source community implementation of a server for JavaEE 5 
applications. It allows for collecting data on response times, throughputs, numbers of 
request, and message tracing, of the deployed services. 

IBM Tivoli Composite Application Manager for SOA [58] uses an event-based collaboration 
paradigm, implemented through a special purpose integration bus. Special components 
inside the bus can be used to monitor the behavior and the performance of messages. 

2.4 QoS Validation of Networked Services 

The term Quality of Service (QoS) refers to the extra-functional requirements, such as 
latency, reliability, workload, etc, associated with the service specification; these 
requirements can be subject to an agreement contracted between clients and service 
providers. In the previous section an overview of existing approaches to run-time monitoring 
of the functional behaviour of WSs has been provided; here we augment such overview with 
a focus specifically on monitoring aimed at verifying contractually established QoS 
properties. 

2.4.1 Predictive vs. Empirical Techniques 

In recent years, great efforts have been spent in deriving methodologies for the elicitation of 
extra-functional requirements, in defining expressive annotation methods, and in the 
development of methodologies for early performance analysis of software systems. Such 
studies can be grouped in two broad and orthogonal classes of techniques that combine 
software design, software development and performance engineering, and are generally 
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referred as predictive techniques and empirical techniques [55], respectively. The basic idea 
of the predictive techniques is that performance cannot be retrofitted: it must be designed 
into software since the beginning [99]. Thus performance prediction guides the design, 
providing hints on whether the proposed software solution is likely to meet the desired 
performance goals. 

On the contrary, empirical techniques are applied to running software. Such evaluation can 
be conducted on the final implementation or on a prototype. The objective is carrying on 
some tests and comparing the observed QoS characteristics with the expected ones. In case 
the system shows diverging QoS properties, the software needs to be modified. 

Both approaches have pros and cons, and they should not be seen as alternative but rather 
as complementary. Predictive approaches play a very important role during the design and 
the development of a generic software system. In fact, their use can have a drastic impact 
and produce great benefits on the quality of the final product. Nevertheless, modern 
applications are deployed over complex platform (i.e. middleware) introducing external 
factors not always easy to model. In such contexts, empirical approaches could be a more 
reliable approach since they can provide more realistic estimates. On the other hand, they 
require the existence already of a running system.  

However, the testing of extra-functional properties needs to address issues quite different 
from those concerned when doing functional validation. In the general case, such 
approaches require the development of expensive and time consuming prototypes [73], on 
which representative benchmarks of the system in operation can be run. 

Fortunately, much progress has been done in the direction of providing automated support 
for the development of test environments. Specifically, computer-readable specifications can 
be used in order to describe in detail both the software under evaluation and the expected 
environment. Today mechanisms acting as code-factories are often available. Such tools can 
automatically generate a running prototype from a given specification. In our view, when 
these technologies can be assumed to be applied, there is a large room for the development 
of empirical approaches for the evaluation of a system within the context where it will be 
used. 

2.4.2 SLA-based Monitoring 

Keller and Ludwig [62] present the Web Service Level Agreement (WSLA) framework to 
define and monitor SLAs, focusing on QoS properties such as performance and costs. The 
monitoring component is made up of two services: the first, the Measurement Service, 
measures parameters defined in the SLA, by probing client invocations or retrieving metrics 
from internal resources; the second, the Condition Evaluation Service, tests the measured 
values against the thresholds defined in the SLA and, in case of a violation, triggers 
corrective management actions. 

An automated and distributed SLA monitoring engine is proposed in [96]. The monitor 
acquires data from instrumented processes and by analyzing the execution of activities and 
messages passing. Collected data are then stored in a high performance database and a 
data warehouse, to allow the verification of SLAs. 

Several other European research projects recognize that it is certainly no longer possible to 
propose solutions without adequate specification and validation of QoS features, especially 
in heterogeneous and networked services contexts.  

The goal of the Adaptive Services Grid project (ASG) [7] is to develop a proof-of-concept 
prototype of an open platform for adaptive services discovery, creation, composition, and 
enactment. ASG explicitly focus on reliable service provisioning with assured quality of 
service. 
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SeCSE (Service Centric System Engineering) [98] explicitly asserts that one of the current 
scientific challenges is focus on moving from simple structural testing to semantic testing. In 
this sense, the project exploits service specification describing semantics and QoS 
information in order to guide the test phase proposing tools for the automatic generation and 
execution of test cases. 

The COnverged MEssaging Technology (COMET) [25] consortium is an industry initiative 
focusing on research around global, open, converged and ubiquitous IP based messaging 
systems. Among the project’s key activities, a special effort is given in the development of 
models and tools for end-to-end QoS control. 

The main objective of INFRAWEBS [60] is to develop an ICT framework consisting of several 
specific software tools, which enables software and service providers to generate and 
establish open and extensible development platforms for Semantic Web Service based 
applications. Also this project includes in the offered features the execution of regression unit 
tests and QoS tests for running services within the Runtime Subsystem. 

The exploitation of QoS-awareness in the context of highly dynamic system is also a key 
feature of the MADAM (Mobility and Adaptation Enabling Middleware) project [78]. The 
objectives of the project include the development of an adaptation theory and a set of 
reusable adaptation strategies and mechanisms to be enacted at run-time. Context 
monitoring is used as the basis for decision making about adaptation, which is managed to a 
large extent by generic middleware components.  

Supporting the development of innovative context-aware mobile applications will be the main 
focus the forthcoming MUSIC project [82]. Regarding QoS, the project will assume a rather 
wide concept of context: beside the typical factors related to service performance and 
availability, also changes in the user's role, location and environmental conditions (e.g. light 
or noise) are taken into account.  

2.5 Existing Tools for Web Service Testing 

In considering testing tools which could be used for the PLASTIC platform, we have focused 
on frameworks specialized for Web Services. Although WS is not the only paradigm used in 
the project, this and “traditional” Web applications cover the major part of the applications 
used by PLASTIC. We do not discuss tools for traditional Web application testing here. They 
exist for a long time, are better understood, well-settled and extensively described in the 
literature. Also, they are not very relevant for PLASTIC.  

We considered the following features and properties when we compared the WS testing 
frameworks: 

� License 

The majority of Web Service testing tools are commercial. The free/ open-source ones 
are fewer in number, with less features and not so mature (e.g. serious installation 
problems.) 

� Protocols 

There is a number of protocols and standards at the core of the Web Services, which are 
considered in all frameworks: HTTP, HTTPS, SOAP, WSDL and UDDI. Only very few 
other WS-related standards are taken into account, e.g. WS-Policy and WS-Security. 
Some tools (TestMaker) go beyond this layer and implement testing agents for other 
protocols as well:  SMTP, POP3, IMAP, XML-RPC. 

� Functional testing 

This feature denotes the possibility of creating testing scenarios, where Web Service(s) 
under test interact with other Web Services, test clients or service simulators (stubs). It 
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may be called use case/ scenario testing, integration testing or something else in other 
papers. 

� Custom scripting 

Almost all testing tools provide a scripting language in which test cases understood (and 
runnable)  by the corresponding framework can be written. Many companies feel the 
need to come up here with a “just-click-and-go” module (see “User Interface” below). 

� User Interface 

The interface presented to the user. It tends to be graphical, some tools (SOATest) seem 
almost to miss or neglect the command-line driven approach. Some frameworks come 
with a large collection of code viewers, or some kind of intelligent editors which allow an 
intuitive view of the documents or scripts involved. 

� Simulation 

This means the creation of service stubs, which replace services which are missing or not 
tested in the current scope. 

� Recording 

All tools investigated present a recording feature, where user interactions are 
automatically recorded and translated into scripting language commands. This is also a 
feature that test framework developers feel mandatory to implement. 

� Governance 

This means enforcing policies on WSDL files, schema files, and SOAP messages by 
defining rule sets containing policies and best practices that the user wishes to enforce. 
This allows system architects to define a set of rules they wish to enforce on components 
of the SOA which in turn can be used by developers and testers during test creation. 

This is somewhat analogous to coding rules and styles. A governance document can 
include, for example: 

� What subset of WSDL and schema should be used: 

• Follow the WS-I Basic Profile 

• Don’t use ANY 

• Avoid using CHOICE 

• Schema elements must not contain substitution groups 

• etc. 

� They also include sections discussing naming standards such as: 

• All name spaces must conform to a specific pattern 

• Don’t allow more than one definition of “Customer” 

• All names must be less than a given length 

• etc. 

� Specifying restrictions such as a service must not have more than one port 

Governance documents can be conceived as a document file, read and followed by 
humans, or the rule-sets can be entered and understood by the system, and then 
automatically verified. Modern products give support for the latter. 

� Extra-functional testing 

This - if any - is usually limited to some kind of load, scalability or performance testing. 
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� Documentation 

We considered the quality of the documentation, which is the first contact of a user with 
the system. Is it comprehensive, easily browsable, does it have a “Getting started” or 
tutorial section, etc. 

� Extras 

Here we included any other features which were not listed previously in the common 
area, thus being specific to the tool in question. 

Because the WS technology is a new area, there are not many mature tools for WS testing. 
Some tools (e.g. eTest, Jblitz) claim to test web services, but in reality they are Web 
application testers. We are going to present 2 commercial and 1 open-source framework. 
This is not a long list, but it should be enough to get a view of the state of the art of actual 
solutions and trends in WS testing. 

2.5.1 Parasoft SOATest 

SOATest from Parasoft is a serious WS testing product, with many features. It aims to verify 
all aspects of a Web service, from WSDL validation, to unit and functional testing of the client 
and server, to performance testing. It addresses also some other Web service issues such 
as interoperability, security, change management, and scalability. It has a Windows native 
graphical user interface and all its operations are strongly UI-oriented. Most operations are 
implemented by wizards. 

 

 

Figure 1: Screenshot from the Parasoft SOATest tool 

This tool presents the following features (see the interface in Figure 1): 
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� WSDL Tests 

SOATest can check the WSDL interfaces to ensure that they conform to the schema 
and pass XML validation tests. Additionally, it performs an interoperability check to 
verify that the web service will be interoperable with other WS-I compliant services. 

� Unit Tests 

The program allows the creation by wizard of a test client for each operation defined 
within a WSDL. These tests can then be moved into separate test suites, creating 
one test suite for each test case. 

The tests can get their data from external data-sources, e.g. Excel spreadsheets. 

SOAPScope cares of the possibility to generate positive and negative test cases as 
well, when we send invalid requests to a WS server. 

� Scenario Testing 

Scenario testing allows creating test cases for a sequence of calls, let's call them 
conversations. Because there is usually an inherent state of a conversation, holding 
variable values from one call to another (e.g. the list of goods inserted in the shopping 
cart so far, or reusing returned values to parameterize the next call), there should be 
containers in any testing framework which store these state values. In SOATest this 
is the so-called XML Data Bank. This tool allows the user to extract XML element 
values and store these values in memory to be used in later tests, or to use external 
data-sources. 

The creation of scenario tests is a rather complicated, multi-step procedure. 
Everything is implemented by the UI wizards. The results of a test run are displayed 
in an html browser. 

� Custom scripting 

Although SOATest is strongly UI-oriented, you can write test parts or tests in a 
scripting language. The tool supports Jython (Java enabled Python), Java, or 
Javascript to be used.  

� Asynchronous Testing 

SOATest allows the testing of asynchronous web services which use the  WS-
Addressing, Parlay or SCP protocols. 

� WS-Security 

SOATest contains security tools and options that fully supports the industry standard 
WS-Security specification. These are the following: 

• XML Encryption Tool  
Allows to encrypt or decrypt messages using Triple DES, AES 128, AES 192, 
or AES 256. In WS-Security mode, Binary Security Tokens, X509IssuerSerial, 
and Key Identifiers are supported. 

• XML Signer Tool 
The XML signer tool allows to digitally sign an entire message or parts of a 
message. In some cases it may be important to digitally sign parts of a 
document while encrypting other parts. 

• XML Verifier Tool 
The XML verifier tool allows for the verification of digitally signed documents 
using a public/private key pair stored within a key store file. 



3/5/2007 PLASTIC Consortium 

PLASTIC  IST-26955  34/119 

 

• Key Stores 
The use of key stores in SOAtest allows to encrypt/decrypt and digitally sign 
documents using public/private key pairs stored in a key store. Key stores in 
JKS, PKCS12, BKS, and UBER format can be used. 

• Username Tokens, SAML Token, or Custom Headers 
SOAtest supports sending custom SOAP Headers and includes templates for 
Username Tokens and SAML tokens. 

� Governance 

You can apply rule-sets to validate newly developed web services, or check other 
services conformance with given rule-sets. SOAPTest comes with 
WSDL.Governance.rs, which is a collection of industry-wide best practices in WS, 

but you can use also custom rule sets.  These are usually set up by a WS 
administrator in the WS developer company or organization. 

� Load Testing 

SOAtest provides four default load testing scenarios (Bell, Buffer Test,Linear 
Increase, and Steady Load) or allows you to create your own custom scenario. These 
scenarios can be created to emulate possible real life scenarios that may occur 
during normal usage of a web service. Several machines can be clustered to provide 
a heavy load of a service. The test result statistics can be obtained in a tabular or 
graphical form. 

� Server Stubs 

With these one can mock the behaviour of a server. You can manipulate the 
response and furthermore, monitor the client’s behavior to the server responses. In 
this way it is possible to isolate the component (service) under test, and to test 
services not  implemented yet. The starting point is “Create from WSDL” and “Create 
Server Stubs” controls. You can link then datasources to the generated stub. 

� Report generation 

SOATest can generate reports in HTML, XML, PDF, and CSV formats. 

� Missing features 

There seems to be no recording option for automatic recording of a test case. 

� License 

SOATest is a commercial product. It can be obtained for a test/evaluation of 7 days 
by contacting the developing company. 

2.5.2 Mindreef SOAPScope 

Mindreef comes with a collaborative platform that allows teams to efficiently work together to 
design, develop, test, and support services in a service-oriented architecture. SOAPScope 
includes a server (internally uses Tomcat) and a testing and diagnostic tool which is intended 
to be used in all phases of the WS development cycle.  

User Interface 

The interface presented to the user is a web interface (see Figure 2). From it the user can 
define and use workspaces, which are attached to web services and are used as the 
testing/debugging infrastructure in the WS life cycle. For development, there are plugins for 
Eclipse and MS Visual Studio. Almost every object (workspaces, contracts, message 
invocations) is persisted to database on demand. 
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Workspaces can be thought of as named containers that are comprised of: 

1. Contracts (WSDLs and other associated documents) 

2. Messages (sent and received from the Web service) 

3. Actions (test scripts) 

4. Reactions (simulated operations) 

5. Notes (shared with others) 

WSDL view (contracts) 

WSDL and related documents are called contracts. This emphasizes their interface role. 
Typically the user imports a contract by giving a WSDL url or file. Then, she can browse 
through the list of operations defined by this contract and obtain it in several views, 
selectable by tabs. 

The following views are available: 

• Overview (shows operations in Pseudocode and lets you invoke them) 

• Documentation (a drill-down view of Web service components based on namespace, 
local name, schema components, and use) 

• Files (displays contract components as formatted or raw XML, trees, or graphs) 

• Coverage (displays usage statistics) 

The Pseudocode and tree views are very useful. There is also some graph view. 

After examinig the operations, they can be invoked simply by pushing an “Invoke” button. A 
form is presented where the user should fill parameter data. A “Send” command button will 
submit the request and invoke the web service. The response is then presented in the same 
manner (e.g. Pseudocode).  
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Figure 2: Screenshot from the Mindreef SOAPScope tool 

 

A message can be resent any times, with different parameters. Invocations are recorded on 
demand. 

Scenarios 

To organize the calls in reproductible test cases, SOAPScope uses the notion of actions. 
Actions are very similar to messages, but you can manage them in a list, introduce constants 
and variables for recording the conversation state, a.s.o. So actions can be used to build 
small test scripts to perform positive, negative, boundary testing on a Web service. 

Recording 

There is a recording feature in the framework, which allows for recording based on the user  
actions. When running a script back, there is a possibility to pause execution, and to use 
some debugging facilities.  



3/5/2007 PLASTIC Consortium 

PLASTIC  IST-26955  37/119 

 

Simulation 

The framework supports the simulation of web service stubs. For this, they introduce the 
notion of reaction. One can set up responses that the stub will send, delay times, a.s.o. 
There is quite a good deal of work the implementers put on simulations. 

Load testing 

The program even permits to invoke actions in a loop with a predefined time delay between 
calls. However, Mindreef warns that “SOAPscope is not intended to be a load and 
performance test tool”. 

Governance 

SOAPScope provides also strong support for governance. It has a prebuilt set of rules and a 
user can build a custom one. The prebuild set contains Mindreef basic diagnostics and best 
practices and an interactive version of the WS-I basic profile.  There is a very extended 
support for analysis and design-time governance. 

Extras 

For those who are accustomed to Eclipse, SOAPScope comes with an Eclipse plugin, which 
implements some of the web interface functionality. An MS Visual Studio plugin is also 
available. 

2.5.3 PushToTest TestMaker 

TestMaker is a framework and utility that builds intelligent test agents which implement users 
interactions in several environments. This program is developed in Java (so it is multi 
platform) and the core is available under an open source license.  

Protocols 

There are handlers available for the following protocols: HTTP, HTTPS, SOAP, XML-RPC, 
SMTP, POP3, IMAP. It follows that the tool can test web applications, web services and mail 
systems. The list can be extended by writing new protocol handlers. 

The open-source version does not support remote clients for distributed testing, but the 
software TestNetwork sold by the same company is able to perform remote clients. That is 
not open-source. 

Graphical Interface 

The framework comes with a graphical user interface, which includes a syntax-sensible 
editor, a file browser and a test running toolbar and console (see Figure 3).  

Despite of this user interface, to create complex test scenarios it is necessary to write the 
testing scripts (called agents here) by hand. This is somehow similar to Junit or Htmlunit. The 
scripting language is Jython. 
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Figure 3: Screenshot from the PushToTest TestMaker tool 

Test Agents 

TestMaker can generate a test skeleton client from a WSDL file. However, all invocation 
arguments are empty strings here; they should be filled by the test engineers. To support 
this, a TOOL library implemented in Java is provided. It provides, between others, 
datasource objects, for example. To create complex test scenarios, it is necessary to 
understand Jython and the TOOL library. A number of example agents are provided. The 
source code is also available. 

Recorder 

You can set up a proxy in TestMaker which intercepts the http messages you exchange with 
your browser. This can be used, for example to record an http conversation and to create a 
test script from it. This is what the Agent Recorder is doing. 

Of course, currently this works only for “traditional” web applications, since the Recorder 
creates an html agent. But this could be extended for SOAP messages as well. 

Load test 

TestMaker comes with XSTest, a module which allows running and monitoring of multiple 
agents concurrently. The load scenario should be set up by scripts. After execution, a utility 
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parses the log files and extracts statistical information. Usually the result code, time to 
complete, memory footprint, number of concurrent users a.s.o. are recorded.  

Conclusion 

In summary, this tool is by far not as featured as similar products developed in industry. But it 
has the advantage of being open-source and extendable by anyone who has software 
development capacity. 

2.5.4 Summary Table 

We have collected the main framework features in a comparative table. 

 Parasoft SOATest Mindreef SOAPScope PushToTest TestMaker 

License Commercial Commercial Open-source core, some 
parts commercial 

Protocols HTTP, HTTPS, 
SOAP, WS-
Addressing, WS-
Security 

HTTP, HTTPS, SOAP HTTP, HTTPS, SOAP, 
XML-RPC, SMTP, POP3, 
IMAP 

WSDL test Yes - - 

Unit test 
generation 

Yes Yes yes 

Scenario testing  with the user interface with the user interface scripting by hand 

Scripting 
language 

Jython, Java, or 
Javascript 

- Jython 

User Interface Graphical (Windows 
native) 

Web (browser), Eclipse, 
VS Studio plugins 

Some graphical (Swing), 
mainly script-oriented 

External 
datasources 

Yes - yes, with TOOLS API 

Recording - Yes yes 

Simulation (server 
stubs) 

Yes Yes - 

Governance custom WS-I Basic Profile, 
custom 

- 

WS-Security XML Encryption, 
signing, key stores 

- - 

Load testing predefined testing 
scenarios 

Some In program, commercial 
distributed environment 

Reporting HTML, XML, PDF, 
CSV 

HTML TXT 

Documentation Good Good distributed, good samples 

Extras WS-Security Team server, nice 
message views, IDE 
plugins 

Mail protocols 

Table 1: Features of the examined WS testing tools 
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2.5.5 Discussion 

By examining the above table we can derive some conclusions about the current state-of-
the-art of service testing in industry. Web service testing is usually expensive: the featured 
tools are commercial and highly priced. They are also “closed” in the sense that they propose 
only a given methodology for testing services, for which they develop and provide a good, 
usually graphical user interface oriented support. In contrast, the open-source programs are 
less featured but more flexible, the emphasis being on programmability and extensibility.  

The above mentioned and similar tools could be used for validating Plastic services, but they 
have some limitations. First of all, they are mostly optimized for functional testing only. 
Parasoft SOATest provided built-in tools for some predefined load testing scenarios; 
TestMaker has a distributed environment available commercially. In the PLASTIC validation 
framework, we need functional and extra-functional testing. In particular,  we deal with QoS 
testing and validation, which was not found in any of the existing tools we examined. 

Another common aspect of the industrial tools is the testing process: it relies on manual test 
cases, developed by testers, usually based on a deterministic environment setup.  In 
contrast, we focus on diverse service and environment models, which can be developed in 
earlier phases of the development and enable an automatic testing process.  We also 
consider some non-deterministic environment behaviour. Although testing in this way may 
still be a preliminary attempt from research, it seems to prospect many advantages 
compared to traditional techniques. In other terms the proposed PLASTIC validation 
framework is a research work in progress, which can be of course complemented by the 
application of existing tools such as the ones surveyed here. 

2.6 Summary  

In this chapter we have overviewed related work in the areas of interest for PLASTIC WP4 
approaches. In particular, we have overviewed problems and technologies related to the 
testing of mobile distributed concurrent systems, methodologies and existing approaches for 
runtime monitoring, the issues implied by the validation of QoS, and we have illustrated some 
existing tools for WS testing. As the extent of the chapter shows, the scope of validating 
service-oriented application is very broad. In the following chapters, we will build a test and 
monitoring framework that relies on and complements the surveyed work. 
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3 Context Setting and Background 

3.1 Introduction 

Inherently, testing is an activity that asks for the exploitation of the specific peculiarities of the 
different contexts to which it is applied. This chapter, extending the insights outlined in the 
introductory chapter, is aimed at providing a general discussion on the application domains 
that are the objectives of the project investigation, and how validation should be approached 
within PLASTIC. In particular the next section discusses which are the objectives, the new 
stakeholders and the new problems that we face in the B3G and service oriented 
environments. Successively Section 3.3 puts the various approaches that we are developing 
within WP4 in the context of a possible testing process. Finally Section 3.4 provides some 
background and introductory material to make easier the comprehension of the following 
chapters in which the specific solutions proposed are illustrated in detail. 

3.2 Problems and Objectives 

PLASTIC intends to define and develop instruments that will make the setting of service 
oriented application within the B3G context easier. Among these instruments particularly 
relevant are those for verifying that developed software is correct and behaves accordingly to 
the specifications. The first steps in the definition of such instruments is the identification of 
possible testing targets. Within the SOA paradigm, three main testing targets have been 
identified asking for customised testing techniques, i.e.: 

1. Single Services: different specifications can be considered to assess the 
implementation of a single service. First possibility is to use a specification defined by the 
developer of the service. Another opportunity is that the service is actually derived from a 
specification defined by someone else. In both cases the assumption is that these 
specifications are available and retrievable from some repository. 

2. Orchestrating Services: in this case the target of a testing campaign is a service 
that aims at integrating different services to provide a complex service. The specification for 
such a kind of service is in general available only to the organisation that developed or 
deployed it. At the same time using orchestration languages such as BPEL the specification 
and the implementation coincide. It will not make sense then to apply model-based testing to 
verify that the implementation conforms to the specification and that the invocations are as 
specified. What is still relevant instead, is checking that the orchestrating service makes valid 
invocations on the orchestrated services (with respect to their published interface and 
specifications). Assuming such services as correct it is possible to verify if the orchestrating 
service makes wrong assumptions on the used services. 

3. Choreographies: in this case the objective of the testing phase is to verify that the 
task specified by the choreography can be actually carried on by the integration of services 
each one acting one of the different roles foreseen by the choreography. The emergence of a 
mismatch among expected and actual behaviour highlight that the services integrated are not 
suitable for the specific purpose. 

Within PLASTIC we are mainly interested to the first two categories of scenarios, and in the 
following some possible solutions for those two cases will be illustrated.  

The testing phase is also strongly influenced by the motivation and objective of the 
stakeholder carrying on the verification phase. In the service-oriented context, the 
stakeholders possibly interested in testing a service or a set of services are described in the 
following table. 



3/5/2007 PLASTIC Consortium 

PLASTIC  IST-26955  42/119 

 

Service validation stakeholders 

1 Service 
Developer 

in order to provide a good quality service the developer tests the service 
under development to assess the correspondence to the specification. The 
developer can apply both white and black box approaches. The 
specification used to derive black-box test cases could be successively 
made available to service customers. 

2 Service 
Deployer 

this stakeholder acquires a service from a developer and deploys it on a 
server, making the service available to possible users. In testing the 
service the deployer wants to verify that the service actually behaves as 
agreed with the developer. However, it is not uncommon that the 
developer and the deployer coincide. 

3 Service 
Integrator 

aim of the service integrator is to assemble several services to provide to 
the user a more complex service. Testing is focused on verifying that the 
assembled services behave as expected and then that the composed 
service can correctly provide the specified service. 

4 Service 
User 

when accessing a service the user ultimately wants that his/her 
expectations are satisfied. Testing could be a useful mean to verify that the 
service corresponds actually to what he/she needs. Nevertheless as 
correctly noticed in [22] testing is really an expensive task and really 
difficult to apply during the discovering and binding of a service, especially 
when some kind of dynamism is allowed. It is probably more reasonable in 
this case that the user specifies some parameters concerning the required 
service and that the service provided by the directory service is in some 
way “guaranteed” – see next item. 

5 Directory 
service 

aiming at providing only high quality service to the users, the provider of a 
directory service can be interested in testing that the services asking for 
registration are of “good” quality. For this purpose the directory could 
submit the service under registration to a verification step before granting 
the registration. Different kinds of specification can be considered for 
testing purpose. Section 5 discusses in detail the topic providing a possible 
approach to couple testing to the registration phase. 

6 Standard 
Body 

release of agreed specifications allowing for choreographies can open 
interesting scenarios for testing. A choreography allows for  specifying high 
level integration and coordination of abstract services to which possible 
developers must conform; this would make it possible the establishment of 
standard organisations interested in developing choreography 
specifications and at the same time willing to verify that a set of services 
can actually implement the specified choreography. 

Table 2: Possible stakeholders for service validation  

Certainly the above listed different stakeholders will use different approaches and techniques 
to test a service. PLASTIC is developing technologies that in different moments might help all 
of the stakeholders listed above to verify a defined service, except for the case of the Service 
User. The rational behind this choice resides in the fact that in the B3G domain the service 
end users generally rely on computationally limited devices (e.g. cell phones) that are not 
suitable for carrying on testing activities, and that they certainly have no time or willingness of 
testing a service before usage. They would like to use high quality services without the 
necessity of testing them in advance, relying instead on directory services to get high quality 
services. 
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The two lists above provided an answer to the questions of “what?” and “who?“ when testing 
within the service application domain and in particular within PLASTIC. In the introduction we 
discussed which are the new challenges that we need to solve within the domains 
considered by PLASTIC and so we answered to the “why new approaches and techniques to 
testing are required?”. The next section will now provide an introductory overview for the 
following chapters in which different approaches for the validation of “PLASTIC applications” 
are specified. 

3.3 Adopted PLASTIC Validation Methodology 

This section illustrates the different testing approaches that are under development within 
PLASTIC. What is proposed and discussed in the remainder of this deliverable is not meant 
to be a closed set of techniques inclusive of “all the necessary” for the testing phase within 
PLASTIC. The solutions that are proposed in WP4 try to address some of the peculiar testing 
problems within the B3G and service oriented domain. Nevertheless approaches, techniques 
and tools for testing developed within other domains could certainly be useful when adapted 
to the new concepts of this new environment, and then complement the solutions that are 
proposed here. 

The solutions that are under study within PLASTIC cover different aspects of testing and are 
intended to be applied in different phases of the software lifecycle, as said possibly 
complemented with other “standard” approaches.  

In particular within PLASTIC we classify the lifecycle of software services according to two 
different main stages: off-line and on-line. The distinction between these two phases has 
already been discussed in Chapter 1 and mainly relates to the environment in which the 
software is inserted in a specific moment. Therefore during the off-line stage the software 
under analysis is inserted in an artificial environment and experimentations will be carried on 
in such a context. Obviously to have reliable results the reproduced environment will try to 
simulate as closely as possible the characteristics of a real environment. On the contrary 
during the on-line stage the software is inserted in a real environment. In such a context the 
evaluation can certainly be more realistic but at the same time suitable mechanisms are 
required to avoid that the insertion of instruments for testing and validation purpose within the 
real environment could influence the behavior of the whole system in terms of provided 
functionality and QoS. 

 

 

 

Figure 4: PLASTIC testing stages 

Figure 4 shows the two main stages of the software lifecycle, and also identifies the main 
steps within the on-line stage: From a tester’s viewpoint, it is important to distinguish whether 
the deployed service is already published and available to the end users, or not yet. As 
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shown in Figure 4 for testing purpose the on-line phase has been in fact split in two different 
sub-phases. The first one is related to the deployment of the software and the second one to 
the real usage of it. In turn the deployment phase, which is targeted to bring the software in a 
status that permits other services to access it, has been subdivided into three different steps. 
The first one concerns the installation of the software on a real machine and in general  
refers to the activities of copying software artefacts in specific locations. The third 
deployment sub-phase is the publication and is referred to the registration of a software 
access point within a directory service. If the publication ends successfully the software will 
be available to other for access. Hence within the On-line stage we identify Installation, 
Admission, Publication and Live Usage. In grey we show the boxes corresponding to the 
subphases for which PLASTIC will provide specific solutions. To each one of these boxes a 
separated chapter is devoted in the remainder of this document and in the next section 
introductory material is provided. The solutions proposed will focus both on functional and 
QoS validation aspects. More in detail Table 3 shows the approaches and techniques that 
will be used in the different sub-phases of Figure 4. 

In brief, for the off-line testing stage PLASTIC will rely on two different approaches for 
functional testing and one approach for QoS evaluation. The first approach to functional 
testing is called AMBITION. This is a tool that is based on the application of model-based 
techniques to the service oriented domain. The application of such an approach to testing of 
services seems particularly appealing given the largely recognized necessity of having richer 
specifications of services. Nevertheless the application of formal model-based techniques 
requires the adaptation and extension of the available theory of formal testing, which is a 
very challenging and demanding effort. 

 

 Functional Extra-functional 

Off-line 
(Development) 

Ambition (Model-Based Testing) 
 
Simulation based Testing 
 
(+Distributed experimentation) 

Puppet 
 
(+ Distributed experimentation) 

On-line 
(Admission) 

Audition (Reuse MBT)  

On-line 
(Monitoring) 

Functional Monitoring of Orchestrated 
Services 

Timed Automata-based 
Monitoring 
 
Adaptive QoS Monitoring 

Table 3: PLASTIC proposed solutions  

The Simulation based testing approach wants instead to provide a mean for the evaluation 
and optimization of test suites. Within the B3G and service domain, testing becomes 
particularly expensive requiring for instance the availability of costly infrastructure. The 
reduction and minimization of test suites become then particularly relevant. 

Puppet is a tool that permits to automatically recreate a reliable test harness for the QoS 
evaluation of services. It is based on the automatic generation of stubs that show predefined 
“QoS behaviour”. Chapter 4 will deeply discuss Off-line testing approaches and techniques. 

We then notice that both functional and extra-functional validation need to rely on top of an 
environment allowing for distributed experimentation. 
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The second subphase of the deployment step in Figure 4 is peculiar of the PLASTIC testing 
approach. The idea underneath this subphase is to associate a testing session with the 
registration and publication process. In such a manner the publication of a software end-point 
will be guaranteed only to high quality software probably reducing the risk of run-time errors. 
Chapter 5 describes Audition, a specially conceived framework that applies the idea of 
testing during the publication step. 

Finally PLASTIC will provide instruments for the verification of software behaviour during the 
live-usage sub-phase (see Figure 4). The basic idea in this case is to develop mechanisms 
that permit to observe the software behaviour during real executions. Observations include 
functional aspects and also QoS parameters. Chapter 6 is devoted to the description of the 
approaches proposed for functional and QoS monitoring. 

A big issue PLASTIC is facing concerns the introduction of mechanisms for the evaluation of 
context-awareness and adaptability before the live usage phase. Even though the monitoring 
of the systems at run-time provides real evidence of the behaviour of a software element also 
for what concerns adaptability, in general the effects produced by wrong behaviour are not 
always easy to remove. Indeed the approaches to testing of a service before live usage 
phase currently defined within PLASTIC do not allow for the prediction of context-awareness 
or adaptability properties of the service, as trying to tackle such qualities off-line is extremely 
expensive. Nevertheless it would be certainly helpful to have mechanisms for the verification 
of context-awareness and adaptability before real usage of a software. In this line PLASTIC 
is conducting several studies trying to introduce mechanisms for context-awareness 
verification before the live-usage phase. The general idea that is under study concerns the 
possibility of defining adaptation policies within a formal model. Such a model should be 
successively used to derive test cases and to reproduce different contexts. At the moment 
this deliverable is written, research on this subject is actively pursued, and interactions with 
both WorkPackage 2 and WorkPackage 3, where mobility and adaptation are being specified 
and implemented, respectively, are ongoing to tackle this point. 

3.4 Modelling 

In this section we provide some preliminary background behind the techniques and tools 
introduced in the following Chapters. 

3.4.1 Behaviour Models 

Off-line approaches adopted in Plastic follow the predominating approach of model-based 
testing. In particular, we are considering two different classes of model-based testing: the 
first, more conventional way to conceive model-based testing, refers to state-based models 
of expected behaviour, in particular we have adopted Service State Machines (SSMs), as 
described in the next section; the second class refers to a simulator not only for design 
purposes but also for guiding test selection. 

3.4.1.1 Service State Machines (SSMs)  

SSMs are a variant of Symbolic Transition Systems [43], dedicated at specifying Web 
Services (WSs). Similarly to UML State Machines every SSM consists of states and 
transitions between the states. Such a machine models "the sequences of states an object 
goes through during its lifetime in response to events, together with its responses to those 
events" [61]. The control and data flow is specified as it takes place at the WSDL interfaces, 
the implementation of the interface methods is regarded as being hidden in a black box. By 
so doing the SSM model can be exerted for black-box testing of WS. 
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In its simplest case an SSM specifies a single port1 of a single WS. In this case only the 
control and data flow is specified as it takes place at the given port. This view is sufficient if 
the WS is basically a stand-alone service, meaning that it does not depend on other WS to 
provide its functionality. 

As we anticipated in Section 3.2, scenarios where a WS does depend on other WS can be 
divided into two classes. First, a bunch of (usually distributed) WSs can communicate which 
each other following a so called coordination protocol. Here the protocol defines at least the 
control flow, meaning the legal ordering of messages as they are exchanged between the 
WS. It describes the externally visible behavior and should be publicly available in registries. 
It usually does not reveal the precise data flow and is therefore not executable. It can be 
used for monitoring the legal ordering of method invocations, but not for active testing due to 
the lack of data flow. It serves as a blueprint for implementing a service which has to match 
the protocol to play a certain role in a coordinated setup. Such a setup is also called a 
Choreography of WS. To specify an only control-flow oriented choreography we use so 
called Coordination-SSM [41]. 

Second, a WS can be implemented via composing other services. Hence such a composition 
is defined in models which have to be executable. Such a composition can be done via 
conventional programming languages or by an executable composition language. In the 
latter case the middleware has to support the composition language by a corresponding 
composition engine. The Business Process Execution Language for Web Services (BPEL) is 
such a composition language. A composition model is not publicly available since it reveals 
the implemented business logic. A composed service is also called an Orchestration. 

SSMs can cover the data and control flow between several services and ports, and they are 
flexible in the way they reveal data information. In one extreme they describe the mere 
control flow (as a coordination protocol). In the other extreme they additionally describe the 
complete data flow. But also intermediate cases are possible, allowing the modeler to deal 
with nondeterminism and incomplete information about the participating services. This is 
crucial in a SOA setting, where one cannot expect to have access to implementation details 
of all services. For some only a very general, external description of the offered service might 
be available, and some services might be totally out of the control of the modeler. 
Furthermore, giving the complete data flow of a coordinated setup of services might simply 
be a too complex and time-consuming task. To specify data-enriched scenarios we use so 
called Multiport-SSM [41]. 

Summarized, SSMs can be used to model Choreographies with a desired amount of data 
information, and Orchestrations of services. Within Plastic the latter seems dominating, 
although the nextcoming integration stage will better evidence which specific scenarios will 
be of importance. 

In Figure 5 an exemplary setup of WS is given as an UML 2.0 component diagram. Such a 
diagram can be seen as a graphical representation of a WSDL-file. Asynchronous interface 
operations are denoted in an extra <<signal>> compartment. The diagram describes the 
static aspects of a procurement scenario adopted from [2] which is briefly summarized next. 
The Customer WS can connect to the Supplier  WS to gather information about the price, 
availability, delivery dates etc. of goods by means of the requestQuote() operation. Then it 
places the order by an orderGoods() operation. The Supplier WS checks at the Warehouse 
WS whether there is a shipment available by a checkShipAvailable() operation. Based on the 
result the Supplier WS responses the Customer  WS a cancelOrder() operation (e.g. he ran 
out of stock) or confirms the order by a confirmOrder() operation. If the supplier can deliver, 
the following sequence occurs: the customer pays (makePayment()), the shipment is ordered 
at the warehouse (orderShipment()), the shipment details are provided to the customer 

                                                
1
 A port is also called an EndPoint, i.e., a concrete binding of an interface to a network address. 
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(getShipmentDetail()), the customer confirms its order (confirmShipment()) and the 
warehouse confirms the shipment to the supplier (confirmShipment()). 

 

Figure 5: Exemplary setup of WS 

SSMs can now be used to specify several aspects of this scenario. For instance one might 
be interested in the intended Choreography as being described above in plain text. For very 
simple cases sequence diagrams (as in Figure 6) suffice here: 

 

Figure 6: The choreography as a Sequence Diagram 
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Since the UML 2.0 it is possible to describe alternative behavior in one single sequence 
diagram via the “alt” conditional execution, however, this stretches the diagram for every 
described alternative. Also, cycles and complex dependencies cannot be modeled. Hence, 
sequence diagrams are not suited to specify (complex) alternative behavior; we just present 
this one here to illustrate the protocol also with a model which might be more familiar to the 
reader. In Plastic we intend to use instead Coordination-SSM. Every Coordination-SSM is 
attached to a corresponding Component Diagram. The next picture (Figure 7) is a 
Coordination-SSM describing exactly the same scenarios as the upper sequence diagram: 

 

Figure 7: The choreography as a Coordination-SSM 

 

The shown Coordination-SSM consists of nine states. The state labeled by 1 is the initial 
state. Every label at a transition refers to an interface method which is referenced by writing 
the common dot-notation interface-name.interface-method(). By giving the interface method 
the location where the message appears within the coordinated setup is precisely specified. 
For instance referring to S HandleCustomer.requestQuote() specifies the method 
requestQuote() which is sent by the PCS-port of the Customer to the PSC-port of the 
Supplier via the S HandleCustomer  interface. 

Such a Coordination-SSM can be further refined and enriched with data to represent an 
executable Multiport-SSM. Figure 8 represents such a Multiport-SSM focusing on the 
Supplier-role: 
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Figure 8: A multiport-SSM specifying the supplier-role 

To model the data involved, the SSM-model allows to use advanced transitions dealing with 
variables and guards. There are global variables which allow the SSM to store values, and 
message parameters which represent the parameters of the interface messages. Global 
variables are global to the SSM whereas message parameters are local to the transition 
where the message occurs. In such a data-enriched Multiport-SSM a transition has five 
parts: 

1. Source state 
2. Message Signature — an interface message together with its parameters. 
3. Guard — an expression which is evaluated to decide if the transition is eligible to 

fire. It can deal with message parameters of the message of its transition, and 
global variables. 

4. Variable Update — new values for the global variables can be assigned here. 
5. Target state 

The shown SSM makes use of the global variables quoteRequested, quoteIssued, 
quoteOrdered of type Quote, and the boolean variable isShipAvailable. Such global variables 
are a crucial concept for having a natural and powerful specification model. These concepts 
sometimes cause confusion when the strict duality between specification models and 
implementation models is overlooked. Of course, a black box specification must not refer to 



3/5/2007 PLASTIC Consortium 

PLASTIC  IST-26955  50/119 

 

the real implementation details like variables which really exist in the implementation. 
Specification variables like global SSM variables are used to abstractly model the state of the 
service and have not any kind of semantical relation to real variables from the service. 
We exemplify the data concept on the operation requestQuote(r:QuoteRequest):Quote. 
Since this is a synchronous operation it is modeled as a pair of transitions, one representing 
the method call going from state 1a to state 1b, and one representing the synchronous return 
of type Quote going from state 1b to state 2. Looking at the first transition the label mentions 
first the message signature requestQuote<r:QuoteRequest>. Here we refer with r to the 
message parameter of type QuoteRequest. Next, the guard [r.quantity>0] constrains the 
attribute quantity of r to be a positive integer. Remember that message parameters are local 
to a transition, not global to the whole SSM as global variables are. Hence we have to save 
the value communicated via r in a global variable quoteRequested. This is done via the 
assignment quoteRequested:=r. The succeeding transition from state 1b to state 2 
corresponds to the returned value of the synchronous requestQuote operation, which is an 
object of type Quote, referenced by the message parameter q. The guard here ensures that 
returned quote deals with the same product as mentioned in the requested quote. It further 
constrains the offered quantity to be less or equal to the requested one, and ensures that the 
mentioned sum of the quote equals the quantity times price per item. This is done by relating 
the global variable quoteRequested and the method parameter q. Finally, the offered quote is 
saved in the global variable quoteIssued. An asynchronous method corresponds to a single 
transition since here no value is returned, for instance the method orderGoods corresponds 
do the transition from state 2 to 3a. As usually done, input messages are preceded with an 
question mark, and output messages are preceded with an exclamation mark. 
 

We will not go into further details here and refer instead to [41] [42]. Semantically SSMs map 
to Labelled Transition Systems (LTSs). For LTSs well studied testing theories, algorithms 
and tools exist, see [21]. Within Plastic we are developing a tool which automatically tests 
WSs based on the introduced SSM models and the algorithm presented in [44]. 

3.4.1.2 Simulations 

Discrete-event simulations (DESs) are commonly used during the design and development 
of networked systems and services. Traditionally, simulations are used to help understand 
the behavior and performance of complex systems. Here we are interested in using them to 
help guide testing [95]. 

Discrete-event simulations are organized around the abstractions of process and event. 
Briefly, processes represent the dynamic entities in the system being simulated, while events 
represent a stimulus applied at a particular time to one of the running processes. When 
simulating networked services, processes are used to represent the core components of the 
system, as well as environmental entities such as the network or external services. Events 
represent messages exchanged by the components and can be thought of as generic 
structured data types. Virtual time is advanced explicitly by processes to represent 
"processing time" and advanced implicitly when events are scheduled to occur in the future. 
To run a simulation, processes are instantiated, initialized, and arranged into a particular 
configuration that is then executed. A simulation executes until there are no longer events 
scheduled to occur. 

As a brief example, consider a simple client/server application designed to operate in a 
network environment with unreliable communication. The simulation of this service consists 
of three process types, Client, Server, and Network, and two event types, Request and 
Response. The Network process is used as an intermediary through which events between 
clients and servers are scheduled. Network latency is implemented in the simulation by 
having the Network process control the scheduling of event deliveries. The unreliable nature 
of the network is implemented by coding the Network process to probabilistically drop events 
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by ignoring them. A given configuration might include four process instances: s:Server, 
c1:Client, c2:Client, and n:Network, communicating using an arbitrary number of Request 
and Response events. 

Clearly, the simulation code of this example can be used to experiment with network 
latencies and drop rates under different configurations, as a means to predict overall 
performance, and to evaluate scalability and other properties. But, how can the simulation 
code be used for testing? 

To make the discussion more concrete, we use an example networked service, GCDService, 
which is a service that computes the greatest common divisor of two integers upon request. 
GCDclient components construct a request message containing the integers of interest and 
send it over an unreliable network to a server. A GCDserver component waits for requests 
and provides responses either by looking up a cached copy of the result from a previous 
request of the same integers or by computing it directly through the application of Euclid’s 
algorithm. 

The natural way to represent a networked service within a DES is to map components of the 
service to DES processes, and to use events to represent the arrival of messages at the 
components. This model is used ubiquitously by distributed-system researchers and 
practitioners. With this basic model, it is relatively straightforward to preserve and represent 
the fundamental properties of networked services. 

o Latency: the behavior of the network can be implemented as a process. Message 
propagation delays are implemented by altering the scheduled time of message arrival 
events. 

o Separate address spaces: processes in the simulation should not communicate directly 
(i.e., by invoking methods), but instead use events. 

o Partial failure: within a DES environment, processes can stop at any time, but other 
processes have no direct way of determining this. 

o Concurrency: within DES environments, processes execute independently, using simple 
directives to simulate delays or pauses in processing. 

For a developer, the challenge of modeling a networked service is in determining the level of 
abstraction at which to implement algorithms and behavior. There are no rules about how to 
proceed, and to a large degree it depends on the intended use of the simulation and 
experience of the simulation developer. Part of the power of using such a flexible paradigm is 
that it can easily be tailored to the situation at hand.  

For example, with GCDService, the core functionality is provided by Euclid’s GCD algorithm, 
and the distributed functionality related to the caching behavior, sending and receiving 
messages, is wrapped around it. When modeling this system, the developer must decide 
whether to include Euclid’s algorithm and thus have a fairly complete simulation, or to 
exclude it to focus on the distributed processing done by the GCDserver component. This 
decision is influenced by, and impacts the testing process. If the simulation developer knows 
that Euclid’s algorithm is undergoing extensive testing in isolation, they might abstract away 
this logic in the simulation, and thereby limit the scope of what system-level tests will 
address. On the other hand, if the developer performing system-level testing is worried that 
the testing of this module is incomplete at lower levels, they can include the algorithm in the 
simulation and ensure that its functionality is adequately exercised. 

Modeling the network is a key decision that developer must make. There are several 
possibilities. At one extreme, the developer may model each physical network link that 
connects components of the service, the routers and switches, and the like. This would be 
appropriate in situations where the behavior of the service was influenced by individual link 
properties. At the other extreme, the developer may represent the entire network as a single 
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process and manipulate delays and drops globally. The DES paradigm is flexible enough to 
account for either extreme, or virtually anything in between. 

To simulate the networked services we consider in this work, we developed a simple 
simulation environment that encourages a particular programming style and makes certain 
modeling decisions. Foremost, we represent the network as a single process that has 
homogeneous drop and delay rates; we do this because our experimental method requires 
that we can automate the selection of simulation inputs, and more detailed network 
implementation would make this difficult. We also chose to include the notion of "ports" with 
communication channels to make the simulation implementation have the flavor of low-level 
sockets programming. Finally, we adopted a coding style in which message objects (i.e., 
events) are limited to being structured data types without methods of their own. 

3.4.2 QoS Annotations  

The openness of the environment characterizing the Service Oriented Architecture (SOA) 
paradigm naturally led to the pursuit of mechanisms for defining Quality of Service (QoS) 
level agreement specifications. Nowadays the idea is widely accepted that an effective 
software design process cannot only focus on functional aspects, ignoring QoS-related 
properties. For Service Oriented systems, as well as for many other kind of complex 
enterprise applications [18], communication networks and embedded systems [14] it is 
certainly no longer possible to propose solutions without adequate consideration of their 
extra-functional aspects [77]. 

Nevertheless, traditionally agreements have been not machine-readable. In software 
engineering only basic notion of agreements have been experimented by means of Interface 
Description Languages [76][77]. In recent years both industry and academia have shown a 
great interest on this topic. Concerning the Services Oriented technologies, Service Level 
Agreements (SLAs) represent one of the most interesting and active issues. SLAs aim at 
ensuring a consistent cooperation for business-critical services defining contracts between 
the provider and client of a service and the terms governing their individual and mutual 
responsibilities with respect to these qualities [100]. Usually a SLA contains a the technical 
QoS descriptions with the associated metrics. These information are referred as Service 
Level Specifications (SLSs). In the following a brief description of two languages for service 
level agreement specification are reported. 

WS-Agreement is a specification defined by the Global Grid Forum (GGF) aiming at 
providing a standard layer to build agreement-driven SOAs [49]. The main assets of the 
language concern the specification for domain-independent elements of a simple contracting 
process. Such generic definitions can be extended by domain-specific concepts. In an 
agreement not every type of content is directly defined. Specifically, the syntax defines 
statements in order to describe concepts and terms of a generic agreement as top level 
entities [76]. The use of special construct wraps and integrates the definition related to a 
specific agreement term. 

The top-level structure of a WS-Agreements offer is expressed by means of a XML 
document which comprises the agreement descriptive information, the context it refers to and 
the definition of the agreement items (see Figure 9 ). 

The Context element is used to describe the involved parties and other content of an 
agreement not representing obligations of parties, such as expiration date. An agreement 
can be defined for one or more contexts. 

The defined consensus or obligations of a party core in a WS-Agreement specification are 
expressed by means of Terms. Special compositor elements (e.g., AND/OR/XOR operators) 
can be used to combine terms enabling the specification of alternative branches and nesting 
within the terms of agreement. 



3/5/2007 PLASTIC Consortium 

PLASTIC  IST-26955  53/119 

 

The obligations of parties are organized in two logical parts. The former specifies the 
involved services by means of the Service Description Terms. Such part primarily describes 
the functional aspects of a service that will be delivered under an agreement. The latter part 
of the terms definition defines measurable guarantee associated with the other terms in the 
agreement and that can be fulfilled or violated. Usually this part refers to defines QoS 
specifications. The information contained into the fields of a Guarantee Term is expressed by 
means of domain-specific languages. 

 

 

Figure 9: WS Agreement document structure 

Another example of language for service level agreement is SLAng [67]. SLAng defines a set 
of SLAs corresponding to the different kinds of interaction with a service. In particular, the 
main classification splits the agreements in vertical and horizontal ones. The former subset 
refers to a service providing infrastructure support for a client, while the latter to the case in 
which the client subcontracts part of its functionality to a service of the same type [100]. 
Examples of vertical SLA are the ones between service provider and host or between a host 
and storage service provider. On the other hand, a horizontal agreement is contracted 
between a service and an Application Service Provision. The SLAng syntax was formerly 
defined using XML Schema [67]. However, in [100] the authors propose a UML-based 
specification of the semantics of the language. Since the OMG had meanwhile specified the 
UML QoS Profile [86] to represent services and SLAs, the authors have reused such 
specification by defining a QoS catalogue for SLAng.  

For more and detailed information about the adopted language for Service Level Agreement 
specification, we refer to the deliverable produced by PLASTIC WorkPackage 2  [93]. 

According to the PLASTIC conceptual model definition [92], SLAng is adopted as the 
reference SLA language in the project. This means that the specific implementations of the 
various environments should consider to manage at least QoS annotations expressed in 
SLAng2. Nevertheless, the tools that will be designed to build a QoS validation environments 
will be proposed as more independent as possible of a specific SLA language.  

                                                

2 At the time of writing the QoS elements of the PLASTIC Conceptual Modeling are already 
identified, but it is not yet defined how the PLASTIC tools will represents/store such 
information. Thus, if on the one hand it is possible that any of the PLASTIC validation tool 
could use an ad-hoc SLA language, on the other hand it is assumed that the such a 
language must describe the same concepts on which SLANG predicates with the same 
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3.5 Summary 

This chapter has provided an overview of the context in which the WP4 validation framework 
will be built, in particular we discussed the objectives, stakeholders and  problems that we 
face for validation in the B3G and service oriented environments. We have also introduced a 
summary of the overviewed testing process, in which the proposed approaches find their 
place. We have also provided some background and introductory material useful to the 
comprehension of the detailed solutions illustrated in the following chapters. 

 

                                                                                                                                                   

semantics defined by means of PLASTIC Conceptual Model. As consequence, the possible 
integration of such tools should concern just minor but necessary syntactic translation issue. 
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4 Off-line Validation Stage 

4.1 Introduction 

Off-line validation means that the system under evaluation is tested separate from its real 
working environment, from which it is decoupled. Hence its environment is artificially created, 
mostly simulated. Simulation plays an important role in off-line testing. We are targeting to 
validate a distributed system. Therefore traditional testing techniques used for a long-time in 
industry, developed for component-based, non-distributed architectures have a limited 
applicability. Traditionally, testing in industry is achieved by developing test suites, which 
contain test cases, each testing one particular feature of the system under evaluation. The 
test suites are usually developed by test engineers and written by hand, which makes them 
costly for large scale or evolving systems. That is why automatic test generation and 
execution techniques gain more attention in the recent years. In this chapter we are focusing 
on automatic testing, and will present a few methodologies for achieving this. To automate a 
validation process, one needs to have input from a higher level of abstraction, which are 
called models. There can be developed a large variety of models, even for the same system, 
depending on the system parts or properties in focus. This chapter will expose techniques 
which use different models, therefore they are fairly independent. Chapter 7 will then deal 
with integration of these techniques. 

Section 4.2 presents the design of a tool called Weevil for automating the process of 
experimenting with networked services. By experimentation we mean deploying, executing 
and gathering data on testbeds. To do this in practice, we need, beside the services under 
experimentation, a testbed where the components of the services will be deployed and 
executed. Examples of general-purpose testbeds are PlanetLab and EmuLab. The testbed 
should be configured according to a (quite simple) testbed model. The service under 
experimentation should also conform to, or wrapped into, a specific conceptual model 
containing components, start up scripts, and so on. The test engineer then has to map the 
components to the testbed hosts using a host-mapping model. To stimulate the service (with 
service calls), so-called actors are configured, which are program segments that mimic the 
behavior of service users, generating a specific workload. The workload will also be 
automatically generated from a workload model, specified at design time. Having these in 
place, control scripts are generated to manage the execution of the experiment. 

Section 4.3 presents how to use simulation-based testing in PLASTIC. The basic idea is that 
the specification, not the implementation, is used as the vehicle for developing test suites.  A 
pool of test cases is generated, for example based on some coverage technique. Then the 
method selects an adequate test suite from the test pool. To do this, a test data adequacy 
criterion is selected and, similar to the standard methods, new tests are selected until the 
criterion has been satisfied. The difference is that we use the specification in the form of a 
simulation, and not the implementation, to determine the adequacy of a test suite. The 
applied criteria can be statement, all-branch or definition-use pair coverage. Moreover, we 
also predict the (relative) effectiveness of candidate test suites using a fault-based (mutation) 
analysis. The hypothesis is that we can do this sort of analysis (suggesting effective test 
suites) using a simulation of a service at much lower cost than what would be required to do 
so on the implementation itself. 

In Section 4.4, we propose an approach for model-based testing of WSs. We assume that 
the system to be evaluated is a setup of Web Services which interact in coordinated 
scenarios. The static structure of the services and their operations are described in WSDL 
files. The dynamic, behavioural aspects, that is the possible scenarios of message and 
control flow are described in another model, called SSM specifications. Such a specification 
contains the sequence of all possible message invocations in a given state of the system, 
augmented also with permissible data flow specification. The WSDL and the SSM 
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specification will be stored in a PLASTIC registry. In the testing/validating phase, a testing 
engine - AMBITION - is going to take these specifications and then test a given service or a 
coordinated setup of services "on-the-fly", that is generating test data dynamically, at testing 
time. Another tool, called JESSI, is meant to help the service developer in creating dynamic 
SSM specifications using a graphical user interface. 

In the last section, an approach for the automatic derivation of test harnesses is presented. 
These are generated in such a way so as to test/assess that a given system can afford the 
required level of QoS (e.g., latency, reliability and workload) defined in a corresponding 
SLA/SLS for a composition of services. The generation of a test harness is done in two 
phases: first a set of stubs is generated which will simulate the extra-functional behavior of 
the services in the composition, then the second phase foresees the composition of services. 
Regarding the SLA/SLS specification, the method is general, but in line with what proposed 
in PLASTIC WP2, here SLAng will be considered as a reference language for SLA/SLS 
descriptions. The generation of stubs will be done also as a two-way process: first, an empty 
stub set is generated from WSDL-s, using common techniques, then these implementations 
are filled with some behavior that will fulfill the required extra-functional properties for the 
service corresponding to the stub. As an example, a latency declaration is modeled by 
introducing a delay in the generated code. 

4.2 Experiments on Networked Services 

Engineering a highly distributed system such as a B3G networked service is a challenging 
activity. The difficulties are due in part to the intrinsic complexity of the services and the 
protocols used to integrate them, and in part to the practical obstacles that one faces in 
evaluating and tuning alternative designs and implementations. Difficulties of the first kind 
arise early on in the development process, where analytical methods and simulations can 
offer valuable guidance to the engineer. By contrast, the latter kind of difficulties are typical of 
the later stages of development, where only systematic, repeated experimentation with 
executable prototypes in realistic execution environments can yield accurate results. 

Experimentation is an essential tool employed by the developers of all kinds of software 
systems. It allows them to gain an understanding of various dynamic system properties and 
to help tune their systems prior to deployment. Testing is, indeed, a form of experimentation. 
Experimentation with networked services is particularly important and particularly 
challenging: important in that networked services can exhibit a far greater range of behaviors 
than simple host-based systems; and challenging in that it can be difficult, costly, and time 
consuming to reproduce in the laboratory all possible configurations of a networked service, 
under all possible usage scenarios, and under all possible environmental conditions or 
operational contexts. 

To get valid results, the experimental environment must mimic a networked service's real 
execution environment, and must be able to gather data from the running service without 
introducing unreasonable run-time overhead. The large number of parameters that influence 
a service's behavior often requires many experiments to be configured and repeated easily. 
Since experiments are conducted on services that are being actively developed, and usage 
scenarios often change rapidly and unpredictably, the experimentation framework must 
support efficient refactoring of experiment configurations. Moreover, the scale, heterogeneity, 
and dynamism of networked services make it difficult to conduct these experiments 
manually. Thus, assuming an iterative design/evaluation process, our goal is to provide 
software engineers with tools and methods that allow them to quickly evaluate their design 
and implementation decisions through automated, repeatable experiments. 

At a minimum, experimentation with a networked service consists of deploying and executing 
its components on some sort of testbed. But in many cases, the size and degree of 
distribution of that testbed are crucial to the validity of the experimental results. As mentioned 
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in Section 2.1.1, recent efforts have led to the development of large, general-purpose 
testbeds such as PlanetLab [89], which is a collection of nearly 700 hosts located at over 330 
sites around the world that communicate over the live Internet3 and Emulab [111], which is a 
large, local-area cluster of machines offering a configurable and controllable network layer.4 
PlanetLab provides a generic platform where software systems can be deployed and 
executed in a realistic multi-host environment. It does not, however, provide support for 
large-scale experimentation activities. Emulab provides several primitive but useful 
environmental controls, including facilities for traffic generation and shaping, for constructing 
and modifying a network topology, and for remotely rebooting network hosts. When an 
engineer wishes to run an experiment using a particular simulated operational context, they 
configure the routers to act as a network having a given topology, drop rate, congestion, and 
delay, determine the times at which hosts fail and recover, load the service's components 
onto the hosts, and then start execution of the components. On the other hand, Emulab 
suffers from the same shortcoming as PlanetLab: it does not provide the automation features 
needed to make large-scale experimentation tractable and cost effective. 

Experimentation is much more than simple deployment and execution. It involves complex 
activities such as experimental design, workload generation, data collection, data analysis, 
and overall experiment management. What is needed is a comprehensive framework to help 
software engineers manage and automate experiments with networked services performed 
on distributed testbeds. 

Our approach to such a framework is depicted in Figure 10. At a high level, the process for 
conducting an experiment involves preparation, execution, and analysis. We make use of 
model-driven generative techniques to create scripts that configure, deploy, and manage an 
individual run within an experiment's suite of runs. We also provide a technique that we refer 
to as simulation-based workload generation for creating the application workloads that 
embody client usage scenarios. 

Going a bit deeper, the engineer first populates several models that capture essential 
information about a planned experiment run or “trial” (following the terminology of Fenton and 
Pfleeger [39]). There are separate models for the client activity, the subject service, the 
testbed, the mapping of the subject service's components to the testbed hosts, and the 
mapping of the clients to the testbed hosts. The first model is used to drive the simulations 
that generate the application workloads, while the other models are used to generate control 
scripts for managing the trial. 

 

 

Figure 10: Experiment trial automation 

                                                
3
 http://www.planet-lab.org/ 

4
 http://www.emulab.net/ 
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After the workload and scripts have been generated, the engineer begins the trial by 
executing, on a master host, a master control script that in turn deploys, executes, and 
coordinates several other slave control scripts. The master script is able to automatically 
redeploy and re-execute the slave scripts when a testbed host fails during the trial. Each 
slave script performs three tasks. First it configures and deploys some portion of the subject 
service's components. It then initiates execution of those components. Finally, after the trial 
has concluded, it sends logged output and other diagnostic data back to the master host, and 
performs any necessary cleanup activities. 

During the trial, the subject service is stimulated by the execution of service calls at the times 
and locations dictated by the application workload. The input to the workload generator is an 
operational definition of a set of actors representing clients. For example, if the subject of the 
experiment is a Web caching service, then an actor would represent a person browsing the 
Web or a robotic Web crawler. Actors are instantiated as processes within a discrete-event 
simulation and those processes are then executed in simulation to reveal the actor 
behaviors. The output of the simulation is a simple, time-ordered trace of actions performed 
by the actors. The trace is then processed into one or more workloads. The actions in the 
workload are applied to the system during the trial by actor programs, which are themselves 
deployed and executed by the slave control scripts. 

4.2.1 Workload Generation 

A common practice in software experimentation is to generate a workload on the basis of a 
statistical model that abstracts usage patterns of the subject system. This approach is 
concise and efficient. However, usage patterns often vary widely based on context, and a 
statistical model offers only limited expressiveness. Also, sufficient data must be available to 
create an accurate statistical model of an existing behavior. 

As a more general, complementary approach, we propose an operational technique that 
models usage behavior directly. Specifications for an operational model could come from, for 
example, empirical traces [101], detailed user behavior profiles [80], or an experimentation 
plan in which specific usage scenarios are described. Our idea is to give software engineers 
the ability to quickly and easily express their specific system usage scenarios or user 
behaviors to create a diversity of workloads. 

The workload generation process is illustrated in Figure 11. It allows the engineer to model 
one or more types of actor behaviors as programs written in a common programming 
language, such as Java or C++, supported by a workload-generation library. The actors may 
therefore execute arbitrary functions and maintain arbitrary state. After programming the 
actor behavior types, the engineer populates a scenario consisting of actor instances 
specified in the actor configuration. The actor behavior types and the actor configuration 
make up a workload scenario definition. A workload scenario is then translated into an 
executable simulation program that is linked with the workload-generation library and 
executed to produce the desired workload. 
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Figure 11: Simulation-based workload generation 

The workload consists of all interactions between actors and the subject service, which are 
recorded by a special output function of the workload-generation library. These interactions 
represent service calls that are applied to the subject during the actual experiment execution. 
Thus, we are using a discrete-event simulator to simulate actor behaviors, and capture the 
service calls made to the subject as a reusable and reconfigurable workload that can be 
applied in multiple experimental scenarios. 

Our motivation for developing the simulation-based workload generator is its inherent 
flexibility and scalability. It is flexible in two dimensions. First, it can be immediately used to 
program workload generators based on statistical models. In fact, those generators reduce to 
scenarios with independent stochastic processes. Second, because it is fully programmable, 
it offers a natural way to represent complicated actor behaviors at any level of abstraction. It 
allows for an easy and compact specification of interdependent dynamic client behaviors that 
may result in complex and interesting workloads for collaborative activities. 

Simulation-based workload generation is scalable in the sense that it can seamlessly deal 
with very complex scenarios, consisting of a multitude of interacting actors, executing over 
long periods of (virtual) time. In fact, this is precisely what simulation engines are designed to 
do. This ability to scale up is particularly beneficial because it allows an engineer to produce 
workloads in which complex collective behaviors emerge from simple individual behaviors. 

4.2.2 Deployment and Execution 

A more detailed view of the experiment automation process is depicted in Figure 12. Actions 
are represented by rectangles and are labeled by circled numbers. Input and output data for 
those actions are represented by ovals. Dark ovals represent input models provided by the 
engineer. White ovals represent generated control scripts and data files. The cross-hatched 
ovals represent data generated by the subject service during an experiment. Solid arrows 
represent normal input/output data flow, whereas dotted arrows represent the execution of 
scripts. 
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We take an automated, model-based approach, whereby generative techniques are used to 
transform experiment configuration directives into an experiment management framework. 
This provides three main advantages over manual approaches: (1) engineers are relieved of 
the burden of creating and maintaining a large volume of experiment control scripts, and 
instead must only deal directly with a relatively concise set of configuration parameters; (2) 
models can be shared among experiments and easily tweaked when experiments must be 
changed; and (3) the generative capabilities transparently handle much of the complexity 
brought about by a service's or a testbed's scale and heterogeneity. 

4.2.2.1 Configuration Modeling 

Each trial requires a workload together with experiment configurations for two primary 
models: the subject service under experimentation (SUE) and the testbed. Additionally, 
mappings between the SUE and the testbed, and between actors represented in the 
workload and the SUE, must be provided. These configuration models are represented by 
the dark ovals along the top of Figure 12. They can be programmed in a macro language 
such as GNU m4 [1] by calling declaration macros to instantiate the model elements. In other 
words, the declaration macros will define a set of property macros serving as properties of an 
experiment. Other than the reserved properties described here, we can allow service-specific 
properties to be assigned. All these property macros can be used as parameters in other 
declaration macros. They are resolved during script generation using macro expansion. The 
engineer is supported during this activity by performing extensive checks on the syntax and 
consistency of the configurations, and by providing detailed error messages about any 
problems encountered. 

 

 

Figure 12: Detailed view of trial automation process 
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4.2.2.1.1 SUE Model 

The conceptual model of a SUE is shown in Figure 13. As this figure shows, a SUE is 
comprised of typed Components, Relations between them, and an Order in which to start up 
the components. In general, a SUE can consist of different types of components. Each 
component is declared as an instance of a ComponentType. ComponentType has startScript 
and stopScript attributes, and optionally a config attribute that contains the contents of a 
configuration file. This design allows common attributes to be shared among all components 
of a type. For different experiments targeting the same networked service, an engineer would 
typically need to make minor changes to other entities without having to modify 
ComponentType attributes. The attributes processing and output are used to specify post-
processing of experiment output: a processing script is first executed on the component log 
files, and then the output of the script is copied back from each component's workspace to 
the master. 

The Relations contained in a SUE model are used to represent any binary associations 
between components. They are optional and entirely service specific. In general, relations 
are used in situations where one component references properties of another component for 
its execution. 

Order entities are used to represent the necessary or preferred order in which to start the 
components. This is optional and entirely service specific, since some SUEs require certain 
components to be ready before others.  

 

 

Figure 13: SUE conceptual model 

 

 

Figure 14:Testbed conceptual model 
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Figure 15: Actor-mapping conceptual model 

 

4.2.2.1.2 Testbed Model 

We make minimal assumptions about the nature of the testbed itself. As shown in Figure 14, 
a Testbed has an identifier and a collection of Hosts. Each host in a testbed is an account on 
a network address. In PlanetLab the account is actually the PlanetLab slice name to which 
the engineer is assigned. Each Host is assumed to be capable of running some form of Unix 
commands (even if the operating system is Windows) and so has the attribute 
bourneShellPath to provide its local path to the program sh. The javaPath attribute is needed 
if an actor is implemented in Java, as described below. weevilRoot specifies the workspace 
on the host assigned for the experiment. 

To support deployment on heterogeneous testbeds, the HostType entity is used to partition 
the hosts into categories needed for each software binary package. 

4.2.2.1.3 Mappings 

The two models described above are designed to be largely independent of each other and 
of the workload to be used during an experiment. This gives the engineer a fair amount of 
flexibility in composing experiments. The connection among the three is specified using two 
mappings. 

The first mapping associates the SUE and the testbed by simply specifying on which host of 
the testbed each component of the SUE should reside. The second mapping, shown in 
Figure 15, associates the workload and the SUE. Each workload process is mapped to a 
single component through an Actor that is declared as an instance of an ActorType. 
ActorType represents the implementation of the actors using the same service APIs. An 
actor is a service-specific program that understands how to stimulate the SUE as dictated by 
the workload. 

4.2.2.2 Setup and Script Generation 

Given a set of configuration models, the engineer can now “compile” the experiment 
configurations into the framework scripts that will be used for experiment deployment and 
execution. First, the configurations are checked for consistency, and a per-experiment-trial 
file is generated to control the rest of the process (shown as action 1 in Figure 12). Next, the 
overall workload is tailored according to the experiment configuration (action 2). The 
partitioning of the overall workload into per-actor workloads is also performed as part of this 
action. Finally, a start script, a stop script, and a cleanup script are generated for each 
component in the SUE, and a master control script is generated to manage the execution of 
the experiment (action 3). 
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4.2.2.3 Deployment and Execution 

At this point, the engineer can perform an experiment by simply executing the master control 
script. The master control script deploys the components of the SUE, per-actor workloads, 
actors, and control scripts to the hosts (action 4), then starts all the components and actors 
(action 5). By estimating the round-trip time between the master host and testbed hosts, the 
master script intelligently decides when to have actors begin processing their workloads. The 
master script waits for all actors to complete processing their workloads and then causes 
execution of the stop scripts for each of the components. After all the components terminate, 
post-processing scripts are executed and output is copied back to the master machine 
(action 6). Finally, the testbed machines are cleaned up as necessary (action 7). 

4.3 Simulation-based Testing 

Figure 16 depicts a simple and generic testing process. As a first step, the tester selects a 
particular adequacy criterion to organize the rest of the process. The tester must select a test 
suite that will satisfy the criterion. A test suite is composed of test cases, each one consisting 
of an input vector that includes direct inputs to the system, representing functional 
parameters, as well as inputs to the environment, representing environmental conditions. In 
the figure, actions 2-4 are repeated until the criterion is satisfied. Once a suite has been 
selected, the tester uses it to test the implementation by first mapping input vectors into the 
implementation domain (step 5), and then executing each test case on the implementation 
(step 6). The system is ready for release once it passes all test cases. 

 

Figure 16: A generic testing process 

In traditional testing techniques for simple host-based services, a functional specification of 
the service is used to select inputs that eventually lead to a “specification adequate” test 
suite. This is known in the field as specification-based testing. In the context of B3G services, 
whose correctness is driven as much or more so by extra-functional considerations as 
functional ones, such a traditional specification is too narrow to provide a basis for 
determining the adequacy of test suites. We thus turn to a richer specification technique that 
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can account for both kinds of consideration: the discrete event simulation (Section 3.4.1.2), 
which leads to a new technique that we call simulation-based testing. 

At a high level, our approach rests on two ideas. The first idea is to use the simulation itself 
(i.e., the actual program code written to describe the behaviour of processes and events in 
the simulation) and simulation executions as a basis to formulate general-purpose and/or 
service-specific test adequacy criteria. Referring to Figure 16, the simulation is used during 
action 3, analysis. Thus, given a candidate test case, a corresponding simulation is 
configured and executed to gather data about its coverage of the simulation, much as the 
coverage of the functional specification is used in traditional (specification-based) testing 
techniques. These data are then aggregated for the test suite to determine adequacy. For 
example, a general-purpose criterion might call for statement coverage of the simulation 
code of all non-environmental processes, or a service-specific criterion might require that 
each event type be dropped at least once during a simulation run. Once a criterion is defined, 
the developer can evaluate the adequacy of a test suite by running the test cases in a 
suitably instrumented simulation. 

Note that the process by which individual test cases are created or generated is outside the 
scope of this technique. Similarly, we neither propose nor discuss any specific strategy by 
which the developer might search the space of test suites to find an adequate one; our 
concern is with the decision process, not the search process. 

Step 1 in Figure 16 requires that the developer chooses a single adequacy criterion. 
However, the developer may not have enough information to make this decision with 
confidence. This might be because no good criteria are available or known, due to the lack of 
experience with a particular service, or because the developer cannot decide which criteria to 
adopt out of a set of plausible candidates. Even when a criterion has been selected, the 
developer might be concerned that they have selected an effective test suite. 

Therefore, the second idea is to provide the developer with a general ranking mechanism to: 
(1) fine tune the selection of the most effective suite within the set of adequate suites, given a 
chosen criterion and (2) guide the selection of the most effective criterion for the service at 
hand. This ranking mechanism is also based on the simulation code, and in particular it is 
derived from a fault-based analysis of the simulation code. 

As with all specification-based testing techniques, we analyze a specification to select test 
cases for the implementation. Analysis, in our approach, involves setting up a simulation 
configuration and executing it. In the following discussion, we distinguish four parts of the 
analysis process: 

 (1) modeling: the behavior of a service is coded within a discrete-event simulation (DES) 
environment; 

(2) configuration: parameterized configurations of the simulated service are created; 

(3) simulation execution: parameter values (i.e., test cases) are picked, the configuration is 
executed, and coverage data are collected; and 

(4) aggregation: coverage data are post-processed and aggregated to determine the 
adequacy of a collection of executions (i.e., a test suite). 

Each set of parameter values derived from this analysis constitutes the input vector of a test 
case that is later applied to the implementation during test execution by a suitable test 
harness. 

It is important to understand that the analysis process we outline is a conceptual framework, 
not a specific tool set. The concepts central to simulation-based testing can be applied within 
many different environments. In fact, part of the power of this approach is the manner in 
which it leverages existing tools and techniques. The only constraint we place on the DES 
environment is that it is programmed in a language that is amenable to coverage analysis 
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and mutation. If a common general-purpose programming language is used for simulation, 
then there are a wide variety of coverage analysis tools that can be used off-the-shelf. There 
is less selection of mutation tools, but the major imperative languages are supported. 
Furthermore, the process we outline above makes no assumptions and imposes no 
restrictions on the implementation style of the service. 

Having discussed the first part of the analysis process in Section 3.4.1.2, we now discuss the 
other three parts. 

4.3.1 Simulation Environment 

In order to develop the simulation-based testing technique, we choose a specific DES 
environment, specific coverage analyses, and a specific code mutation tool. We describe the 
technique in this specific context. 

To simulate services, we developed a simple simulation environment that encourages a 
particular programming style and makes certain modeling decisions. Foremost, we represent 
the network as a single process that has homogeneous drop and delay rates; we do this 
because our experimental method requires that we can automate the selection of simulation 
inputs, and more detailed network implementation would make this difficult. We also chose to 
include the notion of "ports" with communication channels to make the simulation 
implementation have the flavor of low-level sockets programming. Finally, we adopted a 
coding style in which message objects (i.e., events) are limited to being structured data types 
without methods of their own. 

We use the Java-based DES library simjava (http://www.dcs.ed.ac.uk/home/hase/simjava/). 
From this library, we use classes representing processes and events, virtual time 
management, and the event scheduling framework. We adapt these domain-independent 
mechanisms to provide a simulation environment appropriate for simulating networked 
services that exchange messages over an unreliable and latent network. The primary 
function of our simulation environment is to provide an intuitive interface for representing 
communication between processes. This is enabled by implementing a pluggable framework 
for coding network behavior. With this in place, the simulation developer interacts with the 
network in an intuitive way at appropriate places within the component logic. 

4.3.1.1 Process Model 

There are two different paradigms for implementing a DES system: event-based and 
process-based, the difference primarily being how the behavior of a process is implemented. 
In an event-based simulation, process behavior is implemented within callback functions that 
are invoked when an event occurs for the process; this accentuates the reactive nature of the 
processes. Conversely, in a process-based environment, the behavior is implemented within 
a main routine, and event occurrences must be polled explicitly. We use the process-based 
approach, primarily because this results in a more natural implementation of each process’ 
behavior. 

4.3.1.2 Communication 

Many different approaches to representing the network are possible, depending on the focus 
of the simulation. We chose to represent the entire network as a single process that acts like 
a switchboard between the components. This makes it quite simple to implement a global 
behavior for the network. The simulation environment provides implementations of different 
communication paradigms: datagram based, and stream based. During the modeling stage 
the engineer need only decide which paradigm to operate within for each interaction, similar 
to the decision to use either the UDP or TCP transport mechanisms. In this work we consider 
only services whose communications can be modeled with datagrams. The behavior of the 
network can be specified when a simulation is configured, and we discuss this below. 
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Components interact with the network through channels. DatagramChannels, reminiscent of 
UDP sockets, are bound to a port of the local component either explicitly or implicitly. 
Typically, port numbers are explicitly provided for channels that will act as server ports; if a 
port number is not provided, an unused one is selected. Messages arriving at the port are 
received through a channel object, and the same object may be used to send messages to 
other channels. Incoming messages are queued and retrieved in the order in which they 
were received. If no messages are available, the receive operation blocks (with an optional 
timeout). The send operation does not block. 

A component can instantiate as many channels as necessary to implement the behavior 
correctly and a select mechanism is provided so that a component can wait for incoming 
messages on multiple channels simultaneously. 

4.3.1.3 Messages 

Messages are implemented as immutable structures. Aside from application-specific data 
fields, message objects also contain the source and destination addresses after being sent 
across the network.  

In our experience, it is convenient to represent messages at a high-level using arrays and 
collections and other advanced data structures as necessary. However, this is a modeling 
decision that results in message parsing and formatting logic being left out of the simulation 
and therefore unable to be addressed by simulation-based criteria. The simulation developer 
has complete control over the level of abstraction of the simulation code, and our 
environment does not preclude, for example, the implementation of all message content as 
an unformatted byte array. 

4.3.1.4 Components 

The core behavior of the system is coded in the components. Components interact with each 
other by sending message objects through the communication channels discussed earlier. 
Within the component, virtually any data and control structures can be used.  

4.3.2 Configuration 

Before a simulation can be run, components must be instantiated and organized into a 
particular configuration that represents the real-world situation being simulated. In our 
environment, this is accomplished by extending the Simulation class and adding component 
instances. In our discussion of configurations, we differentiate between abstract 
configurations that are parameterized, and therefore unable to be directly executed, and 
concrete configurations that supply values for all parameters. In testing terminology, abstract 
configurations are test harnesses, and the values included as part of a concrete configuration 
comprise the input vector of a test case. 

4.3.3 Simulation Execution 

The actual means of execution is specific to the DES framework being used, but all 
simulations must somehow be executed. In ours the name of a concrete configuration class 
is passed to the simulation engine. The simulator loads the class using a custom class loader 
that first checks the bytecode to ensure conformance to the implementation limitations 
mentioned above, and then instruments the classes so that block, branch, and definition-use 
coverage values can be determined. 

The simulation classloader uses the Bytecode Engineering Library 
(http://jakarta.apache.org/bcel/) to analyze the bytecode. Using this library, instrumentation 
for block and branch coverage is essentially a matter of inserting tracing method calls before 
each branch instruction, and before each instruction that is the target of a branch. 
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Complete data-flow analysis of Java code is quite difficult to accomplish in the general case. 
In our implementation, we take advantage of some of the constraints imposed on the 
component coding style by our framework to make this task easier. Therefore, to instrument 
for definition-use coverage, tracing method calls are inserted before each store instruction 
and each load instruction. Method calls are conservatively treated as object definitions. To 
conservatively determine the definition-use pairs, we developed some supporting classes to 
execute the same data-flow analysis performed during bytecode verification by the Java 
compiler [72]. The coverage and performance information collected during a simulation 
execution is stored in a compressed XML format. 

4.3.4 Aggregation 

Each simulation run generates coverage data for a single test case. To determine adequacy 
of a test suite, the coverage data must be aggregated properly. To do this with our simulation 
environment, we created a reporting tool that parses the simulation trace files created during 
execution and records the coverage of each block, branch, and definition-use pair. By 
separating the execution and reporting functions in this way, each simulation is executed 
once even if the adequacy of different combinations of simulations is computed multiple 
times. 

The reporting engine provides output in both HTML and XML. The XML output is used during 
experimentation when there is no need for graphical examination of the results. During 
development of the simulations and especially during the development of configurations, the 
HTML output enabled us to graphically examine the white-box coverages. 

4.3.5 Fault-Based Analyses 

In fault-based analysis, testing strategies such as adequacy criteria are compared by their 
ability to detect fault classes. Fault classes are typically manifested as mutation operators 
that alter a correct formal artifact in well-defined ways to produce a set of incorrect versions. 
These mutants can be used to compare testing strategies. 

For example, an implementation might have a fault that causes a particular state change to 
be missed, where such state changes are represented as transitions in a finite-state 
specification. This missing transition fault class is then represented in the specification 
domain by all specifications that can be obtained from the original specification by removing 
one of the transitions. Testing strategies that are able to distinguish incorrect from correct 
specifications are said to cover that particular fault class. The underlying assumption of fault-
based analysis is that simple syntactic faults in a specification are representative of a wide 
range of implementation faults that might arise in practice, so a testing strategy that covers a 
particular fault class is expected to do well at finding this class of faults in an implementation. 

A prerequisite of a fault-based analysis is the existence of a set of mutation operators. 
Simulations are coded in imperative programming languages and so well suited to the code-
mutation operators developed in the context of mutation testing [29]. These operators make 
simple syntactic changes to code that may result in semantic differences. 

In our fault-based analysis, we apply standard code-mutation operators to the component 
code. Each concrete simulation is then executed against each mutant component in turn. A 
simulation may (1) terminate normally with reasonable results, (2) terminate normally with 
unreasonable results, (3) not terminate, or (4) terminate abnormally. For all but the first 
situation, the test case (configuration) is recorded as having killed the mutant. The mutant 
score of a test suite is computed as the percentage of mutants killed by at least one test case 
in the suite. 

In most mutation analyses, the exact output from the original version is used as an oracle 
against which mutant output is compared. This is not always possible in this case because 
simulations of distributed systems are naturally non-deterministic. In practice, we use 
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assertions and sanity checks in the simulation code to determine which results are 
considered "reasonable". 

While fault-based analysis is not a new technique, it is typically not used in practice because 
of the computational cost associated with obtaining mutants and executing test cases against 
each one. However, in our case, two fundamental features of simulation-based testing 
enable the use of fault-based analysis. First, when compared to the execution cost of 
deploying and executing the real (i.e. non-simulation) implementation of a distributed system, 
simulation execution is efficient. Second, because of the use of abstraction, simulation code 
is significantly smaller and simpler than the code needed to implement the actual system. In 
combination, these two features result in a fault-based analysis technique that is actually 
feasible in practice. 

4.3.6 Usage Scenarios 

We use simulation-based adequacy criteria and fault-based analysis of the simulation code, 
individually or in combination, to support the identification of effective test suites. We 
describe this approach through three different usage scenarios. 

4.3.6.1 Conventional 

The conventional way to use simulation-based testing is to choose an adequacy criterion 
defined against the simulation code, and select a single test suite that is adequate with 
respect to it. In this scenario, the developer has a number of options for which adequacy 
criteria to use. 

The developer might choose a criterion that depends on observable events from the 
environment. For example, the criterion could require that communication links be used up to 
their maximum capacity. Or, the developer might choose a classical white-box code 
coverage adequacy criterion defined over the simulation. However, in both cases, the 
simulation must be suitably instrumented and then executed for the adequacy to be 
determined. 

In this scenario, the tester is exposed to both intra-criterion and inter-criteria risk. The cost in 
this scenario is simply the cost of simulating a number of test cases until an adequacy value 
is achieved. 

4.3.6.2 Boosting 

In this scenario, the tester has somehow chosen a particular adequacy criterion, as before, 
but here they want to reduce the risk of picking an ineffective, adequate test suite. Thus, they 
select multiple adequate test suites, use fault-based analysis to rank the suites by mutant 
score, and apply the highest-ranked to the implementation. 

This usage scenario obviously applies to the code or environmental criteria described in the 
previous scenario. In this case, the simulation may be used in a first stage to identify a 
number of adequate suites, and in a second stage to rank the individual suites through fault-
based analysis. 

But the boosting technique can also be applied to a criterion that depends exclusively on the 
input vector. In this case, the simulation code is of no use in evaluating adequacy, and the 
developer must do that through other means. However, fault-based analysis of the simulation 
can still contribute in this scenario by providing a relative ranking of adequate suites based 
on mutant score. 

This usage is more costly than the conventional usage, since multiple adequate suites must 
be selected, and each selected test case must undergo a fault-based analysis, but intra-
component risk is reduced. 
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4.3.6.3 Ranking 

The developer wants to choose a criterion among many applicable criteria for the particular 
system under test. Once again, the developer can turn to fault-based analysis of the 
simulation code to rank the different criteria. Specifically, the developer creates adequate 
suites for each criterion and then selects the suite with the highest mutant score. At this 
point, the tester simply applies the boosting usage to the adequate test suites already 
created for the highest-ranking criterion. This scenario is even more costly than the boosting, 
because many adequate suites are both selected (using the simulation or not), and then 
executed against simulation mutants. 

In summary, through these scenarios, a DES can be used directly to evaluate the adequacy 
of a test suite with respect to criteria based on the environment and on the simulation code. 
This requires running the test suite through an instrumented simulation. In addition, the 
simulation can be used to improve the effectiveness of any criterion and to guide the 
programmer in selecting a criterion. This is done by means of a fault-based analysis of the 
simulation code.  

4.4 Model-based testing 

A WSDL file describes the static aspects of Web Services. We have visualized these static 
aspects before (see Section 3.4.1.1 ) via a UML 2.0 Component Diagram. To do model-
based testing we assume to have a Multiport-SSM, which extends the static aspects of the 
WSDL with the dynamic, functional aspect of data enriched conversation descriptions. Such 
a conversation consists of messages (including their parameter data) as they are exchanged 
at WS ports. The goal is to automatically test WS by generating inputs and giving verdicts to 
observed outputs based on the SSM specification. The general approach is depicted in the 
following figure. 

WSDL

 

(Setup of) Web Service(s)

describes structural aspects of

describes behavioral aspects of

is extended by

SSM

 

Figure 17: The general MBT approach 
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In this section the central tools to conduct Model-Based Testing (MBT) within PLASTIC will 
be described. They will also partially be used by the Audition framework. We focus here on 
the tools themselves, not on their role within Audition, which will be further explained in 
Chapter 5. 

Under development are the following tools: 

1. AMBITION (Automatic Model-Based Interface Testing In Open Networks) 
A tool which automatically tests Web Services based on an SSM specification (see 
3.4.1.1). 

2. JESSI (Java Editor and Simulator for Service Interfaces) 
An editor for SSMs (will interface with the PLASTIC editor). Based on a WSDL file 
dynamic aspects of Web Services can be modeled and simulated. 

Before we describe the tools in greater detail, we give a simple taxonomy of WS scenarios. 
Such a taxonomy allows to characterize the different stages of maturity, and potential 
application domains, of every theory and tool dealing with WS. 

4.4.1 A Taxonomy of Web Service Scenarios 

We have motivated in Section 3.4.1.1 that SSM models can comprise a setup of several 
communicating Web Services (WS), with each of them possibly having several ports. From a 
testing point of view some principal scenarios can be distinguished which have specific 
demands on the testing infrastructure and underlying testing theory. We summarize these 
scenarios next. To do so we refer again to the procurement example as being introduced in 
3.4.1.1. We assume that we want to test (aspects of) the Supplier WS. 

• Testing a single, passive Web Service: 

 

Figure 18 : Testing a single, passive WS 

 

This is the simplest case, where the Service Under Test (SUT), i.e. the Supplier WS, is 
tested via a single, passive port. By passive we mean that the Supplier does not actively 
send messages. This corresponds to a WSDL file which defines only one-way and request-
response operations for the PSC port. The tester in this case plays the role of the Customer 
WS. It does not even have to be a WS itself since every application can invoke operations on 
WS. Also the underlying theory, which originates from testing reactive systems, can be easily 
applied to this case. 

• Testing a single, active Web Service: 

 

 

Figure 19 : Testing a single, active WS 
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This case is more complex since the Supplier WS is allowed to actively send messages to 
the Customer WS (played by the tester). Hence here we can have also notification and 
solicit-response operations in the PSC port type. The Customer in this case has to be also a 
WS since the Supplier needs to contact its PCS port. In a dynamic setting, where several 
Customer WS can connect to the Supplier WS at runtime, it has to be clarified how this 
dynamic binding is accomplished. Several proposed solutions exist, but it has to be 
discovered within PLASTIC if a, and which, solution is aspired. In any case it would be 
desirable if the dynamic binding is handled by the PLASTIC middleware, not by the services 
themselves. The underlying testing theory can be straightforwardly adapted to this case 
since an active WS is very similar to a reactive system. Here we can exploit the full richness 
of the theory, like quiescence and unstable states (see section 4.4.2.1 for further details). 

• Testing a coordinated setup: 

 

Figure 20 : Testing a coordinated setup 

This is the setup already introduced in Section 3.4.1.1. Testing the Supplier WS here is less 
obvious than in the preceding cases since the Supplier is embedded in a coordinated setup. 
One can think of two principal scenarios: 

Scenario 1 – Let the tester also play the role of the Warehouse: 

 

 

Figure 21: The tester plays the role of the Warehouse 

Here we test both ports of the Supplier WS. To do so we need an SSM specification 
comprising both ports (see e.g. the one given in Section 3.4.1.1). The tester itself can be a 
centralized or distributed one. In the first case a single tester tests both ports of the supplier. 
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In the latter case one tester plays the role of the Customer WS and another the role of the 
Warehouse WS. 

Scenario 2 – Test also (one port of) the Warehouse: 

 

 

Figure 22 : The environment of the customer is tested 

This scenario corresponds more to a testing of the environment of the Customer instead of 
the Supplier. Here SSM specifications are needed which describe both the PSC and the 
PWC port. Since connected ports are symmetric this corresponds to having an SSM 
specification of the Customer WS comprising both the PCS and the PCW port. 

Testing within such a coordinated setup requires further extensions and adaptations of the 
underlying testing theory and framework. We name next just some open issues. 

Open Issues 

1. How to deal with timeouts and input-enabledness when several ports are involved? 

2. Given a full data-enriched specification of a coordination, how to extract the model 
describing the desired SUT ports? 

3. How to avoid testing scenarios where the initiative to start a conversation is not 
controlled by the tester (like testing the environment of the Supplier)? 

See also [42] for further issues and more details. Within PLASTIC a main research activity is 
focused on solving these issues so that we can develop extended theories and tools which 
can deal with complex coordinated setups. 

4.4.2 The AMBITION tool 

The main milestones for implementing the AMBITION tool are these: 

1) Support testing a single, passive WS 

2) Support testing a single, active WS 

3) Support testing scenarios in a coordinated WS setup (given that sufficient theoretical 
results are available) 

Currently we are concerned with the first milestone. Within PLASTIC we aim at reaching at 
least milestone 2. 

General Description 
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We assume the SUT to have a published WSDL-file which can be used to access it. A 
Multiport-SSM specification, given in an XML schema format, points to this WSDL, and 
extends it with the dynamic aspects (states and transitions). The AMBITION tool is invoked 
with such a Multiport-SSM. The main supported testing-mode is on-the-fly testing, which is 
described next. 

4.4.2.1 On-The-Fly Testing 

Here, instead of firstly computing a set of test cases from the specification, and then applying 
them to the SUT, the tester generates a single input, applies it to the SUT, and continues 
w.r.t. the observed response of the system. As a consequence the state space explosion 
when generating test cases is avoided. 

4.4.2.2 The On-The-Fly Testing Algorithm 

We give here a simplified version of the on-the-fly testing algorithm which will be 
implemented by AMBITION. The full description can be found in [44]. It tests the SUT based 
on a Multiport-SSM specification. 

The algorithm keeps track of a set C of instantiated states. An instantiated state is an SSM-
state together with a valuation of the global variables. C may not be a singleton due to 
nondeterminism. When giving an input, the algorithm computes for each defined input 
message the disjunction of the guards at the outgoing transitions of states in C where the 
message appears. These disjunctions are called the input constraints. Next, an input 
message together with message parameter values is chosen such that the corresponding 
input constraint is true. After an input is given or an output observed, the new set of possible 
instantiated states C is computed by the after operation. 

A special observation embedded in the underlying theory is the observation of quiescence, 
meaning the absence of possible output actions. The machine can not produce output, it 
remains silent, and only input actions are possible. When it comes to implementing, this 
detection of quiescence is mapped to a timeout. Dealing with quiescence increases the 
discriminating power of the underlying implementation relation, see [103]. 

After computing the set of possible initial instantiated states C the algorithm executes a finite 
number of applications of the following three non-deterministic choices: 

(1) Stop testing and give the verdict pass 
(2) Give input to the SUT 
 Compute the input constraints for C 
 Choose an input message inp which matches its constraints 
 Send the input inp to the SUT 
 Compute C’ = C after inp 
 Repeat the algorithm with C’ 
(3) Observe output of the SUT 
 If quiescence is observed then 
  compute C’ = C after quiescence 
  If (C’ not empty) then repeat the algorithm with C’ 
  else give verdict fail 
 else 
  Observe output message out 
  Compute C’ = C after out 
  If (C’ not empty) then repeat the algorithm with C’ 
  else give verdict fail 

This algorithm is already prepared to test a single, active WS. When dealing just with a 
passive WS it can be substantially simplified, for instance quiescence cannot occur in this 
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case. This can be seen in the following main test loop, which is an excerpt of the current 
AMBITION prototype Java source which supports testing a single, passive WS: 

  void startTestLoop() throws FailureDetected { 

     while (!endTesting) { 

         // compute next input 

         InputEvent pendingInput = computeNextInput(); 

         // no further input specified 

         if (pendingInput == null) { 

             addToLog("SUT passed this test run."); 

             endTesting = true; 

         } else { 

             addToLog("generated input: " + pendingInput); 

             // apply the computed input to the SSM 

             // (may throw an exception) 

             giveTestEventToSSM(pendingInput); 

             // apply the computed input to the SUT 

             if (isSynchronousCall(pendingInput)) { 

                 OutputEvent pendingOutput = invokeSync(pendingInput); 

                 addToLog("received return  " + pendingOutput); 

                 // apply the received output to the SSM (may throw an ex.) 

                 giveTestEventToSSM(pendingOutput); 

             } else 

                 invokeOneWay(pendingInput); 

         } 

      } 

  }| 

 

The following is an SSM model of a simplified, passive Supplier WS: 

 
Next we give an exemplary log-extract where AMBITION tests a faulty, passive Supplier WS 
based on the upper SSM specification:  

Ambition: started. 

Ambition: SSM Manager: 1 instantiated State(s): 
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State: 1: [QuoteRequest with quantity 0, Quote with quantity 0, false] 

Ambition: generated input: ?requestQuote[quantity 8929] 

Ambition: SSM Manager: 1 instantiated State(s): 

State: 2: [QuoteRequest with quantity 8929, Quote with quantity 0, false] 

Ambition: received return: !requestQuote[quantity 1115] 

Ambition: SSM Manager: 1 instantiated State(s): 

State: 3: [QuoteRequest with quantity 8929, Quote with quantity 1115, 

false] 

Ambition: generated input: ?orderGoods[1, 442] 

Ambition: SSM Manager: 1 instantiated State(s): 

State: 4: [QuoteRequest with quantity 8929, Quote with quantity 1115, 

false] 

Ambition: received return: !orderGoods[true] 

Ambition: SSM Manager: 1 instantiated State(s): 

State: E4: [QuoteRequest with quantity 8929, Quote with quantity 1115, 

true] 

Ambition: generated input: ?makePayment[1, 2.884183224661866E7] 

Ambition: SSM Manager: 1 instantiated State(s): 

State: 1: [QuoteRequest with quantity 8929, Quote with quantity 1115, true] 

Ambition: generated input: ?requestQuote[QuoteRequest with quantity 4720] 

Ambition: SSM Manager: 1 instantiated State(s): 

State: 2: [QuoteRequest with quantity 4720, Quote with quantity 1115, true] 

Ambition: received return: !requestQuote[Quote with quantity 2318] 

Ambition: SSM Manager: 1 instantiated State(s): 

State: 3: [QuoteRequest with quantity 4720, Quote with quantity 2318, true] 

Ambition: generated input: ?orderGoods[2, 432] 

Ambition: SSM Manager: 1 instantiated State(s): 

State: 4: [QuoteRequest with quantity 4720, Quote with quantity 2318, true] 

Ambition: received return: !orderGoods[false] 

Ambition: SSM Manager: 2 instantiated State(s): 

State: E4: [QuoteRequest with quantity 4720, Quote with quant. 2318, false] 

State: 1: [QuoteRequest with quantity 4720, Quote with quant. 2318, false] 

Ambition: generated input: ?requestQuote[QuoteRequest with quantity 225] 

Ambition: SSM Manager: 1 instantiated State(s): 

State: 2: [QuoteRequest with quantity 225, Quote with quantity 2318, false] 

Ambition: received return: !requestQuote[Quote with quantity 266] 

Ambition: ------ FAILURE DETECTED ------ 

The detected failure corresponds to the transition from state 2 to state 3. Here the guard 
requires that the quantity of the offered quote is less or equal than the requested quote. This 
does not hold in the upper example, the offered quote (266) is greater than the requested 
one (225). 

4.4.2.3 Open Issues 

Regarding on-the-fly testing there are several issues still to be solved: 

1. Inputs must be generated which match the constraints of the guards. This should 
happen fully automatic, which is currently not the case. Several approaches exist 
here which will be considered. 

2. Since the testing has to be halted at a certain point, a suited halting criterion has to 
be defined. Several obvious candidates exist here, like transition coverage of the 
SSM. Also more sophisticated approaches like simulation-based testing will be 
considered. 

One obvious possible extension of AMBITION is to also support testing via predefined test 
suites. Such test suites should also have a symbolic character (i.e., they contain variables 
and guards, etc.). The testing theory which underlies AMBITION does not have a concept for 
such symbolic test cases, yet. Such predefined test suites could for instance be developed 
for standard WSDL-interfaces (for instance based on a standard SSM-specification for such 
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an interface). Every service which claims to adhere to such a standard specification could 
then be tested based on the suite. Such a suite could fulfill specific criteria, tailored to the 
application domain, like model coverage criteria. 

4.4.3 The JESSI tool 

Since we aim at testing (and monitoring) PLASTIC services based on SSM specifications, a 
comfortable editing tool for SSMs is mandatory to allow developers to model and simulate 
SSM specifications. We adhere to the current trend in modeling by focusing on graphical 
models (derived from the UML), and we plan to develop a graphical editing capability for 
SSM as well within the PLASTIC editor. 

General Description 

Every SSM model is based on a WSDL file. When creating a new model, the WSDL is read, 
and the defined XML-schema data types, messages and operations are extracted. The given 
messages can then be used to model SSM transitions, together with guards and variable 
updates, as shown before. To do so, additional global variables can be defined. The modeled 
SSM can then be saved in a dedicated XML-schema format (which also serves as the input 
format for AMBITION). This process is depicted next. 

WSDL

SSM
Schema

Supplier.xml
JESSI

is extended by

yields

refers to

 

Figure 23: The JESSI approach 

Besides editing an SSM, JESSI can also be used to simulate it. Here the service provider 
can explore and validate the behavior of the modeled SSM by giving inputs or outputs 
(including quiescence) to the model, and observing the change in state and variable values. 
To do so, JESSI uses an SSM simulator, which is also the core component of AMBITION. 

JESSI and AMBITION 

In the off-line testing phase, the AMBITION service will take the generated SSM schema 
(which points to the corresponding WSDL), and, based on this, automatically test the 
services modeled. The complete off-line MBT approach via JESSI and AMBITION is 
summarized in the next figure. 
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Figure 24 : The off-line MBT approach via JESSI and AMBITION 

When being used within AUDITION, the SSM models generated by JESSI will be stored in 
the PLASTIC registry, and the AMBITION tool will be encapsulated into a WS itself, so that it 
can be called from AUDITION. This will be further explained in Chapter 5. 

4.5 QoS Evaluation 

The QoS aspect of the off-line validation stage concerns an approach for the automatic 
derivation of test harnesses. We call such approach Puppet. The goal is to evaluate different 
QoS characteristics for a service under development and before its final deployment. In 
particular, such approach focuses on assessing that a specific service implementation can 
afford the required level of QoS (e.g., latency, reliability and workload) defined in a 
corresponding Service Level Specification (SLS) for a composition of services 
(choreography/orchestration) in which the Service Under Evaluation (SUE) will play one of 
the roles. 

The technologies used in PLASTIC include for each service a specification describing the 
functional interface exported by the service (e.g. WSDL), a description of the services that 
compose it (e.g. in terms of WSBPEL [85]), and a machine readable specification of the QoS 
agreement for the services in the composition. At this point, the goal of the tool for the QoS 
evaluation in the Off-line validation stage is to automatically generate a test harness to 
validate the implementation of a service before its deployment in the target environment.  
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Figure 25: Puppet approach and supporting tool 

Concerning the SLS specifications, the proposed approach is quite general and does not 
focus on a specific technical solution. Even thought SLAng [100] is included as reference 
language for SLA descriptions in PLASTIC and in line with the minor technical issues 
discussed in Section 3.4.2, the tool here presented will consider QoS specification based on 
WS-Agreement. We remark that the two descriptions will consider concepts with the same 
semantics defined in SLAng by means of the PLASTIC Conceptual Model. 

As illustrated in Figure 25, the generation of the test harness proceeds through two different 
phases. The first one is the generation of the stubs simulating the extra-functional behavior 
of the services in the composition; the second one, instead, foresees the composition of the 
implementation of a service, called “S1i” in Figure 25, with the services with which it will 
interact. In the following, both phases will be described to give a complete overview of the 
approach. A proof-of-concept implementation of the proposed approach is under 
development [15]. 

The generation of the stubs consists in turn of two successive sub-steps (see Figure 26). In 
the first one the skeletons of the stubs are generated starting from the functional interface 
description of the service (e.g. WSDL). The generated skeletons contain no behavior. Hence, 
in the second sub-step the implementation is “filled in” with some behavior that will fulfill the 
required extra-functional properties for the service corresponding to the stub. This step is 
carried on retrieving the information from the SLS and applying automatic code 
transformation according to previously defined patterns matching each SLS with a portion of 
code that simulates its behavior. At the end of the first phase, a set of stubs providing the 
services specified in the composition according to the desired properties are available. 
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Figure 26: Stubs generation logical process 

Back to the proposed approach illustrated by means of Figure 25, the second phase 
concerns the setting of the test harness. The goal of this step is to derive a complete 
environment in which to test the service. To this purpose, the SUE, “S1i” in Figure 25, is 
composed with the required service and according to the composition specified in the 
choreography or in the orchestration. Even thought this phase could require the assistance of 
a human agent5, one of the main goal that we would like to reach is implementing a complete 
automatic process based on the forthcoming final WSBPEL specification.  

As final result, the application of the proposed approach generates an environment for the 
evaluation of “S1i”. The evaluation, to be carried on, will then require the availability of a 
tester, as also reported in Figure 25. This tool is beyond this specification; we can refer to the 
literature on the argument for possible approaches, e.g. [21]. Such a tool will have to verify 
that the properties specified in the QoS document (e.g. a SLAng document) are fulfilled, in 
addition to traditional functional testing. 

Table 4: Example of latency mapping 

In the following, a detailed description about the technologies and the tools that will be used 
is given. In particular, to better explain how the offline validation of QoS properties in a SOA 
is carried out, the description will explicitly focus on the Web Service infrastructure.  

The generation process described above, exploits the information about the coordinating 
scenario (WSBPEL), the service description (WSDL) and the WS-Agreement document for 

                                                
5
 As illustrated by the stick man in Figure 25 

... 
<wsag:ServiceLevelObjective> 
  <puppet:PuppetRoot> 
    <puppet:TagDelay> 
      1000 
    </puppet:TagDelay> 
  </puppet:PuppetRoot> 
</wsag:ServiceLevelObjective> 
... 

... 
try{ 
Thread.sleep(1000); 
} 
catch 
(InterruptedException e) 
{} 
... 
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the QoS agreement that the roles will abide to. Tools and techniques for the automatic 
generation of service skeletons, taking as input the WSDL descriptions, are already available 
and well known in the Web Services communities [6]. Nevertheless such tools only generate 
an empty implementation of a service and do not add any logic to the service operations. 

Concretely, once a parametric mapping between specification of metric value and the 
executable code that will be used to characterize the services in the test harness is defined, 
the empty implementation of a service operation are processed adding the lines of code 
resulting from the transformation of the service agreements specification.  

Conditions on latency can be simulated introducing delay instructions into the operation 
bodies of the services skeletons. For each Guarantee Term in a WS-Agreement document, 
information concerning the service latency is defined as a Service Level Objective 

according to a prescribed syntax. The example in Table 4 reports a WS-Agreement example 
code for latency declaration of 10000mSec and the correspondent Java code that will be 
automatically generated. 

Even though in the examples we refer to constant delays, in general it is possible to handle 
and generate transformation rules for more complex constraints. Indeed, by declaring the 
parameters that characterize a distribution in a Service Level Objective, it is possible to 
implement a transformation function that collects such data and instantiates the delays 
according to the desired distribution. 

According to what described in the conceptual model, the SLA can be enforced under 
optional conditions describing the context. Such additional constraints are usually defined in 
terms of accomplishments that a service consumer as well as a service provider or the 
service running environment must meet: for example the latency of a service can depend on 
the kind of the network on which the service in deployed when the request is delivered. In 
these cases, the transformation function wraps the simulating behavior code-lines obtained 
from the Service Level Objective part with a conditional statement.  

Constraints on services reliability can be declared by means of a percentage index into the 

Service Level Objective of a Guarantee Term. Such kind of QoS can be reproduced 
introducing code that simulates a service container failure. 

 

... 

<wsag:ServiceLevelObjective> 
  <puppet:PuppetRoot> 
   <puppet:Reliability> 
    <puppet:TagRate> 
      98.00 
    </puppet:TagRate> 
    <puppet:Window> 
      2000 
    </puppet:Window> 
   </puppet:Reliability> 
  </puppet:PuppetRoot> 
</wsag:ServiceLevelObjective> 
...  

 
... 

if (this.possibleFailureInWindow()){ 
 Random rnd = new Random(); 
 float val = rnd.nextFloat()*100; 
 if ( val>98.00f){ 
  String faultCode = "Server.NoService"; 
  String faultString = "No target service to invoke!" 
  org.apache.axis.AxisFault fault = new 
     AxisFault(faultCode,faultString,"",null); 
  this.incNumberOfFailure()  
  throw fault; 
 } 
} 
... 

Table 5: Example of mapping for reliability 

According to the definition given in the conceptual model [93], QoS specifications concerning 
reliability constrain the number of failures that can be seen in each of those modes within the 
duration of a sliding window. Table 5 provides an example of the transformation for reliability 
constraint description, assuming that the Apache Axis [6] platform is used. 

Agreements on workload assessing can be simulated creating client skeletons for the 
automatic invocation of the SUE. In particular, the transformation will focus on generating 
client-side code that is able to guarantee that the rate at which requests can be delivered to 
the service, the width of a sliding time window and the maximum number of responses that 
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should be delivered across the service interface during this period [93]. Furthermore, as in 
the case of latency, it is also possible to implement a transformation function considering a 
specific distribution of the request arrivals. 

4.5.1 Open issues 

As argued, the proposal does not explicitly address the generation of test suites.  Rather, it 
addresses the automatic generation of the infrastructure that could be used as a test harness 
for pre-deployment QoS evaluation of a service. However, the relation between the approach 
described in Section 4.5 and specific test case selection techniques represent an interesting 
open issue. In particular, the current proposal does not address how to associate an 
appropriate mechanism in order to instrument the return value of the methods for each 
generated stub. At the same time, also its dual situation needs to be further investigated. 
Specifically, concerning the creation of client skeletons for service workload assessing the 
generation of appropriate input parameters for the operations exported by a SUE should 
investigated. 

4.6 Summary 

In this chapter we used model-based specifications to drive the testing and validation of 
service based systems, like those written for the PLASTIC platform. Model-based validation 
is the newest trend in the field of testing reactive and distributed systems. It has the 
advantage of being more cost- and resource effective than traditional techniques, as testing 
is automated and the cost is not increasing linearly with the scale of the distributed system. It 
is also less error-prone compared to traditional testing techniques. We used the latest results 
in the field, e.g the Symbolic Transition System theory for conformance functional testing, 
adapted and extended to deal with the PLASTIC platform requirements.  

We presented some approaches for functional testing (MBT), QoS (Puppet) and simulation-
based testing. All of these can be experimented by means of the Weevil system for 
distributed experimentation. We believe that these techniques will help to achieve a better 
productivity and coverage of the overall PLASTIC testing process. 
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5 On-line pre-publication stage: Audition 

5.1 Introduction 

The Audition framework (whose ideas has been introduced in [19] [17]) has the main 
objective to support the evaluation of a service, via testing, at the time it asks for registration. 
The rationale behind this approach is that verification of services in the service domain is 
particularly difficult and asks for new solutions. Many reasons can be listed to justify such 
difficulties among them the high dynamism of service based applications, by which services 
can discover each other and start interoperating at run-time, and the wide openness of the 
environment, that allows services to be deployed and registered at any time immediately 
entering possible usage scenarios. As a consequence the final execution environment is not 
predictable and tests carried on by the developer does not add much confidence on the 
behavior of the service when deployed. The main idea of Audition is to introduce 
mechanisms that permit to test a service when it asks for registration and then when it is 
inserted in the final execution environment.  

In the following sections possible usage scenarios for the framework are discussed. The 
framework is based on some assumptions that are not satisfied in a general service domain. 
In particular the most important assumption is that the environment is in some way semi-
open, meaning that stakeholders that deploy and expose services are in some way reliable 
and do not try to act in a malicious way.  Moreover the framework relies on an augmented 
service model in which services are described trough specific behavioral models suitable for 
test case derivation. Such models can be stored and retrieved via the directory and discovery 
service. In this chapter the term Audition refers independently to the framework and to the 
corresponding testing phase. The chosen name is certainly in line with the terms used in the 
WS domain and want to give the idea of a judgment of the service before putting it on the 
“scenes”. 

The remainder of this chapter provides a high level overview of Audtion scenarios, issues 
and solutions and the architecture of the framework. In particular the next section describes 
several scenarios in which to use the Audition framework. For the different scenarios 
possible testing targets and technology issues are discussed. Successively Section 5.3 
discusses the architecture of the part of the framework that will be developed within 
PLASTIC, focusing in particular on the technologies that will be integrated. Finally a 
summary of the chapter is provided in Section 5.4 

5.2 Scenarios for Audition 

In Section 2.2 it has been discussed which are the possible stakeholders interested in testing 
a service or a set of them. To the list proposed by Canfora and Di Penta [22] one element 
has been added, that is the directory and discovery service. This section intends to illustrate 
which could be the motivations that can push the provider of a directory and discovery 
service in augmenting the service with functionality for testing services that ask for 
registration. Nevertheless before providing motivations on its possible usage it is worth to 
provide some more detail on the framework itself. 

Audition relies on the possibility of testing the service during the registration. Current 
specifications of directory and discovery services do not include such functionality. In order to 
add it, first assumption taken by Audition is that operational models of the registered services 
are available in the repository, or alternatively that a test suite is stored together with the 
definition of a service (within PLASTIC we assume that the operational models used for 
registration are those described in the previous section on off-line testing). When a service 
asks for registration the corresponding model is retrieved from the registry and passed to a 
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testing engine to start a testing campaign. Alternatively the testing engine could directly 
receive from the directory service the corresponding registered test suite and start the 
execution of it. In case neither a model nor a test suite for the service are available in the 
registry the service as to provide it when asking for registration. However this last opportunity 
has to be considered as an exception and does not permit to take full advantage of the 
characteristic of the framework given that the model is provided by the developer itself. The 
testing engine, that can be considered a supporting service as it is the directory service, 
receives together with the model or the test suite a reference to the WSDL definition for the 
service that asked for registration. Received all this information the testing engine service 
starts to make invocation on the Service Under test and checks if the answers it gets match 
the one specified by the model or in the test suite. In case some mismatches are discovered 
the registration fails.  

A more complex version of the framework extends the checks carried on by audition to the 
monitoring of the interactions of the service under registration with required services. As 
consequence of the invocations made by the testing engine service the SUT could need to 
interact with other service providers. In order to do this the service under test asks to the 
directory and discovery service a reference to a service implementing the required service. 
At this point the discovery and directory service, using mechanisms that should be provided 
by the platform activates the monitoring of the messages exchanged between the service 
under test and the service provider. Scope of this monitoring activities is to verify that the 
service under test actually behaves as expected by the services provider, making invocations 
that conform, in terms of sequence and data constraints, to the model defined and registered 
for the service provider. If during the verification phase no errors emerge the registration will 
be guaranteed. 

Audition can be applied to testing of single services, however it provides greater benefits 
when applied to testing of services playing a role within predefined 
compositions/collaborations. In such case also the interactions among services can be in fact 
observed and verified. Nevertheless involving running services in a testing session can be 
dangerious and must be done with particular care, since without a suitable support, and in 
presence of services managing stateful resources, it gives origin to the commitment of “fake” 
transitions with obvious drawbacks. 

In order to derive possible application scenarios for the framework we have to answer to 
some questions that could provide a clearer picture on the peculiarities of testing in the 
service domain when it is done at registration time. 

5.2.1 Audition Testing Targets 

The first question is what can be the test target. The following list probably does not give an 
exhaustive answer but provides an interesting start for further investigations on the 
applicability of Audition. 

[1] Services to be registered on a discovery service: 

a. stand alone service developed on the base of internal specifications: these are services 
such that at the time they ask for registration no one else has already published a model 
for the service. Clearly this is not the best opportunity for applying the Audition strategy. 
Given that the specification is defined by the service provider itself, it is reasonable to 
foresee that it will probably define a underspecified and less precise model to reduce the 
number and the power (in terms of probability of discovering a fault) of the test cases 
used during the evaluation phase. If this strategy could be effective during the registration 
phase at the same time it will probably reduce the number of possible interested service 
users, at least if the inquiry for a service on the UDDI is based on the registered models, 
with clear drawbacks for the service provider. Repeating tests defined by a developer 
could seem a bit useless. Indeed it could be interesting to do it for a matter of trust. Tests 
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are in fact executed by an external (the registry) actor, so clients will certainly feel more 
comfortable with the quality of the service. If no specification is provided the service 
cannot obviously be retested. Nevertheless a conscious developer will know that in this 
case the lack of documentation and confidence will highly reduce the usage of the 
service. 

b. stand alone service developed on the base of published specifications: this case is 
certainly relevant for Audition and probably is the one that shows less technical issues. 
The service, in fact, will not invoke any external service provider avoiding the necessity 
for the management of dummy transitions derived by the execution of test cases. Being 
the specification already published, possibly by recognized actors, avoids the risk 
discussed in the previous case. Nevertheless it is our understanding that the real 
potential of the service based paradigm is strongly fostered by the emergence of vertical 
standards i.e. standards describing services for a particular application domain The 
availability of standards strongly simplify the development of service, making easier the 
selection and use of defined services.  

c. composite orchestrated service non accessing external services: from an Audition point 
of view this case does not show any difference with respect to case a) and b) when the 
specification is not registered or it is, respectively. 

d. composite orchestrated service accessing external services whose specification is 
published: as case a) and b) but in this case we can also apply techniques for the 
monitoring of the interactions with other services as described above. Applying Audition, 
and using the mechanisms for monitoring possibly provided by the platform, is possible to 
verify that the service under test correctly interacts with the other services. 

e. complex services to play a role on a published choreography: somehow this is the most 
interesting scenario for the application of the audition framework and the place in which it 
fits better. In this case the service asks for registration in a registry specifying also the 
roles in one or more choreographies that it wants to play.  
The Audition framework in this case asks for the recovering of the model specification of 
the choreography/ies and should then derive a model view for the particular service. 
Using this information and knowing the interactions with the other services in the 
choreography the Audition wants to actually verify that the service correctly plays the role 
it declared. 

Among the five listed scenarios the PLASTIC project will mainly focus on the first four. Up to 
now the project does not specify any technology for the description of choreographies such 
as WS-CDL. Nevertheless the applicability of the approach to the case of choreography asks 
for the deeper investigations, even from the theoretical side, to derive a projection of a the 
service behavior implied by a choreography specification.  

[2] Services accessing other services that will not be registered: 

• It is certainly possible and relevant to test services that do not ask for registration on a 
directory service. Nevertheless in this case a service user will have the opportunity of 
interacting with such a service only if the developer directly knows a reference to the 
service or if a reference is returned by another service provider. 

[3] Services statically accessing other services: 

• According to the service paradigm it is also possible for the developer to statically bind 
required services within a service implementation. In this case if the service will be 
registered within an “audition enabled” directory service the interactions with the service 
server will be invisible to the audition checking mechanisms. In this sense Audition 
indirectly considers the service as the collection of it and of the statically bound services. 
In case of a failure only the service itself will be considered “guilty” and the registration 
will be refused.   
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The list above is probably non exhaustive and other targets can be identified. Nevertheless 
the items in the list above it is meant to identify the most interesting scenarios for the 
applicability on the Audition testing phase.  

5.2.2 Kind of Checks Used During the Audition Testing Phase 

Without distinction on the kind of service target of an Audition phase, two different possible 
checks can be performed on a deployed service. The first one focuses on the outcome 
expected from the execution of an invocation or a sequence of invocations. In the following of 
this document this case will be referred to as “Implementation Based Conformance (IBC)”. 

The second possible kind of check asks for the monitoring of the invocations made on a 
required service to verify that they are actually correct with respect to the protocol expected 
by the service provider. This kind of check will be referred here as “Usage Based 
Conformance (UBC)”. 

In general IBC can be verified using the specification defined and registered for the 
implemented service. In Chapter 4 a possible technique for deriving and applying test cases 
to check the implementation of a service has been described. The technique is actually the 
best candidate to be adopted to implement the Audition framework within PLASTIC.  

As consequence of the invocations made during the IBC testing, services that require other 
services to carry on their task will possibly start to interact with such required services. The 
verification of such interactions is in the scope of the UBC. The objective in this case is trying 
to verify that the service actually makes correct invocations, in terms of parameters values 
and order of messages, on the required services. To check this the specification for the 
invoked service is considered. Such specification should be available within the registry. 
Figure 27 provides a visual description of the activities carried on during the Audition phase 
and on the needed information to check for IBC and UBC. 
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Figure 27: Audition components and interactions 

The possibility of putting in place the whole framework described in Figure 27 is really 
challenging. The development of mechanisms for UBC is appealing, but their implementation 
is complex and presents many theoretical and technical challenges. Within PLASTIC our 
scope is to develop mechanisms to put in place checks classified as IBC, and possibly to 
explore the domain of UBC trying to figure out possible approaches. As consequence within 
PLASTIC during the Audition phase a service will be only evaluated on the base of the 
answers it gives to an invocation without exploiting information concerning its interactions 
with service provider.  

5.2.3 Putting in Relation Service Testing Scenarios and Check Typologies 

Answering to the question “What are we interested in testing and where audition can play a 
role?” we highlighted a set of possible testing scenarios and the specification that we could 
use in the different case. Here we provide some more detail on who should provide the 
specification for a service that asks for registration. For audition purpose we only consider 
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services that are intended for being registered within a directory service. The items in the 
next list correspond to those in Subsection 5.2.1 above: 

a. In this scenario the developer will directly test the service on the base of an internal 
specification for the service, possibly comprising interface usage definitions specified 
using WSCL or similar languages. Successively the developer should store in the 
registry the specification representing the correct usage of the service. This should be 
done in order to document the service itself providing a semantically richer 
specification w.r.t, WSDL. Within PLASTIC we assume that such specifications can 
successively be translated into the formalisms presented in the chapter on Off-line 
testing.  
In the scenario we are considering the service will not call any other service to carry 
on its task, so the verification step does not present major issues. At the same time 
the developer could directly derive a test suite, given its knowledge of the 
specification and of the implementation (White-Box testing), and pass it to the registry 
for testing in the field. In some way these recall the approaches to built-in testing 
developed within the CB community. According to the classification above testing will 
provide in this context a mean for IBC verification of the service. Nevertheless the 
availability of a specification describing the accepted protocol for the service under 
registration will successively enable the checking of the interactions performed by 
possible service users (see below) for UBC. 

b. In this scenario the developer is implementing a service whose  specification has 
been defined by someone else. The specification could have been provided through a 
WSCL specification, or a XML based representation of an automata, and stored in the 
registry. This scenario assumes that the specification is available on a repository 
accessible to the developer. Several organizations could be interested in such a 
scenario. As an example consider an important portal that wants to provide a 
selection of specific products to clients. They could define a specification of the 
behavior they assume on their service providers, i.e. on the behavior of services that 
they will contact asking information on products and prices. This service will be 
probably deployed/developed by the smaller company. 

c. According to this scenario the developer on the base of the internal specification and 
having complete control over the environment can internally check the orchestration 
(implementation of the composition). At the same time it could be interested in 
publishing, as in case a), a specification of the observable behavior of the service in 
the registry. From a user perspective this case is not distinguishable from case a) and 
the same type of conformance is applicable in the same scenarios. 

d. The composed service will access external services registered in a registry. Access 
to services for which conversation protocol have been stored enables checking the 
verification of UBC for the specified protocol. As in case a) and c) registering the 
service the developer should store a specification of the accepted conversation, that 
will permit UBC for possible future users of the service. 

e. In this case the developer will take as reference an external specified choreography 
probably released by some standard body. From this specification the developer 
derives a view of the role that the service s/he is implementing will play. Such 
specification will be the reference for the implementation of the service as illustrated 
also for the scenarios above. The choreography will specify at the same time the 
correct behavior for the service interface to be implemented and for the usage of the 
other services foreseen by the choreography. This scenario is certainly the most 
interesting and in our opinion is the one that could really bring the service oriented 
computing a step above all the other proposals. Many usage scenarios can be 
imagined for such an approach. Particularly interesting seems the trend taken within 
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the European STREP Project TELCERT6 ended in June 2006, and more in general 
within the e-learning community. In such a domain it is emerging the idea of 
organizing complex application such as Learning Management Systems (LMS) using 
choreographies. LMS are complex softwares that permit to completely manage the 
needs of an eLearning organization in terms of delivering courses to students, 
managing pupils administrative data and CV, providing tools for courses authoring, 
and whatever is necessary in the eLearning world. The definition of choreography for 
each different task will strongly open the market of the developers of LMS, permitting 
to a single organization to focus on the implementation of a single service having 
strong guarantee that it will be able to cooperate with other services in the 
choreography that are implemented by different organizations. 

Audition can be adopted to increase the confidence that a service user has on the registered 
services. Nevertheless the high dynamism of service oriented computing asks for 
mechanisms that allow to check the execution also during run-time i.e. monitoring. In this 
context Audition can be useful to provide suggestions to monitoring mechanisms that in 
generally cause a lot of overhead on the system execution. Monitoring then can be started 
only to check interactions of services whose composition has not been “audited”. Certainly 
investigations in this direction are necessary. 

5.2.4 Using Audition 

This section shows how the framework we introduced can be used in different scenarions. 
Therefore taking as reference the classification defined in Section 5.2.1 for the case of 
“services to be registered on a discovery service” we have: 

a. In case the spec for the service under registration is provided, the registry could 
resubmit the service to a testing session deriving the tests from the registered 
spec. If repeating the test could seem trivial, indeed it could be interesting for a 
matter of trust. 

b. From the point of view of audition we can re-conduct this situation to a) when the 
spec for the service is provided. 

c. This situation does not show, from the point of view of the registry, any difference 
from case a). The fact that the implementation of the service is actually an internal 
orchestration is completely transparent to the registry. The orchestration spec will 
never be registered in a registry. Simply it does not make sense to do it. So the 
same check of a) are applicable, and nothing more. 

d. As case b) but in this case the orchestrated service can be checked for 
conformance against the usage of other services. In the initial definition of the 
spec this check should be carried on by “proxy services” but as we discussed 
many times we should opt for a solution that will encapsulate monitoring and 
checking mechanisms within the middleware. 

e. Having choreography aware registry would be a great opportunity for the take-off 
of such kind of approach. The audition framework strongly fits in this vision 
combining the two kind of checks (usage based and interface based) that 
choreography specifications make available. So in this case a service should ask 
to be registered declaring also the roles in the choreographies in which it is 
interested in taking part. The registry using appropriate tool should derive test 
cases from the different choreography and start the execution of them. 

                                                
6
 http://www.opengroup.org/telcert/ 
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5.2.5 Requirements Issues 

From the technological point of view the real implementation of the Audition framework 
requires some major improvements/modifications to the standard way of 
developing/documenting services and also on the services to be enclosed in the middleware 
as platform services such as for instance the Directory and Discovery service. Nevertheless 
we do not think that this is a major flaw of our testing approach. Main objective of PLASTIC is 
to develop a specific platform for service oriented computing that among its characteristics 
intend to increase the quality and the trust on provided services. 

In general terms scope of the Audition framework is the introduction of an audition phase 
when the service asks for registration. The idea is to submit the service to a testing campaign 
and guarantee the registration to the service only when no mismatches, with respect to the 
considered specification, emerge. The evaluation is based on the two different kinds of check 
(IBC and UBC) depending on the kind of service under test and on the necessity of 
cooperating with other registered services. 

Scope of this section is to detail the requirements/assumptions, in particular on the 
underlying technologies, in order to make the Audition phase a feasible task. For the sake of 
simplicity we base the description roughly following the sequence foreseen by the Audition 
validation phase described in Figure 27 (see [19] for details).  

First assumption of the framework is the availability of a specification for the service under 
registration. How this specification is defined and who defines such specification has been 
discussed above nevertheless deeper investigations are certainly necessary. Currently we 
are considering two different options. The first is the availability of an abstract automata 
describing the accepted protocol both containing data or not (at the moment we are 
assuming formalisms as powerful as SSM). At the same time we are studying and 
developing tools for the automatic derivation of test cases from these specifications. Chapter 
4 provided detail on the approach we intend to apply within PLASTIC. The availability of 
specific behavioral models and of algorithms to automatically derive test cases from such 
model permits to put in place a strategy for IBC validation. Strictly related to the availability of 
an operational model suitable for test-case derivation is the availability of a service acting as 
testing engine. Within PLASTIC we are working on the encapsulation of the AMBITION tool 
within a service that can be directly contacted by the UDDI server when an Audition phase 
must be started. 

A second important requirement on services and platform imposed by the framework 
concerns the characteristics of the services to be developed and successively deployed 
within the PLASTIC platform. In particular we assume that PLASTIC services will be aware 
that they will undergo a testing session when asking for registration (to be confirmed by the 
registry when no test has positive result). This requirement directly derives from the 
necessity of removing all the effects caused by the interactions happened during the testing 
phase on stateful resources. Such invocations have to be considered not real for the service 
and in case of services handling stateful resources modification to the state must be undone. 
The same problem must be solved for stateful services providing functionality to services 
under an Audition phase. Therefore a basic requirement that the application phase poses on 
services is the ability of removing all the effects caused by invocations related to the audition 
phase. The solution to this problem is strictly related to how a stateful resource is defined 
and handled within the service. Currently we suppose that such functionality will be explicitly 
foresee by the service developer. Nevertheless we imagine that general solutions can be 
defined given the emergence of standard ways to handle stateful resources such as the WS-
Resource proposal. Another important factor to consider in order to set up an environment 
that permits to remove the effects of the audition phase on the service provides, is the ability 
of recognizing all the invocations generated as consequence of the audition phase. Different 
solutions are possible also in this case asking for support by the platform or not. It is worth  
noting that for the case of the service under registration this problem is not particularly hard 
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and can be easily solved directly by the developer given that the service asking for the 
registration is aware that it has to undergo to a testing phase. The end of the testing phase is 
directly related to the notification of acceptance/rejection within the registry. For a running 
service  involved in an audition phase as provider of a service it is instead not possible to 
recognize when a message is originated within an Audition session, unless specific support 
are provided by the platform. Solutions to this problems are currently under investigations 
nevertheless main focus in this phase has been the development of mechanisms to start the 
Audition phase. 

Finally the last important requirement posed by the framework is the ability to observe the 
interactions as they happen in the deploying environment. This requirement asks for the 
availability of mechanisms similar to those required by run-time monitoring. The idea is that 
(as shown in Figure 27) the UDDI can directly interact with the container of a service to 
activate and deactivate the monitoring of a contained service. Also this feature is related to 
the required mechanisms for the verification of UBC properties which will be the topic of 
future research and for which ready solutions are not available yet. 

The Audition framework has been defined and developed having in mind the availability of a 
centralized directory and discovery service following to which all services directly refer for 
publishing and discovering. Nevertheless within PLASTIC other kind of discovery services 
will be targeted such as notification based discovery. The applicability of the Audition phase 
in such a context are currently under investigation. 

Another important issues that still has not be solved and that will require deeper 
investigations concerns how the framework can be useful to evaluate properties such as 
adaptability and context-awareness of services. Within the project these concepts are under 
definition, nevertheless we already started to investigate how the framework can be adapted 
to consider thse concepts also during testing. 

5.3 Audition Architecture 

In this section we provide a general description of the framework and of the technologies that 
will be used to implement it. As stated already above within the project we are currently 
targeting mainly IBC verification and the development phase has been mainly focused on 
providing support for such kind of verification. The development of mechanisms supporting 
UBC verification will not be further discussed and shown in this section since still some 
deeper investigations on how to implement them are necessary. 

Implementing Audition within PLASTIC we intend to reuse as much as possible what already 
exists. Figure 28 shows which are the technologies that we are planning to integrate in order 
to have a running implementation of the framework. As can be observed all the technologies 
that we plan to use are open source and free distributed. 
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Figure 28: Audition components implementation 

Following the labels given in the picture the functionality of each shown interface is: 

1. This interface is used by the testing engine to notify the result of a testing campaign. 
According to this result the registration will be accepted or not; 

2. This is the interface that allows the UDDI proxy to pass the information about a service 
that asked for registration. This information concerns the location of a WSDL file and 
the SSM model associated to the implemented service. After having received this 
information the testing engine (based on Ambition) will start to invoke and test the 
service. 
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3.  This interface is actually the jUDDI interface. We will use it within the proxy of the 
UDDI4J library. This will make easier the implementation of the interactions with the 
server from the proxy. 

4. This is the interface of the data base (MySQL in our implementation). The DB will be 
used by the Proxy to store information on the service under registration (pending table). 

5. This is the standard UDDI interface used by services to publish and retrieve information 
on published services. 

5.4 Summary 

Audition is a framework that intends to introduce a supplemental phase in the evaluation of 
services. The whole framework bases the evaluation of a service on two different aspects. 
The first is related to the specification for the same service (called IBC) and the second 
instead refers to the usage of required services (called UBC). Within PLASTIC we are 
targeting at implementing mechanisms for the verification of IBC. Support for Usage Based 
Conformance presents many challenging issues that will be investigated in the future 
nevertheless real implementation for this part is not in the scope of the current phase of the 
PLASTIC project. Other interesting issues that we will investigate in the next future is the 
introduction of concepts such as context-awarness and adaptability in testing during Audition. 

The implementation of mechanisms for Implementation Based Conformance will be carried 
on in the next phase of the project. The development will try to reuse already available 
technologies, as illustrated in Figure 28. 
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6 On-line Live-usage Validation Stage 

6.1 Introduction 

The goal of the PLASTIC project is to enable the development and deployment of cost-
effective application services, both in terms of development and usage costs, regarding both 
financial and resource usage aspects, for B3G networks. Service development platforms for 
B3G networks can be effective and successful only if the services they deliver are adaptive 
and offer quality of service guarantees to users despite the uncontrolled open wireless 
environment, which is a key focus of the PLASTIC project.  In this chapter we will describe 
the validation of PLASTIC services and service compositions, performed at run-time by using 
monitoring techniques. 

As introduced in Sec. 2.3, the main goal of monitoring activities is to discover potential critical 
problems while a system is executing. The aim of monitoring is to collect data about a 
phenomenon and analyze that data with respect to certain criteria. The data to be collected 
and the analysis criteria must be defined as part of the monitoring parameters, and may 
change dynamically. The criteria may optionally state that certain external functions (called 
reactions) must be called depending on analysis results.   

Data Collection concerns the storage and the access to the data that is relevant for the 
objectives of monitoring. Data Analysis refers to those practices that, by querying one or 
more data collection systems, and by exploiting information contained in some kind of 
models, checks whether the observed operation of the system being monitored conforms to 
the expected behavior.  

In the context of WP4, the phenomena to be monitored concern either stand-alone services 
or workflows, which may use external services or a choreographed set of services. The type 
of data that is collected must support the analysis of functional and extra-functional (QoS) 
properties of services and service compositions. 

The overall architecture of the monitoring system is made up of two main components: one 
component is meant to perform continuous monitoring of a set of services, by analyzing 
relevant extra-functional properties; another component, whose behavior is triggered by 
events fired by services - i.e. external services invocations - is supposed to check the 
behavior of invoked services against a certain specification. 

Both components provide a high degree of configurability, since users can switch the 
monitoring of each single service on and off, to dynamically tune the monitored parameters 
and attach priorities to them. 

The rest of this chapter is structured as follows: Section 6.2 presents the component that 
performs monitoring of functional properties; Sections 6.3 and 6.4 propose two 
complementary approaches for monitoring extra-functional properties; finally, section 6.5 
summarizes the contribution of the chapter. 

6.2 Dynamic Monitoring of WS Composition  

One of the components of the monitoring system will be in charge of monitoring the behavior 
of web service compositions; although in the following paragraphs we assume that service 
compositions are described in terms of services orchestration using BPEL, the model at the 
basis of our monitoring approach can be adapted to deal with compositions described using 
choreography-based languages. 

The idea on which our approach is based is to provide a runtime checking of the behavioral 
conformance of a service against its specification. A service can be specified in two ways: 
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• in the case of stateless services, by using a Design by Contract [80] approach, i.e. 
specifying pre- and post- conditions (hence after also called contracts) for service 
invocations; 

• in the case of conversational services, by using a language, inspired by algebraic 
specifications [8][20][50], which allows to abstract the state of the service and to 
implicitly specify it by defining equivalences among sequences of operations. 

An example of the former case is the specification of a condition over an input parameter or 
the return value of the service. An example of the latter is the specification of a service, such 
as a shopping cart, in terms of its constructors, observers and derived operations, and 
predicates over operations sequences.  

The architecture of the reactive monitoring is based on the dynamic aspectization of the 
BPEL engine executing monitored service compositions, using AspectJ [63] as Aspect 
Oriented Programming language [64]. In this way, we can add monitoring facilities to an 
already existing application, such as the open source ActiveBPEL7 execution engine, 
exploiting the benefits of aspect-oriented programming. 

By using an AOP-enabled programming language, we can keep business logic and 
monitoring logic separate, guaranteeing good code modularization. Moreover this 
architectural choice allows users to execute monitoring in a transparent - i.e. without 
modifying the structure of the process - and dynamic way, i.e. by inserting and 
enabling/disabling assertions at runtime on the basis of performance needs of the monitored 
process. 

This represents an alternative to proxy-based solutions, such as the one proposed in [12], 
which tries to remove the architectural bottleneck related to a central, unique, proxy. 
Furthermore, it eliminates the need to produce a second BPEL process, obtained by weaving 
the original BPEL process with the monitoring rules.  

In PLASTIC, our solution extends the standard implementation of the ActiveBPEL engine 
with four additional components, shown in Figure 29: 

• Main Interceptor: it intercepts and modifies the execution of a process within the 
engine, at some pointcuts, using aspect-oriented programming; 

• Rules registry: it contains the assertions to monitor;  

• Monitor:  monitoring rules verifier; 

• GUI Interceptor: utility to set up a wizard for defining and installing monitoring rules. 

                                                
7
 http://www.activebpel.org 
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Figure 29: Monitoring embedded within the BPEL engine 

Main Interceptor is obviously the component that plays a major role in our solution: it allows 
defining monitor-related pointcuts and advices in AspectJ. As stated before, we assume that 
pointcuts correspond to the activities in the BPEL process that interact with external services; 
thus we suppose the local workflow of the process to be correct and interactions with the 
external world to be potential causes of anomalies. With this assumption, receive, invoke 

and pick are the only activities to which you can attach monitoring rules. 

Our approach defines pointcuts for several events of the engine: 

• Engine start/stop 

• Process construction/destruction 

• Activity execution: this is the most important pointcut in order to  perform monitoring, 
since the advices associated to it are in charge of verifying the specification, by 
invoking the monitor rule verifier  (the Monitor). 

Rules can be defined using a graphic tool, which allows to annotate the activities of a 
process with assertions and to attach a specification to an invoked service. Analogously to 
the Main Interceptor, this component exploits AOP techniques to extend the functionalities 
offered by the management tool bundled with ActiveBPEL. 

Furthermore, users can specify basic QoS parameters (e.g. response time) that the engine 
can collect while performing monitoring activities, and constraints relative to the context in 
which the service will be executing, to perform context-aware monitoring.   

Open issues that will be addressed by a further development of the approach presented 
above, concern the specification language for describing the behavior of conversational 
services, and the extension of the framework to service compositions described as 
choreographies. 

6.3 SLA Monitoring Based on Formal Language 

As the complexity of inter-organizational co-operations increases, so does the likelihood of 
parties not behaving as expected. A monitoring framework for SLAs is thus required if 
service guarantees need to be provided to the end users of B3G services. 
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There is a growing industrial interest in formal languages for SLAs and related analysis 
techniques, following the recent trends in service outsourcing. We propose here the following 
methodology for on-line monitoring of SLAs: 

1. Express SLAs using an extended version of TCTL, a logic to reason about time and 
time intervals. 

2. When an SLA is encoded as a TCTL formula, define its corresponding timed 
automaton. 

3. Reduce the problem of online monitoring SLAs to the problem of checking whether or 
not the actual execution of the system is a (timed) word accepted by the automaton. 

The remaining of this section presents the detail of this methodology. 

6.3.1 Preliminaries 

6.3.1.1 Timed Automata 

A “standard” automaton is A=(Σ,Q,Q0,δ,F). For instance, see Figure 30 where Σ={a,b}, 
Q={0,1}, Q0={0}, F={1}, δ as depicted. 

 Automata recognize languages. For instance, L(A) includes the words 
{a,ab,abb,abaaaaabaab,…}. 

A time sequence is a sequence of real numbers τ=τ1τ2… s.t. τi>τi-1 and the sequence is non-
Zeno. A timed word is a pair (σ,τ) where σ is a standard word and τ is a time sequence, e.g., 
{(aab…),(0.1,0.3,1.2,…)}. 

Timed automata [24] accept timed words, i.e. they recognize timed languages. For instance, 

consider the timed automaton TA1 in Figure 31 L(TA1) = { (((abcd)ω, τ) | (τ4j+3 < τ4j+1 + 1) ∧ 

(τ4j+4 > τ4j+2 + 2)}. 

 

Figure 30: A simple automaton 

 

Figure 31: A timed automaton TA1 
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6.3.1.2 TCTL, a logic for real time 

TCTL [3] is an extension of CTL which allows to reason about durations. 

(Syntax of TCTL).  Let AP be a set of atomic propositions; let I be an interval in ℜ; let < 
denote any of the binary relations <,≤,>,≥,=. TCTL formulae are defined inductively by:  

φ ::= p | ¬φ | φ∨ψ | E[φ U <cψ] | A [φ U <cψ] 

where p is an atomic proposition and c is a real number.   

The remaining temporal operators are derived in a standard way: EFcφ ≡ E[ true U<cφ], 

AF<cφ≡A[ true U <cφ], EG<cφ≡¬AF<c¬φ, and AG<cφ≡¬EF<c¬φ. 

The standard semantics of TCTL is given by means of Timed Automata. We refer to [3] for 
more details. 

Efficient algorithms and tools have been developed for model checking TCTL, see for 
instance [29][30][13][90]. 

6.3.2 Counting events and real time constraints 

The problem: TCTL is not good at counting events. For instance, “there are 10 requests in a 
given minute”: there is no easy way to express this in TCTL. Moreover, counting events in an 
interval does not appear as a specification pattern, neither “qualitative” [35] nor “quantitative” 
[65]. 

We propose the following extension to the syntax of TCTL: EC(p,n,t), where p is a 

propositional variable, n ⊆ N is a positive natural number, and t ⊆  ℜ is a real number. 
EC(p,n,t) is read as: there exists a path such that p happens at least n times in the next t 
time units along the path. The semantics for this operator is easily defined using Timed 
Automata, similarly to TCTL. 

Figure 32 depicts an automaton TA2 which accepts runs for EC:(p,3,5), i.e., runs where p 
happens 3 times within 5 times unit.  

In general, an automaton accepting EC(p, n, t) has n+2 states. 

 

Figure 32: A timed automaton TA2 

6.3.2.1 Verification of traces 

We do not need the full machinery of model checking a generic temporal formula in a generic 
model for TCTL, but we can take advantage of model checking techniques in a number of 
ways. Indeed, the problem of monitoring a requirement in simpler than model checking: there 
is a single trace (the execution trace), and one or more temporal formulae that have to be 
verified along that trace. We exploit this fact in two ways: 

1. Verification can be performed “on the fly” (i.e., while the trace is being built: this is a 
standard optimization technique for model checking, for instance see [87]).  
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2. The most common model checking methodology for TCTL involves the construction 
of equivalence classes for clock evaluations and their (possibly symbolic) 
representation. Instead of using this technique, we suggest the use of the model 

checking technique used in the SPIN model checker [53]: we test that E ∈ L(φ), 
where E is a string corresponding to the sequence of events, and L(φ) is the 
language recognized by the automaton encoding a temporal formula φ (the 
observation required to hold); see [23] and references therein for an introduction to 
automata-based model checking. Notice that this technique has been applied to the 
logic LTL only, but it can be easily extended to TCTL. 

More in detail, we define E and L(φ) as follows: 

• E: This string is generated by recording the events (each event is an element 
of the alphabet) and the time of their occurrence. This generates the timed 
word E. 

• L(φ): automata for TCTL formulae can be built in a standard way. Automata 
for formulae of the form EC(p,n,t) are built similarly to Figure 32: n+2 states 
are introduced, relevant transitions are labeled with p, and the clock 
constraints are defined using t. 

Verification can be performed at this point on-the-fly: every time a new event is generated, 
i.e., every time E changes, we need to check whether or not E is a word permitted by the 
automaton L(φ) (notice: if more formulae need to be verified, the verification is performed for 
each formula). 

6.3.3 From SLAng to real-time verification 

In this section we present an example of reduction of an SLA to timed automata.  

Part of an SLA in SLAng is reported in Figure 33 essentially, this is a reliability clause for a 
service provider, with a required 90% reliability in time windows of 1 min. Additionally, the 
client is subject to an inputThroughputClause: no more than 10 requests per minute can 
be submitted to the service provider.  
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Figure 33: HUTN code for SLAng (excerpts) 

We start by analyzing inputThroughputClause: this requirement imposes that no more 

than 10 requests can be performed in 1 minute. The requirement corresponds to (the 
negation of) the following formula: EC(request,10,60). This formula, in turn, can be 
represented using an automaton similar to the one in Figure 32, against which execution 
traces can be validated. 

failureModeDefinition is a standard bounded response pattern [65]: a response 

should follow a request within a certain time. This is translated into the TCTL formula 

AG:(request ⇒ AF<5sresponse). We assume that when this formula is violated, the client 
enters a state where a new proposition “fm” holds.  

The reliability requirement imposes that, in any given minute, fm cannot occur more than 
90% of the times. As a client cannot submit more than 10 requests per minute8, reliability can 
be expressed using the automaton in Figure 34. Notice that this automaton accepts all the 
sequences of events in which two failure modes (fm) occur within 60 seconds: an execution 
trace satisfying this automaton would be a violation of the reliability requirement. 

In this example, it seems natural to install the monitors for failure modes and for reliability on 
the client, and on the server for inputThroughputClause. A possible implementation is 

presented in the next section. 

                                                
8 The definition of EC does not allow for the expression of “derived” quantities (such as percentage, fractions of 

executions, etc.). Thus, we have to establish a bound of the form “number of events per unit of time”. However, 

this limit seems to make sense in a number of cases, while a simple percentage may cause problems. For 

instance, 90% reliability in a minute, without an inputThroughputClause, permits an unbounded number 

of requests in the time unit. 
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Figure 34: Timed automaton for the reliability clause 

6.3.4 A methodology for on-line monitoring 

A possible implementation of an automata-based monitor is presented in Figure 35. When an 
event is detected at an interface, it is processed by a dispatcher. The dispatcher holds the list 
of SLAs; if an event is relevant to some of the existing SLAs (expressed as automata), an 
SLA checker is created and the event is passed to the newly created checker. Also, if the 
event is relevant to an existing SLA checker, it is passed to it. Additionally, the Dispatcher 
delivers the event to a Log manager (see below). 

The SLA checkers (in circles) implement the automata-based verification of traces of events. 
See http://www.cs.auc.dk/~behrmann/utap/libutap-0.90.tar.gz for a library for automata 
manipulation. SLA checkers place lock on logs. When the SLA checker terminates (either 
because no violation was detected in the execution, or because a violation occurred), the 
lock on the log is released. 

The log manager keeps track of the locks and stores the relevant log in a “live” log. When all 
the locks are released, the manager stores the “unlocked” part of log in a more 
suitable/compressed form (archived log). 

 

Figure 35: A proposed implementation of an automata-based monitor. 
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6.4 Qos Monitoring 

Being targeted at heterogeneous hardware platforms, PLASTIC could be deployed on nodes 
with reduced capacity, for which prudent resource management is key. In real-life scenarios, 
a naive approach to monitoring can introduce considerable QoS degradation, influencing 
those very parameters that one aims to measure. 

Several potential solutions to overcome this issue could be considered. For example, one 
could transfer the logs to a different dedicated machine, where they would be analyzed 
offline. While this could apparently alleviate the problem, in fact it would just shift the 
overhead from the storage to the network resources, potentially producing similar negative 
effects to those that one wanted to avoid. As an alternative, one could compute a condensed 
representation of the logs to minimize the storage and transfer requirements, but this would 
just shift the load towards the CPU resource again. It is then evident that, in order to 
minimize the negative influence of monitoring on the observed quantities, a different 
technique must be devised.  

The basic principle we propose is that the amount of system resources assigned to 
monitoring must be adjusted dynamically, based on the measured load of the underlying 
hardware platform. More specifically, when operating system parameters (e.g., CPU, 
memory, bandwidth) reach certain upper levels, the monitoring of certain services should be 
reduced or suspended, based on suitable policy. 

We now outline our proposal for a monitoring framework designed following this general 
principle. We identify the main components of the framework and define their high-level 
responsibilities and operation, pinpointing, where appropriate, interesting research problems 
that we would like to investigate in the next stages of the project. 

6.4.1 The Monitoring Framework 

The framework is composed of the following parts: the Platform Observer, the Data 
Collection Controller, the Dynamic Loggers, the SLA Parser and the SLA checker. In the next 
sections we will describe the operation and high-level responsibilities of each of them. 
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Figure 36: Architecture of the proposed QoS monitoring framework 

6.4.2 Dynamic Loggers 

The collection of data from service operation needs to be adjustable at run-time. A dedicated 
logger is assigned to each service for which an SLA must be verified. Loggers expose an 
interface whereby their behavior can be dynamically configured. More precisely it should be 
possible to: 

1. set the level of detail at which the logging must be done (for instance, to specify the 
frequency at which events should be recorded, i.e. sampled); 

2. indicate what type of events must be observed and recorded in the logs; 

 

Table 6: Typical metrics captured by logs 

Event information 

receive service invocation time-stamp, interaction identifier 

send reply to service 
invocation service 

time-stamp, interaction identifier 

context changes time-stamp, specification of the new context 

exception caught by the 
middleware 

time-stamp, exception type, additional info 

 

The loggers capture information like that reported in Table 6. It can be used to verify the QoS 
of services that are running on a given node and that act as servers in the considered 
interactions. In practice, a service S can in turn require other services (Z in Figure 37 below) 
to carry out its task and thus, it can play, on one side, the role of a server and, on the other 
side, the role of a client. Observations of the interactions where S is the client and that are 
made from the node where S is deployed unavoidably include the effects (increased latency, 
higher failure rate, burstiness) of the communication network. These effects need to be taken 
into proper account collecting additional logging information, such as: 
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• the time-stamp, the called service and the interaction identifier for each invocation 
addressed by the service to another one; 

• the time-stamp, the called service and the interaction identifier for each reply received 
from other services. 

 

Figure 37: In-bound and out-bound service requests 

  

6.4.3 Platform Observer 

The Platform Observer gathers instantaneous measures of platform level indexes, including: 

• CPU utilization rate 

• memory occupation 

• utilization rate of network interfaces 

• disk activity 

Also, the Observer continuously computes the values of a set of indicator functions, whose 
parameters are platform indexes like those exemplified above, and provides these values to 
the Data Collection Controller. 

 

Figure 38: Example of logging mode switching based of an indicator function 
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6.4.4 Data Collection Controller 

The Controller is the core element of the framework. It gathers the instantaneous values of 
the indicator functions obtained from the Platform Observer and drives the operation of 
loggers. In order to do so, the co-domain of each indicator function is partitioned into two or 
more intervals, so that different operational conditions are identified based on the function’s 
value. The logging mode of a logger can then be changed when the newly observed value of 
a suitable indicator function falls into a different interval than the preceding. Basic logging 
modes, which all loggers are capable to offer, are: 

• full logging mode, in which all events are observed and as much 
information as is available about them is logged; 

• disabled mode, in which nothing is logged. A logging mode is a 
specification of the type and level of detail of the information that must be 
logged. It is then the Controller's task to maintain a proper correspondence 
between observed indicator function values and logging modes.  

The simplest control strategy is to partition the co-domain of an indicator function in just two 
intervals and associate them with the "full logging" and "no logging" modes respectively. Of 
course more sophisticated policies can be defined, and this is an interesting direction that 
may be worth exploring in future research. According to the mechanism sketched so far, the 
decision as to whether the logging mode of one logger should be changed or not is taken 
based on one indicator function and independently of what is being done to the other 
loggers. More sophisticated alternatives could be experimented with, which could take into 
account multiple indicator functions and which could coordinate mode switching of 
concurrent loggers. 

Also, the definition of modes and of the control algorithm that associates modes to indicator 
functions is highly dependent both on the type of monitored services and on the clauses 
contained in the SLAs that are being checked. Conceivably, the knowledge of this 
information could be leveraged to realize more effective control policies. Furthermore, 
besides this "static" data, also information about the discovered violations - or lack thereof - 
could be considered as a useful input for the control algorithm. 

6.4.5 SLA Parser  

This component is responsible for parsing SLAs to express the information contained therein 
in a simpler format, which is based on elementary constraints that are readily understandable 
by the SLA Analyzer. By interposing this component between the SLAs and the Analyzer we 
are able to cope with the diversity of notations that might be used to describe SLAs, thus 
treating separately the two distinct concerns of their representation and their analysis. 
Support for additional SLA languages can thus be easily plugged into the framework, just by 
implementing suitable new parsers. 

6.4.6 SLA Analyzer 

The purpose of this component is to compare the information available from the logs with the 
constraints that are produced by the SLA Parser. Existing approaches and techniques can 
be exploited for the implementation of the SLA Analyzer. As an example, an approach called 
“performance assertion checking” is presented in [88], where the Pspec language is 
presented along with a prototype tool to check execution logs against assertions specified in 
Pspec. A similar idea, according to which the assertions are embedded in the code and 
evaluated at run-time, is presented in [109]. Another related work is presented in [69], which 
introduces an extension of the methodologies mentioned above, addressing the specific 
needs of performance testing for applications running on mobile devices. 
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6.5 Summary 

This chapter has presented the approaches adopted to accomplish online validation of 
PLASTIC services. Validation is performed using monitoring techniques tailored for functional 
and extra-functional properties. 

Further research effort will be put to explore the opportunity of integration of the three 
approaches presented. In particular, the two approaches for extra-functional monitoring 
described in sections 6.3 and 6.4 could be combined: the first proposes a specific approach 
to verify that a specified SLA is fulfilled, the second design an adaptive framework to make 
monitoring efficient; moreover, the framework described in section 6.2 could act as a data 
collector of QoS parameters for the extra-functional monitoring component. 
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7 Validation Framework Architecture 

7.1 Introduction 

In  the previous chapters we have presented in detail the various approaches and tools 
under development within WP4. Earlier in Chapter 3 we have anticipated our vision of how all 
presented approaches fit within the comprehensive validation process of B3G services which 
we envisage. As already said, in PLASTIC WP4 our position is that we are not going to build 
one fixed monolithic environment; instead we will develop a set of technologies which can be 
used in independent manner or in different combinations, so giving rise to a flexible modular 
framework which the service developers or integrators can adapt to their exigencies. 

In this chapter, we will now sum up the presented technologies and put them in context 
within an abstract specification of the PLASTIC validation framework architecture. The 
process we have outlined in Chapter 3 constitutes the means for collating the “architecture”. 
Following the above vision, the architecture is not meant in terms of a design structure, but 
rather consists of an abstract framework unifying all approaches presented so far, organized 
along the three identified stages of off-line, on-line pre-publication and on-line live-usage.  

The next section describes such a framework, and makes plans for the development of 
prototype implementations of the proposed solutions in the next future. Section 7.3 then 
discusses foreseen risks and mitigation actions. Conclusions of the chapter are summed up 
in Section 7.4. 

7.2 Integrated Framework Architecture 

As described in Chapter 3, the validation of B3G applications in Plastic is organized into 
three subsequent stages, which are shown in Figure 39. As already explained, and as also 
early illustrated in Figure 4 (p. 43) , off-line testing refers to validation activities conducted 
during development of the service, in a fake environment. On-line validation refers instead to 
testing a software deployed in its real environment; more in particular in the context of 
services, we have distinguished between validating the service behaviour before it is made 
available for general public invocation, or after, in which case the validation is a synonymous 
with monitoring. 

With reference to Table 2 (p. 42), we now discuss the stakeholders who could be interested 
in each stage. In principle of course any stakeholder could be interested in conducting off-
line validation, but the problem as extensively discussed in this document is the availability of 
the information necessary for building the reference model for testing. Therefore, the most 
likely case is that off-line testing is carried on by the service developer, and by the service 
integrator as well as regarding the integration testing of the composite service. In some 
measure also the service deployer could be entitled to carry on some off-line validation, 
mainly focused on testing the service integration within the environment in which it is 
deployed, but to this purpose our vision that the service information is enriched with semantic 
information of its behaviour, both functional and extra-functional, needs to be realized.  

On-line pre-publication in our vision is of interest for the service deployer (in its vest of 
provider of the service), the directory service and, if the SUE has to conform to standardized 
specifications, also to the relevant standard body. They are motivated by different objectives: 
the service deployer wants to verify that the service behaves as expected; the directory 
service want to guarantee the integrity of published services; the standard body wants to 
check conformance of the implementation to the agreed standard specifications. But all of 
them share the concern of checking beforehand that the service provides guaranteed quality 
levels, by performing a sort of qualification test before granting publication. 
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Figure 39: The three validation stages in PLASTIC  

Finally on-line live usage is interesting directly to the service providers, since they may want 
to be able to log information about the usage of the services, and to promptly adopt adequate 
countermeasures in case anomalies or malfunctions arise; but also indirectly to the service 
users and to the directory service, who may want to monitor that the contractualized levels of 
quality are actually provided. 

As shown in Figure 39, it is assumed that the three stages proceed in sequential order, since 
a service is first developed, then deployed, then used. There are clear relationships among 
the stages. In particular the results of the analyses conducted off-line may be used to guide 
the on-line validation activities, as shown by the dashed grey arrows on the left of the above 
figure. Moreover, the results from analysis during the on-line validation might provide a 
feedback to the service developer or to the service integrator, highlighting necessary or 
desirable evolutions for the services, and therefore might be used for off-line validation of 
successive enhanced versions of services, as hinted at by the light dashed arcs on the right. 

Having made clear the context for the three introduced stages for validation in PLASTIC, we 
now describe the integrated framework in which all the approaches and tools introduced in 
this document fit together. The framework is illustrated in Figure 40. We provide first a 
general statement about the view of a validation framework for B3G applications, and then, 
marked by a check symbol, we point in particular at the proposed approaches within WP4. 
Even more specifically, since the time and the resources available within PLASTIC are 
limited, for each approach we provide an indication of what we are planning to implement in 
the six months remaining to the next deliverable which is “Test framework, prototype 
implementation release 1.0”, foreseen at month 18th. Indeed, as such information is 
extensively discussed in the dedicated chapters, here we just make an integrated overview 
and refer to the specific sections where the approaches are described. 

Concerning off-line validation, the framework is illustrated in  Figure 40. part a). First of all, 
common to any approach is the need for a realistic testbed within which the service can be 
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executed. The development of the testbed is crucial for off-line validation success, but it is 
behind the scope of WP4.  

���� In PLASTIC the integration and evaluation of all proposed technologies is foreseen 
within Work Package 5, which is specifically devoted to assess the integrated 
PLASTIC platform through the development of mobile e-services. In particular four 
scenarios have been earlier identified, namely e-health, e-business, e-learning and e-
voting. It is obvious that a specialized testbed for each of the scenarios in which the 
validation framework will be experimented is necessary. This is a prerequisite to the 
future evaluation of the proposed test framework. 

Above the testbed, it is necessary to provide means for facilitating and automating the 
experimentation. Indeed, as extensively described in Section 4.2, testing of distributed 
heterogeneous systems, such as the PLASTIC applications, is much more than simple 
deployment and execution. It can involve complex activities such as experimental design, 
workload generation, data collection, data analysis, and overall experiment management. So 
we need a comprehensive framework to help software engineers manage and automate 
experiments with highly distributed systems performed on distributed testbeds. 

���� In WP4 we will adapt and use for automating distributed experimentation the 
distributed exprimentation platform described in Section 4.2. This platform automates 
a three-phase process: i) a workload is generated, ii) the trial is run; iii) post-
processing of the collected data is performed. A running version of Weevil is already 
available, in the next six months we will work on adapting the platform to the B3G 
context, and on permitting integration of the platform with the foreseen test 
approaches. 

As said, the validation will include both functional and extra-functional testing. Different 
approaches could be considered to this purpose, many of which have been surveyed in 
Chapter 2. 

���� In WP4, for functional testing we have concentrated our efforts toward Model-based 
testing approaches, since these are widely recognized as a promising solution for 
rigorous systematic testing. Given the characteristics of B3G applications, we have 
worked to customize the existing well-known ioco-based testing methodology [103] to 
deal with the notions of ports and conversations proper of Service-oriented 
applications. We have assumed that the static aspects of the WSDL are extended 
with the dynamic, functional aspect of data enriched conversation descriptions. Such 
a conversation consists of messages (including their parameter data) as they are 
exchanged at WS ports. The goal is to automatically test WS by generating inputs 
and giving verdicts to observed outputs based on the SSM specification. The general 
approach is depicted in Section  4.4, and it lays down a series of difficult research 
challenges. In the next six months we will release a first release implementation of the 
AMBITION tool which supports the automated testing of a single WS. We are also 
working in parallel to develop the JESSI tool that provides graphical editing 
capabilities for the SSM specification. 

Concerning the off-line testing of QoS properties, in general we need to be able to reproduce 
in the testing laboratory the behaviour of the SUE even for its extra-functional properties.  

���� In WP4 we have defined a possible approach, called Puppet, which addresses the 
automatic generation of an infrastructure to be used as a test harness for pre-
deployment QoS evaluation of a service. The generation is performed in two different 
phases: first the generation of the stubs simulating the extra-functional behavior of the 
services in the composition; second the composition of the service implementation 



3/5/2007 PLASTIC Consortium 

PLASTIC  IST-26955  109/119 

 

with the services with which it will interact. In WP4 we will build a proof-of-concept 
tool for Puppet: the choice of the strategy to be used for selecting the extra-functional 
test cases for invoking Puppet is still an open problem. 

Since B3G applications consist generally of large-scale networked service implementations, 
whose execution cost may be high, the usage of simulation-based execution of test cases 
could be useful.  

���� In WP4 we will also make available an approach to Simulation-based testing, which 
can be used in combination with both functional and QoS validation approaches in 
order to choose the most effective adequate test suite or the most effective adequacy 
criterion. The adopted approach is described in Section 4.3. It has already undergone 
some experimentation, and in PLASTIC we will investigate the possibility of its 
combination with the proposed off-line approaches. In the figure, as an example, we 
show the case that the MBT approach produces an Abstract Test Suite (ATS), and 
that this is given in input to the Simulation-based test approach, which can optimize 
the suite. One basic issue to the applicability of simulation-based testing ideas is that 
the approach requires the availability of a discrete event simulation in executable form 
of the service under test. 

We now consider that the service application is deployed on the server node. Before it is 
published we in general assume an admission testing session, aimed at ascertaining that the 
service provides adequate behaviour, as explained in Chapter 5. This is a sort of quality 
certification, which assumes that the service world is semi-open: not all services are 
admitted. The outcome of this stage is a YES or NO verdict which allows or denies service 
publication. As illustrated in Part b of Figure 40, in general the qualification check may 
concern both functional and extra–functional properties. Clearly, such stage poses many 
complex challenges, both technical and administrative, which hinder its full realization within 
PLASTIC. 

���� In WP4 we are targeting the functional admission testing, which we have called 
Audition. This poses many challenges, as described in Section 5.2.5, in particular for 
taking into account both that the service under test adequately fulfils the incoming 
invocations, as well as that it also in turn makes correct invocations to other services. 
For the moment only the first case, called IBC, will be realized in WP4. The test cases 
to be launched during audition could be the same test cases derived in the off-line 
analysis from the SSM model: in this way an integration is realized between off-line 
and on-line audition. 

Finally, we deem that for validation of B3G services the dynamic monitoring of service 
runtime behaviour is an indispensable approach to tackle with mobility and context-
awareness. In general different, more or less invasive, approaches to monitoring can be put 
in place. In passive monitoring, validation just consists of observing the behavior, by 
registering the execution traces and/or appropriate parameter values, while the system 
executes; this is useful to timely detect possible problems or malfunctions, and for profiling 
purposes, e.g. for accounting: By reactive monitoring, we mean the possibility to intervene 
and drive the system behaviour, based on the analysis results of the monitored behaviour. 
Finally, proactive monitoring is meant as stimulating the system with a set of test cases, as is 
done in off-line testing. The latter clearly poses problems of side-effect and of controllability.  

���� In WP4 we will target passive monitoring, which is the basic, less demanding 
approach, although also less effective in terms of guaranteeing the application QoS. 
We will probably not be able to fully implement reactive monitoring, but at least 
partially we are investigating the capability to make the monitoring function adaptive, 
not to negatively affect system performance. We are currently developing functional 
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monitoring as described in Section 6.2, using Aspect-oriented technology; we will 
show how QoS can be monitored using a formal description of the service level 
agreements, by means of temporal logic technologies. Besides, we will work at a 
framework for making the QoS monitoring more efficient, using an adaptive 
monitoring framework, as described in Section 6.4. 

 

 

Figure 40: Integrated validation framework 
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7.3 Risks and Mitigation Actions 

As the previous section shows, the foreseen architecture for the WP4 validation methodology 
includes several different technologies and tools. While it is certainly positive and agreeable 
that the validation of the PLASTIC targeted B3G applications is pursued by a blend of 
approaches, the wide spectrum of technologies under development poses the risk that efforts 
are fragmented and eventually the hoped-for results are not achieved. 

Indeed, we believe that an ambitious research project as PLASTIC, in terms of general 
definition of a methodology for validation should foresee a framework as comprehensive as 
possible, and this is what we have done. Then what we plan to realize is a proof-of-concept 
tool for each of the proposed techniques, that can be used for the evaluation stage in the 
second part of the project. Therefore, for each of the adopted technologies, we have 
distinguished between: i)  defining the technology in the most general and comprehensive 
way, for the purpose of outlining a generally applicable validation architecture; and ii) 
implementing a specific instance of the technology to a restricted scenario, so that we can 
get also a functioning proof-of-concept tool. The first mitigation action has been hence to 
identify for each proposed approach a minimum instance that can realistically be 
implemented within the course of the project. The specific assumptions and restrictions taken 
for each technology have been amply discussed in the sections devoted to the specifications 
of the technology itself.  

Another mitigation action that we have taken is to adopt, wherever possible, technologies 
and tools which were already existing and adapt them to the exigencies of the project, rather 
than developing new tools from scratch. In this way, we have already some evidence of the 
feasibility of the technology.  

7.4 Summary 

In this chapter we have unified under a common view, also illustrated in Figure 40, the 
various  technologies presented in Chapters 4, 5 and 5. We have also explained here that we 
distinguish between outlining a generally valid framework for the validation of B3G 
applications, embracing all the three stages identified in Figure 39, with a variety of 
techniques, and developing a proof-of-concept set of tools for carrying on an empiric 
evaluation of the proposed approaches on the PLASTIC testbeds. For the latter, we have 
identified some instances of the technologies which are produced making adequate limited 
assumptions. 
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8 Conclusions 
This deliverable has covered broadly the topic of validating PLASTIC B3G applications. We 
have first laid down the context and goals of WP4, and have provided a wide and uptodate 
overview of the current state of art in the related topics. Then, we have provided an extensive 
specification of the technologies that we will adopt for validation of PLASTIC services, and 
finally we have discussed how all these technologies fit together into the test framework 
architecture. Actually, as we have discussed in the previous chapter, the architecture is not 
really conceived as a structure of components, but rather the tools under development are 
glued together by the vision of a three stage process, in which the different prospected  
techniques can be combined. 

The task of validating B3G applications poses many difficult challenges. Whilst this document 
has provided an ambitious framework of attractive approaches to put in place, we are aware 
of the many remaining issues to be solved, some not even considered here. In particular, the 
most pressing issue is to tackle context awareness and mobility, which we do not deal with in 
off-line testing, but only approach by on-line monitoring of live-usage behaviour. The reason 
for this is that B3G applications operate in very heterogeneous and dynamic contexts, whose 
reproduction in laboratory for the purpose of testing would be too costly. 

It is important to emphasize that even though we have always considered feasibility and 
viability of the proposed techniques, even the most effective validation technique is never 
obtained for free, but has an associated cost. For each of the proposed approaches there are 
requirements to their applicability. Model-based testing, specified in Section 4.4, is a black-
box approach, but requires that the service developer releases a specification of service 
behaviour. Simulation-based testing (see Section 4.3) can be used to improve the test suite 
effectiveness, but can only be applied when a discrete event simulation is available. On-line 
pre-publication testing, such as the Audition approach in Chapter 5, is an innovative idea to 
make the deployment environment of a service more trustable, yet it is viable only if the idea 
of a service quality certification is accepted. On-line live usage monitoring is generally 
acknowledged as an important component of modern dynamic systems development, 
accompanying their real world usage, for profiling and validation purposes, but it requires 
enhanced logging and analysis capabilities incorporated within the middleware. 

Therefore, an important point is that the validation of the functional and QoS adequacy of 
B3G services cannot be conceived as an add-on feature which is plugged in from outside 
their development process, but rather is a stringent requirement which must be accepted, 
sought and supported by all service stakeholders. Indeed, in the joint work conducted within 
the PLASTIC project we have experimented the many strict relations existing among what 
has been proposed in WP4, and the activities ongoing in parallel within WP2 and WP3. 

While this first WP4 deliverable addressed the specification of the adopted techniques, the 
next one will deal with the implementation of the techniques into prototype tools and 
successively, in WP5, their experimentation with the PLASTIC adopted testbeds. 
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