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Ab initio methods for calculating the adiabatic electronic properties of a single isolated molecule
interacting with a metal surface are reviewed. First the fundamental approaches of Anderson,
Grimley, and Newns for chemisorption, as well as of Zaremba and Kohn, for physisorption, are
outlined. Then the density-functional theory and its approximations are considered. The different
models for the adsorbate system are described. They comprise those in which the system has a finite
volume—i.e., the cluster, the slab, and the supercell models—and those which take into account the
semi-infinite nature of the substrate—i.e., the embedding approach based either on the Dyson
equation or on Green’s-function matching. Those definitions are also introduced that we deem
important for the understanding of the physical properties of systems to be presented in this article.
The lack of full screening in a localized region around the adsorbate, and hence the existence of
long-range Friedel’s oscillations induced by the adsorbate in the metal, are discussed. The way in
which the lack of full screening influences the calculated adsorption energies is estimated by the
grand-canonical functional. Recent ab initio results on physisorption of a noble-gas atom on metals
deal mainly with the limits of validity of the simpler effective-medium theory and with the
anticorrugating effect of He. Atomic chemisorption is considered in order to deal with the concept of
bonding at a metal. Dissociative chemisorption calculations mainly treat the H2 metal system. Here
both the adiabatic electronic properties and the sticking probabilities recently obtained using the ab
initio potential-energy surfaces are analyzed. Carbon monoxide chemisorption, lateral interactions
between adsorbates, adatom diffusion, and chemisorption on stepped surfaces are presented as
prototypes of the large variety of ab initio results currently available. Finally, the conclusions are
devoted to the respective merits of the different theoretical approaches and to some future directions.
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I. INTRODUCTION

Progress in microscopic experiments studying mol-
ecules on surfaces has given much impetus to theoretical
research on the statics and dynamics of molecule-surface
interaction. The static properties of interest comprise
the geometrical configuration of the system, including
possible reconstruction of the surface, the electronic
structure of the system, its adiabatic potential-energy
surfaces, its vibrational properties, and intermolecular
interactions. The dynamic time-dependent processes to
be studied include sticking, desorption, and diffusion on
the surface. Reactions can occur on the surface and are
also of interest; a simple example is dissociative sticking,
where the molecule is separated into fragments when it
23171(1)/231(35)/$22.00 ©1999 The American Physical Society
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binds on a surface; the inverse process is called associa-
tive desorption (Lundqvist, 1984; Gomer, 1990; Brivio
and Grimley, 1993). The binding of a molecule1 to a
surface is called chemisorption if the bond involves sig-
nificant sharing of electrons beween the molecule and
the solid, physisorption if the bond is the weaker van der
Waals interaction, and adsorption in general. For ex-
ample, the noble gases bind to surfaces by physisorption.

In this article we shall focus our attention on
molecule-surface systems in which the substrate is a
metal. In fact, a complete description of the molecule-
metal interaction, including both the statics and the dy-
namics, would provide an understanding of several phe-
nomena of fundamental importance in surface science.
These include heterogeneous catalysis, corrosion, and
the growth of thin films (Sinfelt, 1984; Hamnett, 1990).
Although important processes such as catalysis are more
efficient on polycrystalline surfaces, the fundamental
properties of the interactions are easier to study, both
experimentally and theoretically, on single-crystal sur-
faces. So, owing to the more fundamental character of
the measured or calculated results obtained on a single-
crystal surface, the information gained about the basic
interactions can then be applied to understand the main
trends for surface phenomena on more complex struc-
tures (Langmuir, 1922; Ertl, 1994). Only very recently
have studies of the molecule-metal interaction on
stepped surfaces been undertaken (Feibelman, 1992a;
Wang and Ehrlich, 1993; Stumpf and Scheffler, 1996).

One of the main aims of theory in surface science is to
describe in microscopic detail the chemical transforma-
tions associated with heterogeneous catalysis. At present
we are still far from being able to follow all steps of a
heterogeneous catalysis reaction on a single-crystal sur-
face by solving a classical or a quantum-mechanical
equation of motion. But it is feasible to study more el-
emental processes related to catalysis for adsorbates
which are reactants, products, or intermediates. For ex-
ample, there is general consensus that ammonia synthe-
sis is controlled on Fe(111) by the nitrogen dissociative
sticking coefficient (probability) (Grunze, 1982). So the
microscopic description of a more elemental surface
process, e.g., the sticking of nitrogen, could provide the
correct input for more complex phenomena.

Consider now a process such as scattering, sticking, or
desorption of a molecule on a metal, which clearly re-
quires the solution of a time-dependent equation. Be-
fore such a calculation can be performed one needs to
know the potential-energy surfaces and the couplings to
excitations as well (Brivio and Grimley, 1993). At the
least, the ground-state adiabatic potential-energy sur-
faces of the molecule-metal interaction (statics of ad-
sorption) are needed as the input for a dynamical calcu-
lation. Such potential-energy surfaces (Darling and
Holloway, 1995) have to be known in great detail, since
the presence or absence of even a shallow activation

1In this article we use the word ‘‘molecule’’ to refer to both
molecules and atoms.
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barrier in the molecule-surface potential modifies dras-
tically the physics of the problem. For example, observe
that, for an initial molecule kinetic energy smaller than
100 meV, the dissociative sticking probability of H2 on
Ni(110) behaves very differently from that on Ni(111),
the latter being significantly lower due to the presence of
an activation barrier of about 0.1 eV (Robota et al.,
1985; Rendulic, Anger, and Winker, 1989; Yang and
Whitten, 1993). The statics of adsorption can also by
itself provide important information. The electronic
spectrum can be measured by photoemission experi-
ments, and is affected by an adsorbate on a metal sur-
face. It can tell us whether the bond is ionic or covalent,
which electronic orbitals are involved, and any hybrid-
ization effect. Recently, as will be discussed later, a new
goal has been set forward in chemisorption theory,
namely, to obtain the general trends of the bond of a
particular molecule on several surfaces on the basis of
the substrate band properties alone (Hammer,
Morikawa, and No”rskov, 1996).

It is therefore desirable that electronic adiabatic prop-
erties of the molecule-surface system be obtained with
the greatest accuracy independent of any parametriza-
tion subordinate to a specific model. This fact was al-
ready recognized some twenty years ago by Grimley
(1975), who wrote

The goal of chemisorption [but say more generally of
the statics of adsorption] theory is to determine for
any adsorbent/adsorbate system the equilibrium posi-
tions of all nuclei, the ground-state energy, the el-
ementary excitations, and the responses to external
probes using only the value of the fundamental con-
stants, e, me , \, and e0 (the permittivity of free space).

This sentence explains the ultimate aim of any electroni-
cally adiabatic molecule–surface theory, giving a clear
definition of a first-principles or ab initio method. Of
course such a goal is still unattained. However, with the
help of the numerical techniques now available thanks
to a great increase of the computational power, it is pos-
sible to study several properties of the adiabatic
molecule–metal interaction from first principles for
many simple systems which might be prototypes for
more complex ones. Although limitations, to be dis-
cussed in this article, still exist, one can now try to work
out a parameter-free calculation both to reproduce the
experimental results and to obtain new ones. For this
reason, our article will deal mostly with the adiabatic
properties of the molecule-metal interaction obtained by
ab initio approaches. More empirical models are often
still necessary: at present, even for a simple phenom-
enon such as the interaction of a noble gas with a metal
surface, no unified ab initio theory capable of computing
the potential-energy surface exists over the full range of
atom-surface distances (Sec. VI).

Following the Born-Oppenheimer adiabatic approxi-
mation (Born and Oppenheimer, 1927; Born and
Huang, 1954), one usually tackles the many-electron
problem at a fixed configuration of the molecule’s nuclei
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with respect to the metal surface, while the lattice is kept
rigid (Brivio and Grimley, 1977; Darling and Holloway,
1995).

Apart from the van der Waals interaction between a
molecule and a metal surface (Secs. II, VI) one usually
employs methods either based on the Hartree-Fock ap-
proach or, more and more frequently, on the density-
functional formalism. In this latter framework, solutions
to the effective one-electron equation are obtained in
the local-density approximation, recently also including
gradient corrections (Sec. III). When the density-
functional formalism with its above-mentioned approxi-
mations is considered, one solves the Kohn-Sham (Kohn
and Sham, 1965) equation either self-consistently or by
the Car-Parrinello (Car and Parrinello, 1985) approach
or similar methods, which calculate the ground-state
adiabatic properties of the system by minimization pro-
cedures and may also let the substrate ions relax.

In our article we shall present the earlier theoretical
approaches in Sec. II and the density-functional formal-
ism that is currently used to treat the adiabatic
molecule–metal interaction in Sec. III. Adsorption mod-
els and theoretical issues, such as the lack of full screen-
ing in the region where the electronic problem is solved,
are then discussed (Secs. IV, V). Recent results for
chemisorbed and physisorbed systems, which we deem
to be important, will be described (Secs. VI, VII). We do
not attempt a comprehensive review of the theoretical
literature in this field. Instead we would like to empha-
size two points, which are central to the statics of ad-
sorption: the importance of the electron-electron inter-
action and hence of the Coulomb and exchange
interactions and of correlation; and the particular sym-
metry of the system, which is different from either that
of an impurity in a bulk with a periodic lattice structure
or that of a molecule in vacuum. Different schemes have
been devised to tackle the latter problem. Three of them
are especially relevant here: the straightforward cluster
approach, in which the molecule is coupled to a cluster
of as many substrate atoms as possible (Sec. IV.A), the
so-called embedded-adsorbate method (Sec. IV.B),
which takes into account a single molecule interacting
with a semi-infinite solid, and the slab and supercell
methods (Sec. IV.C). In the two last methods one con-
structs a fictitious periodic lattice of either two or three
dimensions, containing periodic units of a portion of the
bulk plus the molecule. In all these approaches one
solves an effective one-electron Schrödinger equation in
a finite volume by projecting it onto a suitable basis set.
Although one looks for a solution independent of the
choice of the basis set and of the size of the above-
mentioned volume, in practice long-range Friedel’s os-
cillations in the bulk (Sec. V.B) and the correct behavior
of the electronic wave function far from the surface can-
not be taken into account exactly.

We begin our review by discussing in the next section
the Anderson-Grimley-Newns model for chemisorption
and the Zaremba and Kohn approach to physisorption,
which are historically very important. In fact, they intro-
duced treatments that account for important aspects of
Rev. Mod. Phys., Vol. 71, No. 1, January 1999
the electron-electron interaction in the statics of adsorp-
tion. In the subsequent sections all the above-mentioned
points will be analyzed.

II. AB INITIO METHODS: MOTIVATIONS
AND HISTORICAL BACKGROUND

In this section we shall try to review the main motiva-
tions for an ab initio theory of chemisorption and phys-
isorption from an examination of the physics of such
phenomena. We recall that in an ab initio calculation
besides the fundamental constants (Grimley, 1975) one
fixes only the distribution of the positive charge. Conse-
quently, the theoretical methods for chemisorption and
physisorption to be described in this section are not fully
ab initio. However, they represent a first attempt in this
direction and for this reason have greatly helped to ad-
vance work in this field.

We should also like to point out that in this review we
shall concentrate on the theoretical treatments of an iso-
lated (single) molecule interacting with a metal surface.
This is because by this approach the fundamental prop-
erties of molecule-metal systems can be determined re-
gardless of any interadsorbate lateral interaction, such
as occurs for overlayers. Of course in this way the sym-
metry of the system under investigation is lowered. This
explains why such theoretical studies have progressed
more slowly than those of the electronic properties of
full-coverage adsorbate overlayers. Slab/supercell calcu-
lations of molecule-metal systems, to be reviewed in this
article, deal indeed with periodic overlayers of mol-
ecules. But in order to treat the single adsorbate
molecule-metal interaction they aim at a very dilute
overlayer limit.

A. The Anderson-Grimley-Newns model for chemisorption

Even though chemisorption and physisorption share
common aspects, we shall deal with chemisorption first.
Historically it was soon recognized that models based on
the independent one-electron approximation, often in
the tight-binding form, were inadequate (Grimley,
1958). Consider in fact a hydrogen (H) atom far from a
transition-metal surface: the 1s orbital of H (fA), of
energy EA5213.6 eV with respect to vacuum, is much
below the Fermi energy of the metal, whose work func-
tion (for transition metals) is F;4.5 eV. So in the sur-
face bond, electron transfer is expected to H. But if one
electron is transferred, the 1s level is raised because of
the Coulomb repulsion between the two electrons in
fA . Such a Coulomb repulsion energy, which we call
JA , is fairly large, and it is usually taken as the differ-
ence between the ionization potential and the electron
affinity of the unperturbed H atom, JA512.9 eV
(Newns, 1969). Thus the chemisorbed system with two
electrons on the hydrogen requires 3.8 eV to form. But,
the observed chemisorption results in an energy gain of
3.5 eV rather than an energy cost.

On the other hand, by taking into account the repul-
sive Coulomb electron-electron interaction in the orbital
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fA , we expect the energy EA to be changed by chemi-
sorption in the following way:

eAs5EA1JA^nA2s&, (1)

where ^nAs& is the 1s orbital occupancy per spin s (↑ or
↓). Now Eq. (1) shows that the effective energy eAs of
the orbital fA in the adatom-metal system depends on
its occupancy ^nA2s& by an electron of opposite spin.
Conversely, the occupancy ^nA2s& depends on the rela-
tive distance in energy of eAs from the Fermi level, so
chemisorption theory has to determine eA6s and
^nA7s& in a self-consistent way. This shows that the
electron-electron interaction is crucially important in the
determination of these quantities (Grimley, 1975).

In order to extract the main trends of chemisorption,
a useful model has to allow for the electron-electron
interaction. To this end Grimley (1967) and Newns
(1969) independently introduced the Anderson model
(Anderson, 1961), initially worked out for the descrip-
tion of magnetic impurities in alloys. The Anderson
model can be solved exactly in the Hartree-Fock (HF)
approximation, but also allows for approximate solu-
tions which contain electron correlation effects (Brenig
and Schönhammer, 1974).

To define the Anderson-Grimley-Newns (AGN)
Hamiltonian for chemisorption, we follow Grimley
(1975) and take an orthonormal set $fA ,fk%, where fA
is the adatom orbital and $fk% are metal states, which
include surface states as well as the conduction states:

H5(
s

EAnAs1JAnA↑nA↓1(
ks

Eknks

1(
ks

~VAkcAs
1 cks1VkAcks

1 cAs!. (2)

In Eq. (2) nis (i5A ,k) stands for cis
1 cis and it is the

number operator of a spin s electron in the orbital f i ,
with cis

1 and cis being the creation and annihilation op-
erators in the orbital f i , respectively. The first two
terms of the equation describe noninteracting and inter-
acting electrons in the adatom orbital fA , the third term
describes the noninteracting electrons in the semi-
infinite metal in orbitals fk with energy Ek , while the
fourth term (the hopping term) couples the adatom and
the metal by allowing them to share all the electrons.
The hopping integrals VAk and VkA determine the
charge transfer, and their magnitude is associated with
the coupling strength. Since several authors have re-
viewed the AGN model in detail (No”rskov, 1990; Span-
jaard and Desjonquères, 1990), we only outline the main
results:

(1) Formally the HF solution is obtained by lineariz-
ing the Heinsenberg equations of motion for the opera-
tors $cAs ,cks%, i.e., we replace the operator nAs with its
expectation value in the HF ground state ^nAs&.

(2) In the original work by Newns, the adsorption en-
ergy Eads is expressed as a function of the occupancies
^nA↑& and ^nA↓&. Detailed consideration shows that the
self-consistent solution corresponds to the saddle point
of Eads(^nA↑&,^nA↓&). This method allows for magnetic
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solutions, i.e., different occupancies with different spins
(DODS). In Fig. 1 we show the nonmagnetic and the
magnetic behaviors typical of Eads in the framework of
Newns’ method.

(3) Recall that the relevant parameters of the method
are the metal bandwidth W, the hopping strength V, and
the Coulomb repulsion on the adatom JA . The self-
consistent solutions for the adatom energy level may lie
either outside or inside the metal band. There are differ-
ent results depending on the relationship between V and
W. The solution to be found for V*W and a Coulomb
repulsion (JA) as strong as that in the 1s level of the H
atom shows typical molecular behavior: the electron lev-
els on the adatom and on the metal are split into two
‘‘molecular orbitals,’’ a bonding and an antibonding
state, one below and one above the metal band, respec-
tively, with a weak continuous part extending over the
band. In such a case (the strong-coupling case), the solid
is viewed as a big atom coupled with the adatom. In the
opposite limit (the weak-coupling case), i.e., for V!W
and the same JA as previously, the density of states of
the system projected onto the adatom orbital is small
except around a narrow range of energies where it is
simply broadened to give a Lorentzian-like resonance.
This resonant state within the metal band is normally
called a ‘‘virtual state’’ (Grimley, 1975). For larger W
this resonant state is smeared out.

(4) A clear signature of the many-body character of
the HF solution of the AGN model is the calculation of
the binding energy Eads of the adatom, which cannot be
written as a difference between the sum of the perturbed
and unperturbed eigenvalues of the system, but has to
include the expectation value of the electron-electron
interaction on the adatom:

Eads5F(
ms

«m
~s!2JA^nA↑&^nA↓&G2F2(

k
Ek1EAG ,

(3)

where «m
(s) are the Fock eigenvalues.

(5) The results obtained by Newns for the charge
transfer on the adatom for H adsorption on some tran-
sition metals and the relevant parameters used in the
calculations are summarized in Table I, where an ellip-
tical band shape G(e)5G0@12(2e/W)2#1/2 is assumed,
and the band height G0 is related to the hopping strength
by 2V25G0 /P (P is the number of nearest neighbors).

FIG. 1. Nonmagnetic (left) and magnetic (right) solutions
(saddle points) of Newns’ method for the adsorption energy
Eads as a function of occupancies ^nA↑& and ^nA↓&.
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From such results one can see that, by including the
Coulomb repulsions of electrons in the 1s orbital, one
prevents the formation of H2 adanions.

Approximate solutions beyond the HF approximation
(in other words in the large-JA limit) have been ob-
tained by Brenig and Schönhammer (1974). Such results,
which include some correlation effects between the elec-
trons on the adatom, show a smaller charge transfer to
the adatom than do the results of Newns.

Though a useful tool in some important respects [for
which they have been extended to other adsorbed sys-
tems (Grimley, 1975; Spanjaard and Desjonquères,
1990)], calculations based only on the AGN model have
gradually been abandoned because:

(a) This model only tries to describe the electron-
electron interaction on the adatom and its nearest neigh-
bors’ valence orbitals at most, which implies that chemi-
sorption is always a very localized phenomenon.

(b) It determines the interaction between the adatom
and metal electrons only by the hopping terms, which
cannot take into account the correlation effects.

The desirability of a more extended electron-electron
interaction region than that on the adatom has moti-
vated research by other methods, using the Green’s-
function, slab and supercell, or cluster approaches (see
Sec. IV). Theoretical research towards a more accurate
solution also seeks to replace the parameters of the
AGN model, which are an ad hoc constraint of the
model, and attempt a more general ab initio solution of
the chemisorption problem, although with certain limi-
tations to be discussed later on.

Common to all localized solutions, the Friedel sum
rule (Friedel, 1954) is not satisfied in the AGN model
[see Eqs. (67) and (69) with Z51]. Owing to the more
general character of this failure, it will be discussed later
on in Sec. V.B.

In conclusion, important difficulties with the AGN
model are that it treats chemisorption at the atom-metal
equilibrium distance, which is usually between 1 and 3a0
(Bohr radius), and that no single-particle theory work-
ing within the HF approximation can describe the
correlation-energy contribution. This contribution is es-
sential in any description of the classical image potential,
and for molecules it is important at larger distances from
the metal surfaces.

B. The Zaremba-Kohn approach to physisorption

In physisorption the particle-metal distances are usu-
ally larger and a different treatment of the particle-

TABLE I. Parameters used and charge transfer to H calcu-
lated by Newns. Columns 2 to 4 contain the bandwidth W, the
experimental adsorption energies 2Eads

exp [see Newns (1969)]
and the band height G0 .

Metal W/Ry 2Eads
exp/Ry G0/Ry

Charge transfer/
electrons

Ti 0.632 0.228 0.150 0.39
Cr 0.448 0.237 0.152 0.23
Ni 0.279 0.212 0.152 0.16
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surface interaction than that provided by the AGN
model is required. Since ab initio investigations of phy-
sisorption on metals are often limited to noble gases, in
particular to the lighter ones, which are excellent probes
of the surface microscopic profile, theoretical studies of
the adiabatic atom-metal interaction concentrate on the
ground-state adiabatic potential-energy surface, in the
whole interaction region. By exploiting the translational
invariance over a periodically ordered surface, one can
expand the total atom-metal potential-energy surface
V(R) in a Fourier series in terms of the reciprocal 2D
lattice vectors G:

V~R!5V0~Z !1 (
GÞ0

VG~Z !eiG•Ri. (4)

The coordinates of the atom are R[(Ri,Z), where Ri
[(X,Y) is parallel to the surface and Z orthogonal to it.
V0(Z) is the so-called laterally averaged interaction po-
tential (Bortolani and Levi, 1986), while the components
VG(Z) decrease exponentially and depend on the sur-
face profile or surface corrugation. The corrugation Z
5z(Ri) is a periodic function of the lateral variables,
corresponding to the surface of the classical turning
points at a fixed atom energy (Rieder, Garcia, and Celli,
1981; Bortolani and Levi, 1986). We shall focus our at-
tention only on V0(Z), which no unified theory has
been able to attain to date for any atom-surface dis-
tance.

In this section we shall review two fundamental pa-
pers by Zaremba and Kohn (1976, 1977) in which an ab
initio treatment of V0(Z) was attempted. The reader is
directed to Bruch, Cole, and Zaremba (1997) for a more
extensive historical review on physisorption. In the
former paper, Zaremba and Kohn showed, in an expan-
sion in terms of the atom-metal interaction, that the
first-order contribution to the asymptotic behavior of
V0(Z) (large Z) is zero, while the second-order term,
which is a correlation-energy term, displays a polyno-
mial dependence as a function of 1/Z . This second-order
interaction energy, E(2), which is the main result ob-
tained by Zaremba and Kohn for large Z, represents the
van der Waals atom-metal potential. Such a potential is
expressed in terms of the polarization energy from the
interaction of the instantaneous dipole on the atom with
the induced charge fluctuations in the solid. The fluctua-
tions are spread on the surface for a distance Z suffi-
ciently large that there is no appreciable overlap be-
tween the electronic wave functions of the atom and of
the metal. Here the electron density–density response
function (Fetter and Walecka, 1971) plays a crucial role.
One can write

E ~2 !52E drE dr8E dxE dx8
1

uR1x2ru
1

uR1x82r8u

3E
0

`dv

2p
xa~x,x8,iv!xs~r,r8,iv!, (5)

where xa ,s are the retarded response functions of the
adatom and of the surface, respectively. Atomic units,
with e5\5me51, are used in the equations hereafter.
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For large Z an expansion in terms of 1/Z leads to the
Lifshitz potential (Lifshitz, 1955), which is negative, of
the form

Vcorr~Z !52
C

Z3
2

3CZ0

Z4
1O~Z25!

52
C

~Z2Z0!3
1O~Z25!. (6)

The coefficient C can be expressed in terms of the di-
electric function e(v) of the bulk, determined, for ex-
ample, by optical data, and the dipole polarizability of
the atom a(v):

C5
1

4pE0

`

dv a~ iv!
e~ iv!21
e~ iv!11

, (7)

while Z0 , the position of the reference plane with re-
spect to which the Lifshitz potential is defined, is com-
puted as an appropriate weighted average of the cen-
troid z̄(iv) of the induced surface charge:

Z05
1

2pCE
0

`

dv a~ iv!
e~ iv!21
e~ iv!11

z̄~ iv!. (8)

A detailed derivation of Eqs. (6), (7), and (8) can be
found in Bruch, Cole, and Zaremba (1997). As an appli-
cation, Zaremba and Kohn concentrate mainly on a Xe
atom on noble metals, showing that the polarization en-
ergy, calculated as above, gives the main contribution to
the binding energy of the atom (Cohen, Unguris, and
Webb, 1975).

In the second paper, Zaremba and Kohn (1977) also
treat the interaction, which is repulsive, between a he-
lium atom and a metal at shorter distances, where some
overlap between the atomic and the metallic wave func-
tions exists. In calculating such a potential, it is impor-
tant to consider explicitly the electronic exchange be-
tween the atom and the metal. Zaremba and Kohn
considered a HF treatment by an expansion, whose
characteristic parameter is the overlap (exponentially
decaying with Z) between the densities of the unper-
turbed metal and the atom. In practice, the repulsive
energy at first order in such an expansion is due to the
change in the single-particle density of states which re-
sults from the noble atom–metal overlap. The semi-
infinite metal is described by an electron gas interacting
with a positive uniform background of density equal to
the spatial average of the ion charge distribution (jel-
lium). The only parameter of jellium is the radius rs of
an effective sphere containing one valence electron,
which is expressed in units of a0 .

To summarize, the two Zaremba and Kohn papers
separate the total physisorption atom-metal potential
V0(Z) into two parts: a short-range HF part VHF(Z)
and a long-range van der Waals contribution, say
Vcorr(Z), already described:

V0~Z !5VHF~Z !1Vcorr~Z !. (9)

In Fig. 2 we show Zaremba and Kohn’s results for the
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physisorption potential for He on the noble metals mod-
eled by jellium, as calculated by Eq. (9). Observe that
the potentials Vcorr(Z) for He on Cu and He on Ag are
very similar, while that of He on Au differs significantly
depending on the metal work function. Since for noble
gas–metal physisorption systems the reference plane po-
sition is less than 0.5a0 outside the jellium edge, we are
far from the point Z0 where the van der Waals potential
and hence V0(Z) is singular. To avoid such divergence,
interpolation schemes have been devised (Tang and
Toennies, 1984; Persson and Harris, 1987).

In conclusion, the longer-range physisorption poten-
tial between a particle and a metal allows one to address
critical issues not only concerning the importance of ex-
change and correlation for these phenomena, but also
concerning any one-electron treatment in adsorption
theory, even if self-consistent.

III. DENSITY-FUNCTIONAL THEORY

A. Generalities

In adsorption theory, as in solid-state and chemical
physics, the density-functional approach has become
more and more widely used. Most ab initio results are
now worked out in this framework. The main advantage
of the density-functional method, compared to other ab
initio approaches based on the HF method, such as the
configuration-interaction method (Szabo and Ostlund,
1982), is that it solves a one-electron self-consistent
equation by using a local potential. This potential allows
one to take into account exchange and correlation ef-
fects. The density-functional method is also superseding
the configuration-interaction method for large molecules
because the configuration interaction scales so unfavor-
ably with molecular size (Pacchioni, 1995).

Density-functional theory has been the subject of
thorough articles (Jones and Gunnarsson, 1989; Becke,
1995; Kohn, Becke, and Parr, 1996) and books (Parr and

FIG. 2. Physisorption potentials for He on noble metals from
the jellium edge. From Zaremba and Kohn (1977).
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Yang, 1989; Dreizler and Gross, 1990). Therefore we
shall only recall a few salient features of this approach.
First, in density-functional theory the fundamental vari-
able for a system of N interacting electrons is the elec-
tronic charge density r(r), following two well-known
theorems by Hohenberg and Kohn (1964). Second, in
order to obtain the adiabatic electronic properties of the
ground state, one works with an effective single-particle
Schrödinger equation, the Kohn-Sham equation (Kohn
and Sham, 1965). In such an equation one introduces an
effective one-electron potential veff(r) which provides
the same electron density of the ground state, r0(r), as
that of the interacting electron system. The Kohn-Sham
equation can be written

2
1
2

¹2c i~r!1veff~r!c i~r!5« ic i~r!, (10)

where

veff~r!5v(r)1VH~r!1
d

dr~r!
Exc@r# . (11)

In Eq. (11) v(r… is an external potential that may be the
ionic one, VH(r) is the classical Hartree potential, and
Exc is the exchange-correlation energy functional, whose
functional derivative with respect to r(r) gives the
exchange-correlation potential Vxc(r). The electron
density r(r) is given by the sum of the squared moduli
of the N lowest occupied eigenstates c i(r) with eigen-
values « i :

r~r!5(
i51

N

uc i~r!u2. (12)

The Kohn-Sham equation has to be solved self-
consistently because the potential veff(r) depends on the
charge density. Other methods of solving the Kohn-
Sham equation have been proposed. In particular, the
Car-Parrinello method allows for a simultaneous optimi-
zation of the electron wave function and the ionic coor-
dinates (Car and Parrinello, 1985; Galli and Parrinello,
1991). Steepest-descent (Press et al., 1989) or first-order
dynamics and the conjugate-gradient techniques (Stich
et al., 1989; Payne et al., 1992) are also commonly used.

After completing the minimization procedure, one
can write down the ground-state total energy as a func-
tional of r0(r) as

E@r0#5(
i51

N

« i2
1
2E dr VH~r!r0~r!

2E dr Vxc~r!r0~r!1Exc@r0# . (13)

Finally we observe that in the Kohn-Sham approach all
the complexity of the many-body problem in density-
functional theory is now contained in the exchange-
correlation functional.

B. The local-density approximation

A first attempt at obtaining the exchange-correlation
energy functional is the local-density approximation
(LDA):
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Exc@r#;Exc
LDA@r~r!#5E dr r~r!«xc„r~r!…, (14)

where «xc„r(r)… is the exchange-correlation energy per
particle in a homogeneous electron gas, whose density
rhom is defined to be that appropriate to the position r,
i.e., rhom5r(r). The corresponding LDA exchange-
correlation potential is

Vxc
LDA~r!5

]

]r
r«xc~r!ur5r~r! . (15)

«xc„r(r)… can be obtained using an interpolation proce-
dure between analytic asymptotic behaviors (Hedin and
Lundqvist, 1971; Gunnarsson and Lundqvist, 1976;
Vosko, Wilk, and Nusair, 1980; Perdew and Zunger,
1981) or one based on a Monte Carlo calculation (Cep-
erley, 1978; Ceperley and Alder, 1980).

C. Beyond the LDA

1. Spin extension

A widely used improvement to the LDA consists in
generalizing the total energy in Eq. (13) to be a func-
tional of the spin density ra(r) where the index a (↑ or
↓) denotes spin up or down. Von Barth and Hedin
(1972) presented first a formal justification of the spin-
density-functional theory, which replaces the ground-
state energy functional in Eq. (13) for a spin-
independent potential v(r), with

E@r0#5(
i51

N

(
s

« i
~s!2

1
2E dr VH~r!r0~r!

2(
s

E dr Vxc
~s!~@r0

↑ ,r0
↓# ;r!r0

s~r!1Exc@r0
↑ ,r0

↓# ,

(16)

where r0(r)5r0
↑(r)1r0

↓(r). One then obtains the cor-
rect ground-state charge density @r0

↑(r),r0
↓(r)# after solv-

ing (self-consistently) the following pair of coupled
Kohn-Sham equations:

2
1
2

¹2c ia~r!1@v~r!1VH~r!1Vxc
~a!~@r↑,r↓# ;r!#c ia~r!

5« i
~a!c ia~r!. (17)

As pointed out by Jones and Gunnarsson (1989), the
exact density-functional theory shows that it is possible
to determine the total energy using a functional depen-
dent on the charge density alone. Hence no spin depen-
dence need be considered. In practice, however, it is
necessary to find a working approximation to the ex-
change and correlation functionals, Exc

approx@r# . This task
is performed by introducing the local-spin-density ap-
proximation (LSDA). Many LSDA have been proposed
for the correlation-energy functional (van Barth and He-
din, 1972; Gunnarsson and Lundqvist, 1976; Vosko,
Wilk, and Nusair, 1980; Perdew and Zunger, 1981). Such
functionals provide the simplest way to fulfill Hund’s
rule and a satisfactory description of a system with un-
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paired electrons, giving, for example, the cohesive en-
ergy of the alkali metals closer to the experimental val-
ues (Gunnarsson, Lundqvist, and Wilkins, 1974). A
density-functional–LSDA calculation of magnetism of
3d , 4d , and 5d transition metal single adatoms on
Cu(001) and Ag(001), and on Pd(001) and Pt(001) have
been recently presented by Lang et al. (1994) and
Stepanyuk et al. (1996). A comparison of these results
with those obtained on a jellium surface by the same
density-functional–LSDA method will be discussed in a
forthcoming publication (Trioni, Palumbo, and Brivio,
1998).

2. Self-interaction correction

In the many-electron problem one has to take into
account that the electrostatic potential felt by an elec-
tron is due to all the other electrons but itself. In other
words, one has to subtract the so-called self-interaction
correction from the electron-electron potential. In the
HF approach there is an exact cancellation of the self-
interaction contribution between the Hartree and the
exchange potentials. In the LSDA, this simplification is
not included, and an explicit correction has to be consid-
ered. We follow the Perdew and Zunger (1981) ap-
proach to this problem. To subtract the self-interaction
correction from the total energy of the many-electron
system one can write the following exchange-correlation
functional:

Exc
SIC@r#5Exc

approx@r#2(
is

d is . (18)

The summation is over all occupied orbitals, and

d ia5
1
2E drE dr8

r i
a~r!r i

a~r8!

ur2r8u
1Exc

approx@r i
a,0# . (19)

In Eq. (19), the first term represents the exact Coulomb
self-interaction energy, while the second is the self-
exchange/correlation energy of a single fully occupied
orbital calculated by the same approximation. This cor-
rection is exact for a one-electron system (see the H
atom). The approximation involved in Exc

approx@r# can be
the LSDA, the gradient expansion (see next section), or
any other. Note that the functional in Eqs. (18) and (19)
gives an effective potential which depends on the Kohn-
Sham eigenstates and is therefore orbital dependent.

Other self-interaction corrections, very similar to that
in Eqs. (18) and (19), have been proposed (Stoll, Pavli-
dov, and Preuss, 1978; Vosko and Wilk, 1983; Cortona,
1986). The self-interaction correction is most important
in atomic calculations, where the electron density is
quite inhomogeneous. In adsorption problems it has
only been used within the framework of phenomeno-
logical models which are not discussed in this review
(Cortona et al., 1992; Cvetko et al., 1994).

3. Gradient correction

The first attempt to include a certain nonlocality in
the exchange-correlation functional via the density gra-
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dient is found in the original paper of Hohenberg and
Kohn (1964). Subsequently, Kohn and Sham (1965) pro-
posed a first-order correction to the LSDA for a slowly
varying density ra. In this case the exchange-correlation
energy functional Exc

GEA can be written as

Exc
GEA@r↑,r↓#5Exc

LSD@r↑,r↓#

1 (
s ,s8

E dr C~rs,rs8!
¹rs

•¹rs8

~rsrs8!2/3
,

(20)

where C(rs,rs8) is a weakly varying function of rs and
rs8 (Rasolt and Geldart, 1986). This gradient expansion
approximation has produced better results only when
the electron density of the investigated system is indeed
slowly varying (Kohn and Vashishta, 1983), which is not
the case for atoms and molecules.

On the other hand, a generalized gradient approxima-
tion for the exchange-correlation energy functional
Exc

GGA of the form

Exc
GGA@r↑,r↓#5E dr f~r↑,r↓,¹r↑,¹r↓! (21)

may produce much more accurate results than the LDA.
Note that Eq. (20) is a truncated series in a ¹r expan-
sion of the true but unknown exchange-correlation func-
tional. But the function f(r↑,r↓,¹r↑,¹r↓) in Eq. (21)
can be cast in such a way as to effectively sum up an
infinite series in powers of ¹r .

We shall now try to explain why the gradient expan-
sion approximation gives worse results than the LDA,
while the generalized gradient approximation gives
much better ones for most systems. We introduce the
so-called exchange-correlation hole rxc(r,r8). Recall the
first-order density matrix (March, 1983)

r1~x,x8!5NE dx2E dx3 . . . E dxNC* ~x,x2,x2, . . . ,xN!

3C~x8,x2,x2, . . . ,xN!, (22)

with x5(r,s). Hence the electron density is given by

r~r!5(
s

rs~r!5(
s

r1~r,s ,r,s!. (23)

We also need the pair-correlation function (or the diag-
onal part of the second-order density matrix):

r2~x,x8!5
N~N21 !

2 E dx3 . . . E dxNC* ~x,x8,x3, . . . ,xN!

3C~x,x8,x3, . . . ,xN!. (24)

Then the exchange-correlation hole can be defined by

rxc~r,r8!5
2r2~r,r8!2r~r!r~r8!

r~r!
, (25)

where

r2~r,r8!5(
ss8

r2~r,s ,r8,s8!. (26)
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In Eq. (25) the factor 2 comes from double counting in
the electron-electron repulsion term. In practice, the ex-
pression in Eq. (25) simply defines rxc as the total pair-
correlation function minus the classical Hartree term. In
particular, the exchange part rx

a(r,r8) can be written as

rx
a~r,r8!52

ur1~r,a ,r8,a!u2

ra~r!
. (27)

Note that in a representation on a basis set $c ia(r)%, Eq.
(27) becomes

rx
a~r,r8!5

1

ra~r!
(

i ,jPocc
c ia* ~r!c ja* ~r8!c ja~r!c ia~r8!.

(28)

Consequently the correlation hole rc(r,r8) is

rc~r,r8!5rxc~r,r8!2(
s

rs~r!rx
s~r,r8!

r~r!
. (29)

Apart from providing a compact way to write down the
corresponding energy functional, the exchange and the
correlation holes obey the following well-known exact
properties (Gunnarsson and Lundqvist, 1976; Perdew,
1985):

rx~r,r8!<0, (30)

E dr8rx~r,r8!521 for any r, (31)

E dr8rc~r,r8!50 for any r. (32)

Equations (30) and (31) tell us that the exchange hole
density is strictly negative and that the exchange hole
contains exactly one electron. In practice, the exchange
hole reduces the Coulomb repulsion since, due to the
Pauli principle, parallel-spin electrons tend to avoid
each other. The conditions in Eqs. (30), (31), and (32)
are satisfied by the LSDA, since the LSDA exchange-
correlation hole is that of a physical system, i.e., the ho-
mogeneous electron gas. This explains why the LSDA
gives realistic values for the electronic properties of sev-
eral systems that are not homogeneous. In contrast, the
exchange-correlation hole of the gradient expansion
does not belong to any possible physical system, as it
originates from a truncated expansion of the LSDA, and
hence it violates all the above conditions.

These observations led to a new class of correction,
the generalized gradient approximation (GGA), fulfill-
ing the constraints in Eqs. (30), (31), and (32). For a
review see Perdew (1995). This approximation achieved
much better accuracy in the calculated electronic prop-
erties than that obtained by the LSDA, for a wide range
of systems. Many GGA corrections are now available.
They are built up by fitting various sets of ab initio re-
sults together with the known asymptotic behaviors. A
widely used nonlocal approximation of the exchange-
correlation energy functional was introduced by Becke
(1988) for the exchange part, and by Lee, Yang, and
Parr (1988) for the correlation part. In combination,
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their approach is sometimes known as the B-LYP gen-
eralized gradient approximation. As an example, con-
sider the exchange energy Ex

GGA , which comes from an
extension of the LDA,

Ex
LDA52

3
2S 3

4p D 1/3

(
s

E dr~rs!4/3. (33)

The corresponding Becke-Lee-Yang-Parr GGA is given
by

Ex
GGA5Ex

LDA2b(
s

E dr~rs!4/3 ~xs!2

116bxssinh21xs
,

(34)

with xa5u¹rau/(ra)4/3, and b50.0042 a.u. to give the
best fit of atomic Hartree-Fock data. The correlation
functional can be found in Lee, Yang, and Parr (1988).

Following the same spirit and by using a very similar
exchange functional to that of Becke in Eq. (34), Perdew
et al. (1992) suggested a more general GGA functional
satisfying a greater number of criteria for the homoge-
neous gas limit than Eqs. (30), (31), and (32), and with-
out any fitting parameters. In practice, in order to build
up a correct GGA, Perdew et al. (1992) start with the
gradient expansion approximation and then cut off spu-
rious long-range parts to restore the exact properties of
Eqs. (30), (31), and (32) and some scaling conditions
(Levy and Perdew, 1985).

The improvement in the results is significant in many
fields of atomic and molecular physics. Perdew (1995)
reports results (the errors are in parentheses) for ex-
change and correlation energies of He (1% and 10%)
and Ne (0.05% and 2%), atomization energies of C2
(3%) and C6H6 (3%), and lattice constants of Li (1%)
and Na (0.1%). Comparison of results obtained with dif-
ferent GGA’s is available in the literature, all confirming
the great improvement obtained by such an approxima-
tion (Johnson, Gill, and Pople, 1993; Filippi, Gonze, and
Umrigar, 1996; Seminario, 1996).

Nevertheless, any of the above GGA’s fail in describ-
ing the interaction between an electron and its hole
when they stay far apart. Only an exchange-correlation
potential not based on the LDA could describe the van
der Waals interaction or the image potential felt by an
electron outside a metal surface.

In conclusion, the GGA represents an extremely use-
ful tool for obtaining better adiabatic electronic proper-
ties than the LDA for several inhomogeneous systems.
However, while the LDA is expected to be a milestone
in the ab initio studies of many-electron systems, it re-
mains questionable whether the generalized gradient ap-
proximation shares the same fundamental importance or
is only a very practical step in the search of the correct
nonlocal exchange-correlation functionals.

IV. ADSORPTION MODELS

A. The cluster approach

Originally the idea of a cluster of metal atoms, repre-
senting an extended substrate plus the adsorbate, was



240 G. P. Brivio and M. I. Trioni: Adiabatic molecule–metal surface interaction
related to the study of catalysts. One also expected to
avail oneself of the concepts and computational methods
developed in theoretical chemistry by assuming that
chemisorption is essentially a localized phenomenon.
But often the correct number of substrate atoms to in-
clude in a realistic calculation is difficult to determine
(Messmer, 1979). The related problem of the finite size
of the cluster system (which may generate a significant
number of undercoordinated atoms) is resolved in dif-
ferent ways according to whether the dangling bonds of
the cluster are mainly covalent, ionic, or metallic. In the
first case such dangling bonds are saturated, often with
hydrogen atoms (Sauer, 1989), while for the ionic case
an external electric field is added to the system to simu-
late the Madelung field at the border of the cluster (Col-
bourn, 1992). A fixed external dipole potential is some-
times used as an approximation to the electric field
which exists on the surface region of the metals (Her-
mann, 1992).

For chemisorption on metals perhaps the most impor-
tant question regards the convergence of the adsorption
energy, which oscillates with cluster size and shape. As
discussed in te Velde and Baerends (1993) small changes
in the cluster size may, for example, shift the main clus-
ter acceptor orbital from below to above the Fermi en-
ergy, and hence drastically change the interaction with
the adsorbate. There are treatments which try to avoid
this problem (Panas et al., 1988; see also Siegbahn,
Nygren, and Wahlgren, 1992; Zonnevylle, Geerlings,
and van Santen, 1994). Other methods, such as the slab
and the supercell approaches, which retain 2D or 3D
periodic boundary conditions for the wave functions, or
the embedding approach, which takes into account a
semi-infinite solid, seem to be more suitable for treating
adsorption on metals.

However, the cluster approach is still very popular
among theoretical chemists, owing in part to the compu-
tational resources now available, which allow one to
treat several cluster atoms. This approach has been am-
ply reviewed recently (Pacchioni, 1995; Whitten and
Yang, 1996).

B. The embedded adsorbate

The embedding method attempts to provide an accu-
rate description of the interacting electrons of the sys-
tem constituted by the molecule and that part of the
substrate close to it, while the electronic properties of
the rest of the metal are assumed to be unperturbed by
the adsorbate. One would also like to be able to con-
sider a continuous electronic spectrum due to the semi-
infinite nature of the substrate, since the adsorbate may
form resonant states to be displayed as peaks with some
width in the local density of states. When the electronic
properties of the molecule plus a cluster region around it
(embedding region) are computed by considering the
properties of the surrounding semi-infinite solid, this ap-
proach is often called the embedding approach (see Fig.
3).
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The first attempt by the Green’s-function method to
perform an embedded cluster calculation of an adatom
on a simple metal, described by cubium, was proposed
by Grimley and Pisani (1974). Owing to limited com-
puter facilities, they were able only to project the sub-
strate properties onto the nearest neighbor atom to the
adatom.

Common to the Grimley and Pisani’s (1974) pioneer-
ing work and to most of the embedding approaches that
calculate the electronic properties of chemisorbed spe-
cies on metals is the Green’s-function formalism, which
describes well the continuous distribution of the sub-
strate states (Grimley, 1976). Furthermore, the Green’s-
function method allows for a natural connection be-
tween the electronic properties of the embedding region
and the substrate regions either in terms of a Dyson’s
equation (Gunnarsson and Hjelmberg, 1975; Pisani,
1978; Williams, Feibelman, and Lang, 1982; Scheffler
et al., 1991) or by matching techniques (Inglesfield and
Benesh, 1988a; Trioni et al., 1996). In all methods the
single-particle approximation for the electrons of the
system is essential in the problem.

1. Methods based on the Dyson equation

We review first the embedding methods based on the
Dyson equation.

The Green’s operator for the full system adsorbate
plus semi-infinite substrate is given by the well-known
expression

G~z !5~zI2H !21, (35)

where I is the identity operator, H the Hamiltonian of
the system, and z a complex energy. Depending on the
first-principles method used in the calculation, HF or
density-functional theory, the one-electron effective
Hamiltonian H could be based on the Fock model, or
the Kohn-Sham model of Eq. (10).

Of course the solution of Eq. (35) implies an expan-
sion of G(z) on a complete basis set of orbitals, say

FIG. 3. Simple picture of the embedding of a diatomic mol-
ecule into a semi-infinite solid, whose embedding region sur-
face is denoted by S. Note that the embedding region I is a
sphere just for the sake of simplicity.
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$c i%. The choice of such a basis set is often related to the
character (mainly localized or not) of the metal orbitals,
but often stems from the personal background of the
involved scientist (either a theoretical chemist or a solid-
state physicist).

Assume now that the matrix elements of all operators,
expanded on a suitable basis set, say in the $c i% repre-
sentation, are considered. Indicate the unperturbed
Hamiltonian (to be defined in the following) with H0
and its Green’s function G0 . Formally the solution of
Eq. (35) is given by the Dyson (or Lippmann-
Schwinger) equation:

G5G01G0MG , (36)

which can always be written as

G5~I2G0M !21G0 . (37)

Here M is the perturbing potential, which is generally a
complex self-energy, defined by

M5~zS2H0!2G21~z !, (38)

where the term S represents the overlap matrix. Of
course the definition of M depends on the choice of H0 .
In the embedding theory framework, observe that the
Dyson equation (36) can be viewed as a powerful way of
recasting the Schrödinger equation for the electron sta-
tionary states elastically scattering off the potential M
(Taylor, 1972).

It is interesting to note that the choice of unperturbed
(reference system) Hamiltonian H0 within the embed-
ding region is fairly arbitrary. See, for example, Gun-
narsson and Hjelmberg (1975), Grimley (1976, 1983),
and Scheffler et al. (1991). We require only that it rep-
resents the clean surface and the semi-infinite metal out-
side the embedding region.

Then to make progress in the calculation of G, ap-
proximations are required. Note that an obvious limita-
tion for all methods is the finiteness of the basis set on
which the operators are expanded. In the approaches by
Pisani (1978), Williams, Feibelman, and Lang (1982),
Scheffler et al. (1991), and Wachutka et al. (1992), such a
basis set is constituted by localized orbitals defined
within the embedding region. The other approximation
common to all methods is the finite size of the embed-
ding region, where one solves self-consistently the
Dyson equation. If the size of the embedding region
tends to infinity, the solution obtained by all embedding
methods approaches the exact one. Of course the above
statement holds if there is no restriction in the basis set
and in the electron-electron interaction description.

The new idea of the method proposed by Williams,
Feibelman, and Lang (1982) is to expand all operators
on a finite basis set, which is different in the perturbed
and unperturbed case. Since by this method, still based
on the density-functional theory, several interesting re-
sults have been obtained (see Sec. VII), we consider it
worthwhile to discuss in some detail the Dyson equation
used in this work:

G~z !5G0~z !1G0~z !~dH2zdS !G~z !. (39)
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In Eq. (39) dH and dS are the matrix elements of the
Hamiltonian and of the overlap term, constructed on
suitable basis sets of localized wave functions, which
vary in the perturbed and unperturbed cases. G0(z) is
the matrix element of the adsorbate-free substrate
Green’s function, obtained from a previous calculation
(e.g., using a slab geometry). This procedure allows one
to optimize the selection of the basis functions and to
reduce the size of all matrices to be inverted without any
further approximation, differently from the Gunnarson
and Hjelmberg (1975) method. In practice, Williams,
Feibelman, and Lang (1982) expand each operator on a
suitable basis set from the very beginning, and then only
carry out matrix calculations. In this method addition of
chemisorbed atoms requires additional basis functions,
so that the matrices of the perturbed problem are larger
than those of the unperturbed problem. This is per-
formed in the calculation by adding some diagonal
blocks to the matrices of the unperturbed system.

By making use of the concept of the ‘‘ideal’’ Green’s-
function matrix (Williams, Feibelman, and Lang, 1982)
it is also possible to reduce the dimensions of the matri-
ces enough to permit modeling of surfaces and vacancies
including the self-consistent electronic response. In the
original work, Williams, Feibelman, and Lang (1982)
consider how the previous ideas can be combined to
solve the problem of the chemisorption of a molecule on
a solid surface. The final Dyson equation describing the
molecule-surface interaction for the Green’s-function
matrix G(z) is

G~z !5GMS~z !1GMS~z !~dH2zdS !G~z !. (40)

In this equation a full hierarchy of Dyson equations, all
to be solved self-consistently, is implied. First these au-
thors consider the formation of a molecule from two
atoms, next the formation of the surface by the use of
the ‘‘ideal’’ Green’s-function matrix from an infinite
solid. Finally the chemisorbed molecule is formed from
the free molecule and the bare surface, both described
by the Green’s-function matrix GMS(z). The term dH
2zdS accounts for the coupling of the molecule and the
substrate as well as the changes in the molecule and in
the surface that result from this new coupling.

A self-consistent Green’s-function embedding method
within the density-functional theory has also been pro-
posed more recently by Scheffler et al. (1991) and
Wachutka et al. (1992). Here the Kohn-Sham Hamil-
tonian is split into two parts:

H5H01DV , (41)

where H0 is the Hamiltonian of a semi-infinite crystal
and DV the effective potential of the adsorbate system.
One obtains an equation for the difference of the exact
and the unperturbed Green’s operator DG(z) in the fol-
lowing way:

DG~z !5G0~z !DV@I2G0~z !DV#21G0~z !. (42)

The important quantity is the change in the density of
electrons:

Dr~r!52
2
p

ImE
2`

EF
d«DG~r,r;«!. (43)
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At this stage, as well as in the Gunnarsson and Hjelm-
berg (1975) approach, Eqs. (42) and (43) are projected
onto a basis set $x i(r)%. After choosing a basis set of
sufficient flexibility to represent several meaningful lo-
calized functions, one can write Dr(r) as

Dr~r!5(
i ,j

Dr ijx i~r!x j* ~r!. (44)

The functions $x i(r)% cover the embedding region. We
solve Eq. (42) by using self-consistently the results of
Eqs. (43) and (44).

The methods of Williams, Feibelman, and Lang
(1982) and Scheffler et al. (1991) share the same funda-
mental physics, but differ on a matter of computational
convenience. In this respect, as pointed out by Scheffler
et al. (1991) and Feibelman (1992b), the main difference
between the two approaches is in the treatment of the
kinetic energy. In the method of Feibelman (1992b) dH
in Eq. (39) contains a kinetic-energy contribution which
has a longer range than that suggested by the screening
length of the perturbation induced by the adsorbate. On
the other hand, in the approach of Scheffler et al. (1991)
the full kinetic energy is contained in the zeroth-order
description, in other words, in the unperturbed Green’s
function G0 . Consequently the potential DV in Eq. (42)
has a shorter range, so the solution can be obtained from
smaller sets of equations. For this reason, and in order
to improve the calculation efficiency of his method, Fei-
belman (1992b) first notes that the kinetic-energy matrix
does not depend on the density of electrons r(r) and
then modifies his approach by taking the kinetic-energy
matrix out of the self-consistent loop.

Still based on some concepts of embedding is the ap-
proach of Lang and Williams (1978). These authors in-
troduce a formalism in which the unknowns are the elec-
tronic wave functions not the Green’s function. The
Lippmann-Schwinger equation is used to correctly
match the wave functions inside the region, where the
adatom perturbation is effective and the density-
functional–LDA calculation is performed, to those in
the region outside it. This is a semi-infinite metal de-
scribed by the jellium model. Since one obtains the elec-
tronic wave functions by numerical integration, no ex-
pansion on a basis set in a localized region is required.
The fact that the method is suited to a very particular
substrate (jellium) represents the limitation of the Lang
and Williams (1978) approach compared to the embed-
ding treatments just outlined.

2. Methods based on Green’s-function matching

Although the Green’s-function matching method is an
approach for determining the Green’s function of an ad-
sorbate system embedded in a metal, it is not based
upon the Dyson equation (Inglesfield, 1981; Inglesfield
and Benesh, 1988a; Trioni et al., 1996). It has been
widely applied to calculations of the properties of clean
surfaces (Benesh and Liyanage, 1994) and adsorbed
overlayers (Ishida, 1990). More recently it has been ap-
plied to the single adsorbate problem (Trioni et al.,
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1996). In this method one sets up an effective Schrö-
dinger equation within a localized region (the embedded
region) containing the adsorbate and that region of the
substrate which we assume to be mainly perturbed by
the adsorbate. The influence of the extended substrate
enters in the form of a nonlocal energy-dependent po-
tential to be determined from the Green’s function of
the substrate in the absence of the adsorbate. Eventually
all the relevant physical quantities are obtained as in
other methods by projecting the equation onto a suit-
able basis set. However, unlike methods based upon the
Dyson equation, the boundary conditions do not enter
following an expansion throughout the embedded vol-
ume, giving more flexibility for the choice of the basis
set. In addition, this method is based upon a variational
solution of the Schrödinger equation, without any a pri-
ori biasing in the behavior of the Green’s function.

A variational solution to the single-particle Schrö-
dinger equation may be found which explicitly depends
only upon the wave function in the embedding region I,
the region of interest. To do this one constructs a trial
wave function f(r), which is to be varied within region
I and which in region II , the rest of the extended system
containing the substrate, is a solution c(r) of the Schrö-
dinger equation for the unperturbed system at energy « .
On the surface S which divides the two volumes I and
II , the trial wave function is continuous, f(rS)5c(rS),
as it must be to be a valid wave function, but a discon-
tinuity in derivative is permitted.

The expectation value of the Hamiltonian H in the
whole space is given by

E5

E
I
dr f* Hf1«E

II
drucu21

1
2ES

drS f* S ]f

]nS
2

]c

]nS
D

E
I
drufu21E

II
drucu2

,

(45)

where nS is the unit vector normal to the infinitesimal
surface elements drS pointing out of the region I, and
the surface integral term is the kinetic-energy contribu-
tion arising from the discontinuity of the wave-function
derivative across S. The volume integral in region II
may be eliminated by introducing the Green’s function
G0 for the unperturbed system, which satisfies a zero
normal-derivative boundary condition on S:

]G0~rS ,r8;«!

]nS
50. (46)

The surface inverse of this Green’s function is a gener-
alized logarithmic derivative, which relates the ampli-
tude and derivative of the wave function on surface S:

]

]nS
c~rS!522E

S
drS8 G0

21~rS ,rS8 ;«!c~rS8 !. (47)

Following Inglesfield (1981) one can thus obtain the ex-
pectation value of the Hamiltonian (usually the Kohn-
Sham Hamiltonian) with the trial function, purely in
terms of quantities evaluated within or on the surface of
region I:
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E5F E
I
dr f* Hf1
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2ES
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S
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21~«!2«
]G0

21~«!

]« DfG Y
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drufu22E
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21~«!
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fG . (48)

If this equation is minimized with respect to the trial function f , and « is fixed on the working energy E, one obtains
the following Schrödinger equation:

S H1
1
2

d~r2rS!
]

]nS
Df~r!1d~r2rS!E

S
drS8 G0

21~rS ,rS8 ;E !f~rS8 !5Ef~r! with rPI . (49)
As one can see from Eq. (49), in this approach one
takes into account the effect of the solid via a nonlocal
energy-dependent potential (the embedding potential)
defined on the surface of the embedded region. This po-
tential acts as a boundary condition on the solution, in
contrast to other treatments where the Dyson equation
is used (Gunnarsson and Hjelmberg, 1975; Williams,
Feibelman, and Lang, 1982; Scheffler et al., 1991) and
where the corresponding boundary conditions enter in a
basis-set expansion throughout the localized region.

Unlike the approaches of Williams, Feibelman, and
Lang (1982) and Scheffler et al. (1991), the Green’s-
function matching technique for a single adsorbate has
been applied only to a jellium surface. So, though it is a
useful alternative approach to the Dyson equation
method, it does not at present display the variety and
generality of results of the other methods.

Recent improvements both in numerical facilities and
in minimization techniques have made the slab and the
supercell methods (Sec. IV.C) an easier route to obtain-
ing the adiabatic electronic properties of an adsorbed
molecule, especially for total-energy calculations. For
this reason several of the above-mentioned embedding
methods have become less popular. However, the em-
bedding method is still valuable in allowing one to con-
sider a truly continuum spectrum of the electronic den-
sity of states.

C. The slab and supercell methods

In the slab approach the semi-infinite metal is re-
placed by a slab with two surfaces. In this way one ob-
tains a 2D lattice, while the problem becomes finite in
the direction ẑ normal to the surfaces (Inglesfield and
Holland, 1981). To deal with the statics of adsorption, a
2D periodic array of molecules is then usually set on one
of the two surfaces (te Velde and Baerends, 1993).
Hence it is possible to define a 2D periodic unit cell that
extends in the ẑ direction far enough to include a single
molecule of the surface overlayer. For each point L of
the 2D lattice there are several atomic sites li—in the
simplest case, one atom in each layer of the slab. To
calculate the electronic structure of this system, one can
use standard basis-set methods, such as the LCAO or
tight-binding approach (see Callaway, 1974, p. 292;
Inglesfield and Holland, 1981; te Velde and Baerends,
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1993), by constructing wave functions that obey Bloch’s
theorem in 2D as linear combinations of a set of local-
ized orbitals $fa% at sites li :

ca ,i~r!5NL
2~1/2!(

L
eiK•Lfa~r2li2L!. (50)

In Eq. (50) K is a 2D wave vector defined in the 2D first
Brillouin zone and NL the number of 2D periodic unit
cells in the system. The exact Bloch wave functions
CK(r) are linear combinations of functions ca ,i(r):

CK~r!5(
a ,i

ca ,ica ,i~r!. (51)

We can form matrix elements of the Hamiltonian (for
example the Kohn-Sham Hamiltonian) on the basis
functions $ca ,i%, say Hai ,bj , and we can form elements
of the overlap term, say Sai ,bj , respectively. In this way
the electronic energies and the expansion coefficients in
Eq. (51) can be worked out from the solution of the
following finite matrix equation:

(
b ,j

~Hai ,bj2EKSai ,bj!cb ,j50. (52)

If one considers a slab of finite thickness, for a given K,
the continuum of bulk states encountered in the
Green’s-function formalism is replaced by a finite set of
discrete energy states EK . In order to obtain an elec-
tronic structure representative of a real system, the slab
should be sufficiently thick that all relevant quantities
are independent of thickness. At the same time, in order
to study a single molecule interacting with a metal sur-
face, the molecule overlayer should be as dilute as pos-
sible, so that the lateral interactions between adsorbates
are negligible. In practical calculations one increases the
number Nz of layers of the slab and reduces the cover-
age uS of molecules until convergence of important
physical quantities such that the adsorption energy of a
single molecule is reached [see also te Velde and Baer-
ends (1993) and Wiesenekker, Kroes, and Baerends
(1996)].

As already pointed out, a slab is a 2D periodic array
in which there is no periodicity in the direction perpen-
dicular to its two surfaces. A way to recover 3D period-
icity is to repeat the slabs, adding a vacuum region in
between them, in the ẑ direction. Of course such a re-
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gion has to be wide enough to avoid interaction between
different slabs. In this way one can define a 3D periodic
unit cell, the supercell, containing the unit cell of a slab
and a vacuum region, which is repeated over all space.
This approach was introduced to compute the structure
of the Si surface by Schlüter et al. (1975) and the
jellium-Si interface by Louie and Cohen (1976). More
recently, a dilute overlayer of adsorbates has been
added to either or both surfaces of each slab to study the
molecule-surface interaction in fully periodic 3D sys-
tems (Payne et al., 1992). We can write each electronic
wave function ck(r), characterized by a Bloch 3D wave
vector k, as an expansion in plane waves:

ck~r!5Nsc
2~1/2!(

g
ck1g,ie

i~k1g!•r, (53)

where Nsc is the number of supercells. The 3D
reciprocal-superlattice vectors are defined by

g5G12p
m

c
ẑ , (54)

where m is an integer. In Eq. (54) G is a 2D reciprocal-
lattice vector for an overlayer of molecules on a single
slab, and c is the superlattice constant in the ẑ direction.
Substituting Eq. (53) in the Kohn-Sham equation (10)
and integrating over r, such an equation becomes

(
g8

S uk1gu2

2
dgg81v~g2g8!1VH~g2g8!

1Vxc~g2g8!2Ek,idgg8D ck1g8,i50. (55)

In principle an infinite plane-wave basis set is needed to
expand the electronic wave function in Eq. (53). In prac-
tice, a cutoff in the kinetic-energy term 1

2 uk1gu2, since
the plane waves of smaller kinetic energy are more im-
portant in the potential-energy terms in Eq. (55), allows
one to solve a finite-matrix problem. The cutoff energy
should be large enough to ensure convergence of the
calculated quantities such as the adsorption energies. A
discussion of the activation barrier energy for H2 disso-
ciation on Cu(111), as a function of the cutoff energy
and the number of plane waves, is presented by Ham-
mer et al. (1994). Criteria for selecting a special set of
wave vectors k within the first Brillouin zone also exist
(Payne et al., 1992).

In conclusion, the supercell method requires a larger
plane-wave basis set than the localized basis set of the
slab approach, if we take into account either 3D or 2D
periodic unit cells, respectively, containing a few atoms.
However, matrix elements on plane waves are usually
easier to compute, while the matrix dimension of the
slab approach increases rapidly as soon as a good num-
ber of atoms are included in the system to avoid inter-
action between adsorbates. Within the framework of the
slab approach, it has been shown that for the system
CO/Cu(100) the adsorption energy Eads , as a function of
Nz and uS , exhibits good convergence. In fact, Nz53
and uS5 1

2 are sufficient to obtain fairly stable results.
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This contrasts with the oscillatory behavior of the calcu-
lated Eads for the same system, which one observes by
increasing the number of atoms in a cluster approach.
For a detailed comparison of the two methods see te
Velde and Baerends (1993).

V. THEORETICAL ISSUES

A. Quantities of physical interest

Both in the self-consistent solution of the Kohn-Sham
equation and as a quantity of physical interest, the elec-
tron charge density r(r) plays a major role in adsorption
theory. In the most elegant way, one makes use of the
Green’s-function formalism and defines the charge den-
sity from the local density of states (LDOS) r(r,E),
given by

r~r,E !5
1
p

Im G~r,r;E1ie!, (56)

where ie is a small imaginary energy. Making use of the
wave function c i(r) solutions of an effective single-
particle Schrödinger equation, one can write the LDOS
as

r~r,E !5(
i

c i~r!* c i~r!d~E2Ei!. (57)

The charge density is found by integrating Eq. (56) up to
the Fermi energy EF . This is most economically per-
formed by contour integration, exploiting the analyticity
of the Green’s function in the upper half plane:

r~r!5
1
p

Im E
c
dz G~r,r;z !, (58)

with the curve c beginning below the lowest occupied
state and returning to the real energy axis at the Fermi
energy EF . When the spectrum is discrete, as in the slab
and supercell or in cluster calculations, after integrating
over the energy up to EF in Eq. (57), one obtains

r~r!5 (
iPocc

c i~r!* c i~r!. (59)

If the system is defined by a many-particle wave function
one can define the charge density r(r) from the first-
order density matrix [Eqs. (22) and (23)].

The density of states (DOS) is found from the spatial
integral of the LDOS:

r~E !5E
V
dr r~r,E !, (60)

a result which clearly depends upon the integration vol-
ume V. The induced DOS, DrV(E), is defined as the
difference between the DOS of the molecule-metal sys-
tem and the DOS of the bare substrate. In this way, if a
finite system adsorption calculation is performed, one
can obtain the induced DOS from the DOS. On the
other hand, the embedding approach implies a semi-
infinite substrate (V→`) where the integral in Eq. (60)
diverges. Note that such an integral has to be computed
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explicitly, since changes in r(r,E) due to adsorption
throughout the whole space should be considered. But it
can be shown that by using the generalized phase shift
method one can access the induced DOS Dr(E) in the
localized plus the extended substrate. See also Eqs. (65),
(66), and (67) below.

The projected LDOS, often also called the projected
DOS, on a specific orbital f(r) is given by

rf~E !5(
i

u^fuc i&u2d~E2Ei!. (61)

Finally, we discuss the total energy of the system and,
in particular, the interaction energy E(R) of a molecule
with the surface. Here, in contrast to an atom-surface
system, R denotes a generalized coordinate for a mol-
ecule. This interaction energy is given by the difference
between the total energy of the interacting system
Esurf1mol and the reference energies of the clean surface
Esurf and the isolated molecule Emol :

E~R!5Esurf1mol~R!2Esurf2Emol . (62)

Note that E(R) represents the adiabatic molecule-metal
potential-energy surface derived in an ab initio frame-
work, which is otherwise denoted by V(R) in this ar-
ticle. To compute the various terms in Eq. (62), one can
write the total energy of an interacting ensemble of elec-
trons as

E5^T&1^U&1Exc , (63)

where ^T& is the kinetic-energy contribution, ^U& is the
classical Coulomb interaction, and Exc is the exchange-
correlation energy. Within the framework of the
density-functional theory such terms have been dis-
cussed in Sec. III. The kinetic energy can be determined
using the sum of eigenvalues of the effective Schrö-
dinger equation, e.g., the Kohn-Sham Hamiltonian in
Eq. (10):

^T&5 (
iPocc

« i2E dr veff~r!r~r!. (64)

Note that in the calculation all energy differences refer
to quantities obtained within the region where the
molecule-metal electronic properties are explicitly calcu-
lated, except in the embedding approach. Here consider
the so-called band-structure energy term obtained from
the eigenvalue perturbation:

DEband5E
2`

EF
dE EDr~E !. (65)

This term, in the generalized phase-shift method (Ingles-
field and Benesh, 1988b), can take into account changes
in the induced DOS in the whole space, due to the pres-
ence of the adsorbate. From Eq. (65) one can write the
band-structure contribution, DEband , as

DEband5EFDN~EF!2E
2`

EF
dE DN~E !. (66)

In Eq. (66) DN(E) is the change in the number of states
induced by the impurity up to the energy E in the whole
Rev. Mod. Phys., Vol. 71, No. 1, January 1999
system (see Callaway, 1974, p. 435), which can be ex-
pressed in terms of the induced DOS Dr(E) by

DN~E !5E
2`

E
dE8 Dr~E8!. (67)

Note that Eq. (67) also supplies the definition of Dr(E).

B. The Friedel sum rule

The concepts outlined in this section are more gener-
ally valid for any impurity in a host, so that an admol-
ecule is a particular case.

Consider an adsorbate interacting with a semi-infinite
substrate, which fixes the Fermi energy of the system.
Label the impurity positive charge Z. We expect the
charge Z to affect the electronic charge distribution of
the system, which will rearrange to screen the defect
Coulomb potential at large enough distances from the
adparticle. Call I the region where the adsorption calcu-
lation is worked out, and VI its volume. If the perturba-
tion is localized within the region I, charge neutrality is
still retained. Hence it follows that

E
VI

dr Dr~r!5Z. (68)

At the same time the so-called Friedel’s sum rule (Cal-
laway, 1974), holds that

DN~EF!5Z. (69)

Obviously the results of Eqs. (68) and (69) are always
valid for V I→R3, i.e., the localized region coinciding
with the whole space.

However, if the perturbation, which may, for example,
induce Friedel’s oscillations in a metal, is not localized in
VI , an excess or deficit of the electronic charge will show
up not only in VI but in the whole space, from the cal-
culated results. Consequently Eqs. (68) and (69) are no
longer valid. Note also that generally the resulting
charge from Eqs. (68) and (69) will not be the same. In
fact Eq. (68) calculates a charge Q loc and hence an
excess/deficit of electronic charge DQ loc5Q loc2Z in the
region VI . Equation (69) calculates a charge Q and an
excess/deficit DQ5Q2Z in the entire region. The ex-
cess or deficit of charge is an unphysical artifact of the
lack of total screening in the system, since we are work-
ing in too small a region.

The knowledge of DQ has two important conse-
quences: (a) Together with the local excess or deficit of
charge DQ loc it allows us to estimate how good our
choice of the local region I is; (b) If we recall that the
only term in the adsorption energy, which contains in-
formation on the effect of the perturbation in the whole
space, is the band structure, via DQ , we can introduce a
meaningful correction to DEband , as we shall now dis-
cuss [see Eq. (66)].

We follow a treatment proposed by Drittler et al.
(1989). Consider the total-energy functional E@r(r)# of
an impurity in a host. It is well known that E@r(r)# is a
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functional of the trial charge density r(r) and hence is
extremal against charge variations dr(r) around the
ground state:

dE5E dr
dE

dr
dr~r!5EFE dr dr~r!. (70)

dE vanishes if *dr dr(r)50. This result is valid as long
as r(r) gives the correct charge of the system:

Z5E dr Dr~r!. (71)

However, as already pointed out, charge neutrality may
be violated if the perturbation potential of the impurity
is not fully included in the calculation, as occurs in all
adsorption problems, since Friedel’s oscillations display
a long-range character (Lang and Williams, 1978). This
may be avoided if the generalized functional Ẽ@r(r)# is
introduced:

Ẽ@r~r!#5E@r~r!#2DEG.C.

DEG.C.5EFS E dr Dr~r!2ZD . (72)

Clearly dẼ50 for general (and non-charge-conserving)
variations of dr(r). Physically, via Eq. (71), we take into
account a new grand canonical functional, which fixes
the chemical potential EF but not the number of par-
ticles, i.e., their charge Z. This is a first-order correction
to the energy E in which the excess/missing charge DQ
is added at the Fermi level of the host, giving an addi-
tional energy contribution EFDQ .

The grand canonical correction to the total energy of
an impurity in the bulk is usually negligible in most cal-
culations (Drittler et al., 1989). Owing to the much lower
symmetry of an adsorbate, it produces a much larger
correction. A discussion of the grand canonical correc-
tion to the chemisorption energy of adatoms is pre-
sented in Sec. VII. It is, however, instructive to estimate
its contribution to the interaction energy of a He atom
on an (Ag-like) jellium surface within a density-
functional-LDA calculation with the Green’s-function
matching technique (Trioni et al., 1998). This is because,
although here the magnitude of DQ is fairly small, as it
spans from 0 to 2.531022 electrons by varying the He
distance Z from the jellium edge, the grand canonical
correction is essential to give the right behavior of the
adsorption curve. The broken line in Fig. 4 shows the
He-jellium adiabatic potential E(Z) calculated by the
functional in Eq. (62), which is wrong. The solid line
displays the correct E(Z) calculated by the grand ca-
nonical functional in Eq. (72). The inset shows DQ . Be-
ing the calculation performed in the density-functional-
LDA framework, E(Z) is most adequately reproduced
in the repulsive region.

Finally we write down the adsorption energy contri-
bution of the band term in the grand canonical frame-
work:

DẼ5DEband2DEG.C.5EFZ2E
2`

EF
dE DN~E !. (73)
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Consider next a calculation within the cluster or the
slab/supercell method. Here the charge is automatically
conserved. The output is a discrete set of levels, the last
occupied one being the Fermi level, which may undergo
a small variation EF→EF1dEF after introducing the
impurity. Then, if we take advantage of the charge neu-
trality and determine dEF from it, the band-structure
contribution in Eq. (65) becomes

DEband5E
2`

EF1dEF
dE EDr~E !5EFDN~EF!

2E
2`

EF
dE DN~E !1EF@Z2DN~EF!# . (74)

Equation (74) is exactly the grand-canonical result. So, if
the neutrality condition is imposed, one has to allow for
the Fermi energy to vary upon adsorption. In this way,
the grand-canonical result is achieved in a finite system.

VI. PHYSISORPTION

The main goal of physisorption theory of noble gases
on metals is to obtain the particle-surface interaction in
a unified approach valid at any distance of the atom
from the surface. In principle this could be obtained
within the density-functional formalism. By using this
formalism, it has been shown that, if one is able to work
out a unified theory that gives the correct asymptotic
image potential of a clean metal surface (Zangwill,
1988), the van der Waals potential between a neutral
atom and the surface is recovered (Annett and Hay-
dock, 1986).

In practice, however, the usual difficulty lies in obtain-
ing the nonlocal response function of the metal defined
by

x~r,r8;v!5
i

2pE0

`

dt eivt^@ n̂~r,t !,n̂~r8,0!#&, (75)

FIG. 4. He-jellium (Ag-like) potential as a function of the dis-
tance from the jellium edge: dashed line, from a calculation by
Eq. (62); solid line, from a calculation by Eq. (72). The inset
shows the defect of electronic charge in the whole system as
function of Z. For details see the text.
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where n̂(r,t) is the density operator for an electron at
position r and time t. The bracketed quantity is the
ground-state expectation value of the indicated commu-
tator. A recent attempt to obtain the nonlocal response
function via a local approximation of the dielectric func-
tion of the metal is that of Hult et al. (1996) and Hult
and Kiejna (1997). Modifications to the Zaremba-Kohn
theory have been made that, by introducing a certain
self-consistency into the response of the solid to an ex-
ternal charge, affect the formula for the reference plane
position Z0 , leading to smaller values in general.

However, Eq. (75) has not yet been evaluated beyond
the local-density approach. This is still an open and im-
portant question because the correct van der Waals be-
havior of the gas-metal potential affects both the ampli-
tudes of light noble-gas probes scattering off metals
(Karikorpi, Manninen, and Umrigar, 1986) and dynami-
cal quantities such as sticking coefficients and desorption
rates (Brivio et al., 1993).

The difficulty of calculating ab initio the physisorption
potential of a noble gas interacting with a metal surface
has led several authors, as already pointed out in Sec. II,
to compute the potential closer to the surface, and to
add the van der Waals part later (Harris and Liebsch,
1982; Chizmeshya and Zaremba, 1992). Note that, to ob-
tain the minimum of the physisorption potential, the van
der Waals interaction has to be added if the approach is
only capable of obtaining the repulsive part (Kohn,
1990). In some other approaches, such as the density-
functional–LDA, a reasonable physisorption well can be
obtained (Lang, 1981; Lang and No”rskov, 1983), though
the calculated potential does not display the correct van
der Waals tail, but it drops to zero too quickly. This is
because the LDA can readily account for a phenomenon
such as the Pauli repulsion experienced by a noble-gas
atom very close to the metal. Lang (1981), in his work
on jellium, has shown that the LDA may provide a good
account of the adatom binding energy. An intuitive ex-
planation of this effect is related to the fact that, at such
atom-surface distances, it is correct to consider the elec-
tron to be attached to its exchange-correlation hole, as
in the LDA.

We now review the most important papers on the
theory of physisorption of noble gases on metals since
1980, outlining results and open problems.

A. The effective-medium theory

In 1980 No”rskov and Lang (1980) introduced the
effective-medium theory. This method simplifies the
particle-surface problem by replacing the surface by a
uniform medium simulating the metal’s electronic tail.
In other words, the atom is embedded in a homoge-
neous electron gas of density r̄R , where r̄R is an average
of the unperturbed charge density rM(r) of the surface
in the adatom region (see also Stott and Zaremba,
1980). Such an average is weighted on the potential in-
duced by the unperturbed atom:

r̄R5

E dr rM~r!DfR~r!

E dr DfR~r!

, (76)
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DfR~r!5E dr8
Dr~r8!2Zd~r82R!

ur2r8u
. (77)

Note that r̄R and DfR , which is the potential induced
by the atom considering its positive and negative
charges, depend on the distance R of the atom from the
surface.

At zero order in the perturbation potential induced
on the atom by the surface, one can define an embed-
ding energy DEhom( r̄R) of the atom in a homogeneous
jellium of density r̄R . This approximation represents the
main result of the effective-medium theory, since it al-
lows one to work out molecule-surface energies, and for
this reason it has motivated several applications beyond
physisorption, e.g., it has also been applied to chemi-
sorbed systems (see, for example, No”rskov, 1982;
Raeker and DePristo, 1990).

Esbjerg and No”rskov (1980) showed that for a weak
atom-metal interaction (with closed-shell atoms) it is
possible, via the embedding energy, to arrive at a very
simple expression for the atom-surface potential, which
is only a repulsive energy Vrep:

Vrep~R!5DEhom~ r̄R!.aeffr̄R . (78)

In the original paper (Esbjerg and No”rskov, 1980) the
averaging procedure that leads to r̄R is replaced by the
value of the unperturbed charge density rM(R), and the
proportionality constant, say a to distinguish it from
aeff , which takes into account some surface effects, is
derived by a fitting procedure.

Several authors have endeavored to obtain the most
physical values for a and aeff . This effort has produced
an ample literature on the subject, to which the inter-
ested reader is referred (Puska, Nieminen, and Man-
ninen, 1981; Manninen et al., 1984; Cole and Toigo,
1985; Karikorpi, Manninen, and Umrigar, 1986). If we
concentrate on the simpler coefficient a just defined, a
consensus currently exists that the value for He is
slightly larger than 300 eV a0

3 (Manninen et al., 1984;
Cole and Toigo, 1985).

The success of the effective-medium theory at the
time it was formulated was based on two factors: first, its
ability to obtain adsorption energies by a simple scheme,
and second, its ability to avoid prohibitive calculations
since numerical complications arise as soon as the lattice
properties of the system are considered. However, it was
soon realized that tests to check the results of the
effective-medium theory were necessary. For this reason
Lang and No”rskov (1983) presented a comparison be-
tween the effective-medium theory, including an attrac-
tive atom-surface potential, and a density-functional–
LDA calculation, within the framework of the method
developed by Lang and Williams (1978) for the He-
metal (jellium with rs53) potential-energy surface.
More exactly, they refined the effective-medium result
and calculated the atom-surface interaction energy by
taking into account the deviation of the surface electron
density from homogeneity in first-order perturbation
theory. They verified that the ab initio results and the
effective-medium results are of the same order of mag-
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FIG. 5. Diffraction spectra from Ni(110). (a) From right: first spectrum, in-plane (f50°); last two spectra, out-of-plane (f5
66.4°, 612.9°) diffraction spectra from Ni(110) of a He beam with energy Ei5266 meV and u i530°. Note that u i labels the polar
angle and f the azimuthal angle with respect to the surface normal, respectively. (b) Diffraction spectra obtained with a Ne atomic
beam from Ni(110). Note a pronounced rainbow near the (062) beams, indicating a larger corrugation amplitude observed with
Ne than with He. From Rieder (1994).
nitude, but that the He-metal potential-energy curve,
computed by the effective-medium theory, is signifi-
cantly smaller at shorter atom-surface distances. More-
over, the physisorption well obtained by the effective-
medium theory is too shallow.

Harris and Liebsch (1982) presented a generalization
of the Zaremba-Kohn treatment for the repulsive part
of the physisorption potential. They considered a
density-functional approach, in which the atom-metal
correlation was ignored. By adding the van der Waals
contribution Vcorr they were able to write down a useful
formula for the particle-metal interaction, to first order
in the overlap between the metal and the particle

V~Z !5(
k

D«k1Vcorr~Z !, (79)

where D«k is the change in the metal eigenvalues due to
particle perturbation. Harris and Liebsch also proved
that the average density method proposed by Esbjerg
and No”rskov (1980) [see Eq. (78)] is valid only on a
jellium surface (translationally invariant for any 2D vec-
tor). Such a simplification cannot account for anticorru-
gating effects (see the following), since in Esbjerg and
No”rskov (1980) the atom-surface potential profile is al-
ways proportional to the charge distribution.
Rev. Mod. Phys., Vol. 71, No. 1, January 1999
B. He and Ne physisorption

Now let us consider two effects recently derived from
experiments in which He and Ne were scattered off met-
als.

The first effect was reported by Rieder and Stocker
(1984) and Salanon (1984). They observed in separate
scattering experiments with low-energy atoms that Ne
was much more sensitive to the details of the corruga-
tion of a metal surface than the more commonly used
He atom. Note that the corrugation profile depends on
the impinging atom’s kinetic energy. The results of
Rieder and Stocker (1984) are shown in Fig. 5. In those
diffraction spectra Ne displays a stronger rainbow effect
(Celli, 1984), which indicates a much larger corrugation
amplitude for Ne than that for He, the probes scattering
off Ni(110). The same qualitative findings were obtained
for He and Ne on Cu(110) by Salanon (1984). A more
detailed analysis of the diffraction pattern gives a corru-
gation amplitude ‘‘seen’’ by Ne about twice as that by
He. To interpret these results, the corrugation function
z(Ri), representing the classical turning point as a func-
tion of Ri[(X ,Y), and defined in Sec. II.B, is builtup by
fitting some parameters @z(10) and z(01)] in Eq. (80).
In this way one can reproduce the intensity of the ex-
perimental peaks by solving a coupled-channels equa-
tion (Celli, 1984). Figure 6 shows the function z used by
Rieder and Stocker (1984), given by
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z~X ,Y !51/2@z~10!cos~2pX/a1!1z~01!cos~2pY/a2!# ,
(80)

where a1 and a2 are the 2D surface lattice constants.
Values for Ni(110), as seen by atomic beams of He and
Ne, are a152.49 Å, a253.52 Å, z(10)He;0.017 Å,
z(01)He50.075 Å, z(10)Ne50.033 Å, z(01)Ne50.174 Å.
On the basis of the effective-medium theory, i.e., the
hypothesis that the potential in the repulsive region can
be taken proportional to the electronic charge tail out-
side the metal, the more corrugated the potential, the
more corrugated the charge density. Hence the closer to
the surface is the region sampled by the gas atom (see
Fig. 7). Looking at the values of the parameters a in
Puska et al. (1981) and Cole and Toigo (1985) we expect
a more pronounced repulsive potential for Ne than for
He, at the same incoming particle energy, contrary to
the experimental evidence.

Although phenomenological models have been pro-
posed (Salanon, 1984; Cvetko et al., 1994), this is a clear
case in which ab initio results should be worked out in
order to pinpoint the discrepancy between the effective-
medium theory and the experimental results. A calcula-
tion of the adiabatic electronic properties of an isolated

FIG. 6. Corrugation function of He (upper panel) and Ne
(lower panel) on Ni(110).
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He and Ne atom on a metal from first principles has
been proposed by Montalenti et al. (1996). Though the
substrate is limited to jellium, with no lattice structure,
this is still expected to be a useful model for dealing with
general properties of the atom-metal surface interaction.
Montalenti et al. (1996) report on an ab initio calculation
of the adiabatic electronic properties of He and Ne at-
oms interacting with a jellium surface (Al-like with rs
52.07) in the framework of the embedding method
(Trioni et al., 1996) and using a density-functional–LDA
approach. This work focused on the atom-surface region
where the potential was repulsive. For incident atoms
with the same initial kinetic energies in the typical ex-
perimental range (up to about 200 meV), it was shown
that Ne got closer to the metal than He. Figure 8 shows
the potential-energy curves E(Z) for He and Ne on Al
as a function of Z in the region where repulsive effects

FIG. 7. Schematic example of the charge profile of a clean
metal surface. Near the uppermost ion row the charge corru-
gation is higher than in the far region.

FIG. 8. The potential energies (meV) for single atoms of He
(dashed line) and Ne (dot-dashed line) atom, on Al-like jel-
lium surface, as a function of the atom-jellium edge distance
(in units of a0). Left inset the same for He (solid line, the
density-functional–LDA result; dashed line, the effective-
medium theory result). Right inset: the same for Ne (solid line,
the density-functional–LDA result; dashed line, the effective-
medium result where an attractive potential is added). From
Montalenti et al. (1996).
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are dominant. As can be clearly seen, Ne penetrates
deeper into the surface electron cloud than He for im-
pinging atom energies in the experimental range. Such a
result, which is in agreement with the experiments, can
be accounted for in terms of total charge rearrangement,
a combined effect due to a larger Pauli repulsion and a
more pronounced attraction of the Ne-metal system (be-
cause of its larger polarizability) than of the He-metal
system. In fact, the p electrons of Ne are not as rigid as
the 1s electron density of He. From Fig. 8 one can also
see that the repulsive potential for He is less steep
(softer) than that for Ne, as stated by Rieder and
Stocker (1984). In Fig. 9 the total charge rearrange-
ments, both for He and for Ne, are shown at three dis-
tances Z.

C. The anticorrugating effect

The second effect was reported by Rieder, Parschau,
and Burg (1993). In their very accurate diffraction ex-
periment a surprising behavior was emphasized, namely,
that the corrugation profile revealed by He scattering off
the surface is translated half the interatomic distance
with respect to that obtained by Ne diffraction, i.e., He
got closer to the top position than to the bridge one.
This behavior is now commonly called the ‘‘anticorru-
gating effect’’ of He.

A theoretical suggestion of this result can be found in
earlier work by Annett and Haydock (1984, 1986),
where a correction to the Esbjerg and No”rskov (1980)
potential energy is proposed to improve the effective-
medium theory. Annett and Haydock (1984) note that
there is only qualitative agreement between the
effective-medium theory and experimental He scattering
results (Rieder and Garcia, 1982). For this reason they

FIG. 9. Contours of the charge displacements (total minus su-
perposition of atomic and bare-metal electron densities): (up-
per row) a He atom impinging on the Al-jellium surface at
three different distances: left panel, 3.25a0 (Bohr radius); cen-
tral panel, 4.0a0 ; right panel, 4.75a0 ; (lower row) the same
but for a Ne atom. Contour values shown are 60.001, 60.0005,
60.0003, 60.0001 electrons/a0

3 . The cross denotes the adatom
nucleus position. The solid line refers to positive excess charge,
the dashed line to a negative excess charge. From Montalenti
et al. (1996).
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add two terms to Eq. (78) that solve some discrepancies
with the experimental results, essentially due to the
overestimate of the corrugation profile given by the
effective-medium theory. One needs a contribution that
smoothes the corrugation of the effective-medium
theory, in practice an anticorrugating contribution:

Vrep~R!5ar0~R!1b¹2r0~R!2nru~R!. (81)

In Eq. (81) the term b¹2r0(R) (where the parameter b
is larger than zero) has been included to allow for the
fact that the 1s orbital of He has a finite size. This term
cannot, however, explain any anticorrugating contribu-
tion. Considering n.0 as an adjustable parameter for
each surface, a much better correspondence with experi-
mental results can be obtained by adding the third term,
where ru(R) is the local density of unoccupied metal
states at the atomic position R. Annett and Haydock
suggest that this last term, which is always an attractive
one, is the contribution due to hybridization between
the He 1s orbital and the unoccupied metal states. In
this context n represents the matrix element of the per-
turbation induced by the He potential between a 1s or-
bital and empty metal states over an energy denomina-
tor.

We return now to the experiments of Rieder,
Parschau, and Burg (1993) on He and Ne scattering
from Ni(110) and Rh(110). We recall that H atoms are
placed in rows along the @01̄1# direction on the surface,
and they are always ‘‘seen’’ by the probes as having the
largest corrugation amplitude. In other words, the H at-
oms are used to identify the position of the lattice atoms,
in order to relate the maxima of the corrugation profiles
either to the top or to the bridge positions. The results
shown in Fig. 10 display opposite corrugations for lattice
atoms probed by He and Ne atom scattering. Observe
that the maximum of the corrugation z(Ri) for He is in
the bridge position, while that for Ne is in the top. To
interpret these results Rieder makes use of the Annett
and Haydock (1984) model. He argues that the unoccu-
pied metal states are essentially antibonding and have
little weight between the surface atoms. Rieder points
out that for He the 1s orbital has a significant overlap
with the antibonding metal states at the top position and
negligible overlap at the bridge position. Consequently,
the third term dominates in Eq. (81) and anticorrugating
behavior occurs, since the He atom gets closer at the top
position. This means that the corrugation profile seen by
He is off phase with respect to the lattice atom positions.
On the other hand, for Ne, owing to parity, the 2px
orbital has a vanishing overlap with the metal antibond-
ing state in the top position and a significant overlap at
the bridge position (see Fig. 11). Because of the opposite
contributions of the 2s and 2px orbitals, it follows that
2nru(R).0. For this reason the atom-metal potential
Vrep(R) is in phase with the metal, and there are no
anticorrugating effects.

Though simple and qualitatively attractive, the expla-
nation just outlined and proposed by Rieder is dubious,
as it considers only antibonding metal orbitals, whereas,
following Annett and Haydock, one should take into ac-
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count the full set of unoccupied orbitals. Therefore it is
expected that ab initio calculations of the interaction po-
tential between a He or Ne atom and a metal surface
should provide a firmer background for interpreting the
experimental scattering results on the anticorrugating
effect. Petersen et al. (1996), by using a density-
functional–GGA approach and a supercell geometry,
have calculated the interaction potential-energy curves
for both He and Ne along the top and the short bridge
positions of a Rh(110) surface. Their results in Fig. 12
show that He gets closer to the surface at the top than at
the bridge position, while the opposite occurs for Ne, in
agreement with Rieder’s results. The physical interpre-
tation of these phenomena involves a detailed analysis
of the hybridization between the noble-gas orbitals and
the d-band states of the metal. Consequently the anti-

FIG. 10. Sphere models of H phases on Ni(110) and Rh(110)
with the grey-scale representations of the corrugation func-
tions derived from He and Ne diffraction: upper row,
Ni(110)c (2 3 4) H; lower row, Rh(110)(1 3 2)H. s, metal
atoms; d , H adatoms. The H atoms have the largest corruga-
tion amplitudes and thus show up as the brightest spots. Note
that in the He derived corrugations fewer bright maxima occur
between the H atoms along the [001] direction on all the H
free metal rows, in disagreement with the true atom arrange-
ments. In contrast to this, the Ne derived corrugations are in
agreement with the true surface structures. From Rieder et al.
(1993).

FIG. 11. Rieder’s (Rieder et al., 1993) explanation of the anti-
corrugating effect. Left side: the He 1s orbital shows strong
overlap with the unoccopied metal states at top positions,
whereas the overlap is zero at bridge positions. This (see the
text) leads to an anticorrugating effect. Right side: for Ne the
2px orbital shows no interaction with the unoccupied metal
state at top sites, but there is a strong overlap at bridge sites
where both the 2px and metal orbitals change sign. Hence
there is a much smaller anticorrugating contribution than in
the case of He.
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corrugating effect of He may not be present for metals
with a different band structure.

In the framework of the embedding method and using
a density-functional–LDA, a different point of view is
proposed by Trioni, Montalenti, and Brivio (1998). They
show how the different polarization of He with respect
to Ne, induced by the interaction with a simple (jellium)
metal, could account for an anticorrugating contribution
to the potential energy.

Finally, we wish to comment on the penetration prob-
lem of He and Ne and anticorrugating effects. From the
theoretical results (Montalenti et al., 1996; Petersen
et al., 1996) computed for very different systems, one
cannot conclude that the corrugation seen by Ne corre-
sponds to a larger penetration of Ne than of He (at the
same incoming particle energy). Observe that in the cal-
culations by Petersen et al. (1996) the He potential curve
is always closer to the metal than that for Ne, for both
the top and the short-bridge positions with the same in-
coming atom energy. This is still an open problem.

VII. CHEMISORPTION

A. Atomic chemisorption

We now discuss in some detail atomic chemisorption,
though this phenomenon is less important than molecu-
lar and dissociative chemisorption as a means to study
chemical reactions at surfaces. However, it is possible to
extract the main features of chemisorption from this
simpler case. We shall focus our attention on three main
aspects of this theory: (i) how chemisorption on simple
metals can provide an understanding of covalent and
ionic adatom-metal bonds; (ii) the problem of lack of
charge neutrality within the adatom-metal region where
the calculation is performed; (iii) how chemisorption re-

FIG. 12. Calculated potential energy using a density-
functional–GGA for a He atom (left) and a Ne atom (right)
approaching the top and short-bridge positions of Rh(110) as a
function of the distance Z (Å) from the center of the first
surface layer. The insets show a magnification of the repulsive
part of the potential within the kinetic-energy range used in
experiments. From Petersen et al. (1996).
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TABLE II. Summary of ab initio calculations for several of the chemisorbed systems discussed in the
text. For the acronyms defining the theoretical methods see the text. Models in the last column are as
follows: EMB, embedding; SC, supercell; SL, slab; CL, cluster; J, a jellium substrate, which is ionic
and unrelaxed unless labeled by an R (relaxed).

Authors Systems Methods Model

Bagus and Pacchioni (1992) CO on metals HF CL
Bormet et al.(1994) Na, Si, Cl on Al(111) DFT-LDA EMB
Feibelman (1991a) H, S on Rh(001) DFT-LDA EMB
Feibelman (1991b) H2 on Rh(001) DFT-LDA EMB
Feibelman (1992a) H, and Al on stepped Al DFT-LDA EMB
Gravil et al. (1996) O2 on Ag(110) DFT-GGA SC (R)
Gunnarsson et al. (1976, 1977) H on Al DFT-LSDA EMB (J)
Hammer et al. (1993) H2 on Al(110) DFT-GGA SC
Hammer et al. (1996) CO on metals DFT-GGA SC
Hammer and No”rskov (1995a) H2 on metals DFT-GGA SC
Hammer et al. (1994) H2 on Cu(111) DFT-GGA SC
Jennison et al. (1996) CO, NH3 on Pt(111) DFT-LDA CL
Kroes et al. (1997) H2 on Cu(100) DFT-GGA SL
Lang and Williams (1978) H, Li, O, Na, Si, Cl on Al DFT-LDA EMB (J)
Stumpf and Scheffler (1996) Al on Al surfaces DFT-LDA SC (R)
Trioni et al. (1996) Si, N on Al DFT-LDA EMB (J)
White and Bird (1993) H2 on Cu(100) DFT-LDA SC
White et al. (1994) H2 on Cu(100) DFT-GGA SC
Wilke and Scheffler (1996a) H2 on Pd(100) DFT-GGA SC
sults from density-functional–GGA calculations can be
interpreted by a simple model based on the Anderson-
Grimley-Newns Hamiltonian model.

Note that the theoretical approaches and the adsorp-
tion models for the various molecule-metal systems to
be discussed in this section are summarized in Table II.

The first studies of adatom chemisorption by the
density-functional–LDA method date back to the work
of Gunnarsson, Hjelmberg, and Lundqvist (1976, 1977)
and Lang and Williams (1975, 1976, 1978). Gunnarsson,
Hjelmberg, and Lundqvist (1976, 1977) presented an ab
initio density-functional–LSDA study of hydrogen
chemisorption on a high-density (rs52)sp bonded Al-
like jellium, including first the periodic structure of the
surface by lowest-order perturbation theory with an ar-
ray of pseudopotentials representing the lattice. Figure
13 shows the binding-energy curves for H on jellium and
on Al(100), Al(110), and Al(111) along surface normals
with the adatom at different surface positions. The es-
sential part of binding can be explained in the H-jellium
model. Here the equilibrium distance Zeq of the atom
nucleus from the positive jellium background is 0.6 Å.
From the calculation one can see that the induced DOS
(Hjelmberg, Gunnarsson, and Lundqvist, 1977) shows a
behavior of weak neutral chemisorption with one atomic
resonance, which, in terms of the Anderson-Grimley-
Newns model, implies that the hopping terms are small.
From the induced DOS one can also observe a shift in
the broad resonance peak to higher energies with re-
spect to the 1s free-atom level. This signals electron
transfer from the metal, which is roughly estimated to be
0.1 electrons. In Fig. 14 one can see a charge accumula-
tion to the proton compared to the free-atom situation
., Vol. 71, No. 1, January 1999
and the rapid screening of the adatom perturbation in-
side the metal with the characteristic Friedel oscillations.

A density-functional–LDA calculation of the adsorp-
tion properties on the same jellium of several atoms (H,
Li, O, Na, Si, Cl) has been performed by Lang and Wil-
liams (1975, 1976, 1978). Note that the results of H
chemisorption are in agreement with those just dis-
cussed by Gunnarsson, Hjelmberg, and Lundqvist (1976,
1977). Figure 15 shows the induced DOS of chemisorbed
Cl, Si, and Li at Zeq . To explain these results one can
apply the concept of the resonant state derived from the
Anderson-Grimley-Newns model in the weak-coupling
case (see Sec. II.A). Note first that the energy positions
of the resonances reflect the relative electronegativities
of the adatoms. Observe next that the Li 2s resonance
level lies above and the Cl 3p lies below the Fermi en-
ergy, and hence such adatoms are clear examples of
positive (Li) and negative (Cl) ionic chemisorption. For
Si adsorption there are two valence-electron resonances
arising from the 3s and 3p atomic levels. The partial
occupation of the 3p resonance, centered on the Fermi
level, determines for Si a covalent chemisorption bond.
The character of these three different types of bonds is
manifested by the charge contour plots in Fig. 16, which
are discussed in detail in Lang and Williams (1978).

An important problem tackled in Lang and Williams
(1978) is the lack of charge neutrality within the spheri-
cal region I of radius Rsp where self-consistency is
achieved, because the perturbation induced by the ad-
atom is not fully screened within I. This determines
charge disturbances outside I which have to be taken
into account, at least approximatively, in calculating the
adsorption energy Eads . Lang and Williams (1978) iden-
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FIG. 13. Calculated binding energy EB curves for H chemisorbed on semi-infinite jellium (J ,rs52) and in (A) top, (B, SB, and
LB) bridge, and (C) centered positions on the (100), (110), and (111) surfaces of Al, as functions of the H-jellium edge distance
d. The distance from the jellium edge to the outermost layer of Al is given in the lower left corner of each panel. From Gunnarsson
et al. (1977).
FIG. 14. The electron charge density induced by a H adatom
on a semi-infinite jellium at two rs , compared with the elec-
tronic density of atomic H, plotted as the amount of charge
within a sphere of radius r0 . The distance d as before. From
Gunnarsson et al. (1977).
Rev. Mod. Phys., Vol. 71, No. 1, January 1999
tify two main results of this lack of charge neutrality,
Friedel oscillations and a charge distribution outside I.
Such contributions are taken into account in the self-
consistent loop. In this way, at the end one calculates an
amount of electronic charge Q loc within I, due to the
presence of the adatom. The leading correction to the

FIG. 15. Induced DOS of Cl, Si, and Li chemisorbed on Al-
like jellium at the adatom-surface distance, which minimizes
total energy. From Lang and Williams (1976).
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atomic binding energy (with the vacuum potential being
the zero) is

DEads52DQ locEF , (82)

where DQ loc , defined in Sec. V.B, measures the excess
or deficit of electronic charge in I.

The problem of the violation of charge neutrality in a
self-consistent calculation of adsorption in a finite region
(a sphere with Rsp57a0), embedded in a semi-infinite
metal, has been reexamined by Trioni et al. (1996). In
their work on adatoms on jellium, with rs52.07, where,
unlike the all-electron approach in Lang and Williams
(1978), the atoms are treated by pseudopotentials
(Bachelet, Hamann, and Schlüter, 1982), these authors
have applied the generalized phase-shift method (see
Sec. V.B) to obtain systematically the induced DOS in
the whole space due to the presence of the adsorbate.
Such induced densities of states include changes within
the embedding region and the substrate. By this method
the excess or deficit of electron charge in the whole sys-
tem is measured by DQ defined in Sec. V.B. We recall
that DQ is different from DQ loc , except in the case of
perfect screening, when they are both zero. The adsorp-

FIG. 16. Electron density contours for chemisorption on a
high-density (rs52) substrate. Upper row: contours of con-
stant electron charge density in a plane normal to the Al-like
jellium surface containing the adatom nucleus (1). The solid
vertical line is the positive background edge. Lower row: con-
tours of the charge displacements (total minus superposition of
atomic and bare-metal electron densities) in electrons/a0

3 .
From Lang and Williams (1976).
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tion energy is determined using a grand-canonical func-
tional (see Sec. V.B). Figure 17 shows the atom-metal
interaction energy for Si on Al-like jellium as a function
of the atom-surface distance from Lang and Wil-
liams (1978) (solid line) and Trioni et al. (1996) (dashed
line), respectively. The inset displays DQ . If we do not
introduce the grand-canonical correction, from the value
of DQ at Zeq in Fig. 17, and from Eq. (73), we can see
that Eads is lowered by about 0.28 eV. Note that DQ
50.072 electrons, while DQ loc50.09 electrons. No esti-
mate of DQ loc is reported in Lang and Williams (1978)
for comparison. The lack of charge neutrality deter-
mines a more significant correction to Eads for a more
ionic chemisorption bond such as N on Al-like jellium.
In this case the correction amounts to a negative shift of
about 0.7 eV (Trioni et al., 1996).

A density-functional–LDA calculation of adatoms on
Al(111) considering the lattice structure of the substrate
has been performed by Bormet, Neugebauer, and Schef-
fler (1994). These authors point out that Al is not a free-
electron metal, since: (i) the top layer of Al(111) relaxes
slightly inward, not outward as for a free-electron metal;
(ii) the jellium model gives a negative surface energy for
Al, so, it is important to have results that take into ac-
count the atomistic structure of the metal and its elec-
tronic energy band shapes in an ab initio calculation of
adsorption on Al. Figure 18 shows the induced DOS for
single adatoms of Cl (dotted line), Si (dot-dashed line),
Na (dashed line), and the DOS for clean Al (solid line).
There is excellent agreement for Cl and Na with the
induced DOS calculated by Lang and Williams (1978)
on jellium. The biggest differences are found for the
Si-3p induced resonance, where the atomistic substrate
splits it into occupied bonding and empty antibonding
states. Additional insight into this covalent chemisorp-
tion bond can be found from the charge displacements
of the system presented by Bormet, Neugebauer, and

FIG. 17. Adatom-metal potential energies of Si on Al-like jel-
lium, as functions of the atom-surface distance: solid line, from
Lang and Williams (1978); broken line, from Trioni et al.
(1996). The inset gives DQ , as a function of the atom-surface
distance.
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Scheffler (1994). The adsorption energy for Si on
Al(111) is calculated with the grand-canonical func-
tional. But note that DQ loc , not DQ , is considered in
the adsorption energy expression. In practice, this dis-
crepancy is not so important, as Bormet, Neugebauer,
and Scheffler (1994) report a value of DQ loc50.01 elec-
trons, giving a negligible contribution to Eads . However,
Eads in Bormet, Neugebauer, and Scheffler (1994) is
more than 1 eV higher than in Lang and Williams (1978)
and Trioni et al. (1996). Here the question arises
whether, in an Al substrate with a lattice structure, the
adatom perturbation is essentially localized in the em-
bedding region or whether it might be an artifact due to
the choice of the localized basis set selected for the nu-
merical solution. We recall that an expansion in a plane-
wave basis set is used in Trioni et al. (1996). In conclu-
sion, the results in Bormet, Neugebauer, and Scheffler
(1994) give support to those for adatoms on a jellium
substrate, though important differences are present.
Such results are also complemented by calculations for
periodic adlayers within a supercell framework, with
very good agreement.

Ab initio calculations of H and S adatoms on a
transition-metal surface, i.e., Rh(001), have been per-
formed by Feibelman (1991a). The adatom binds in a
fourfold hollow. The H adatom lies rather close to the
outer Rh layer, and it is better screened than the S ad-
atom, which is larger and lies higher above the surface.
In fact, DQ loc5731024 electrons for H and DQ loc54
31023 electrons for S, both determining a smaller vio-
lation of the local charge neutrality than for that for
adatoms on Al. This trend is to be expected owing to the
more localized character of transition-metal electrons.

A systematic study of atomic, dissociative, and mo-
lecular chemisorption on several metals has been made
by Hammer and No”rskov (1995a, 1995b, and 1997). The
aim of such research is not only to perform extensive ab
initio calculations, but also to compare their results with
those worked out by a model, which can explain the
main trends of bonding on metal substrates with par-
tially filled (say f their fractional filling) or full d bands.
Again their model is based on the Anderson-Grimsley-

FIG. 18. Induced densities of states: dashed line, Na; dot-
dashed line, Si; and dotted line, Cl on Al(111). The solid line
gives the local DOS of the Al substrate. The solid vertical line
is the Fermi level. From Bormet et al. (1994).
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Newns Hamiltonian. They assume that the bond forma-
tion occurs in two steps. First the relevant adatom or-
bital or orbitals interact with the sp band, which is fairly
wide. This broadens the adatom orbital, forming a single
resonance in agreement with the weak-coupling case of
the model. Next they consider the coupling of this reso-
nance to the d bands of the substrate. Since the charac-
teristic width W of the d bands is smaller than the hop-
ping terms V, following the strong-coupling case of the
model, this causes the splitting of the above resonance
into a bonding and an antibonding state, one below and
one above the metal d bands. This result is shown in Fig.
19, where the ab initio LDOS projected onto an oxygen
adatom px state and the surface DOS of the sheer d
bands are plotted for various metals. In a one-electron
picture, with just one adatom orbital of energy EA and
one d band centered at energy Ed , the d-band contribu-
tion Ed2hyb to the total adsorption energy Eads can be
written down using perturbative arguments similar to
those used to obtain the first term on the right in Eq.
(79):

Eads5E01Ed2hyb (83)

Ed2hyb52~12f !~Wd2Dd!22~11f !VS . (84)

In Eqs. (83) and (84) E0 is the sp contribution to the
bonding energy, which is the largest absolute energy, but
cannot account for the different values of Eads on differ-
ent metals; Wd5A4V21Dd

2 , Dd5Ed2EA , and S is the
overlap between the adsorbate state and the metal d
states. The first term multiplied by (12f) is an attractive
one, unless the d band is completely full, and is due to

FIG. 19. Projected DOS into the oxygen px state (dark shaded
area) for an adatom 1.3 Å above the close-packed surfaces of
late transition and noble metals. The light shaded area gives
the metal d-projected DOS for the respective metal surfaces.
From Hammer and No”rskov (1977).
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the hybridization between the adatom orbital and the
d-metal states. The second term represents the Pauli re-
pulsion energy. The crucial term is the coupling V,0.
This depends on the adatom position and for a fixed
adsorbate geometry is only a property of the metal sub-
strate. A comparison between the model adsorption en-
ergy and that calculated by the density-functional–GGA
within the supercell method for O on various metals is
presented in Fig. 20. One observes that this model ac-
counts for the ab initio results very well. Note also that
Au has got the most energy extended d-band states, the
largest hopping terms, and hence the largest repulsion
(Hammer and No”rskov, 1997).

B. Dissociative chemisorption

One of the fundamental problems in the gas-surface
interaction is the study of dissociative chemisorption,
whose dynamical counterpart is called the dissociative
sticking problem. In fact, dissociative chemisorption is
not only the prototype of one of the simplest chemical
reactions at surfaces, the simplest being atomic sticking,
but is also an example of the importance of molecule-
surface adiabatic properties for the dynamics. In this ar-
ticle we shall concentrate mainly on recent work in
which the statics of dissociative adsorption are com-
puted within an ab initio framework. The reader is di-
rected to Darling and Holloway (1995) for a review on
this problem, where phenomenological models are also
discussed.

We shall deal mostly with dissociative sticking of H2
on metals. This process is assumed to occur as a quan-
tum collision event on the adiabatic ground-state
molecule-metal potential-energy surface (PES). Here
the surface provides an energetically more convenient
setup for the two dissociated H adatoms. Of course sub-
strate excitations, especially electron-hole pairs (Brivio
and Grimley, 1983; Brivio, 1987), may be important to
assist sticking, but they are at present ignored in all cal-
culations, where the potential-energy surfaces are taken
as the adiabatic manifold on which one develops the
dynamical calculation of the sticking probability (coeffi-
cient) s. We shall focus our attention mainly on two out-
standing results of recent ab initio calculations, the pres-
ence or absence of an activation barrier and the
multidimensional character of the PES.

Following previous work on H on Rh(001) (Feibel-
man, 1991a), the first paper that aims at an ab initio
calculation of adiabatic electronic properties of a mol-
ecule on a metal is by Feibelman (1991b), who considers
the orientation dependence of the binding energy of a
H2 molecule (with its axis parallel to the surface) a few
a0’s above the Rh(001) surface. The main result of this
3D calculation is the multidimensional character of the
dissociating PES compared to the simplified 1D one pro-
posed in the textbooks (see Zangwill, 1988). Other in-
teresting points are that

(i) The H-metal bond begins to form at the rather
unsymmetric bridge-to-bridge orientation. This configu-
ration is energetically favored with respect to more sym-
Rev. Mod. Phys., Vol. 71, No. 1, January 1999
metric ones (top-to-top and hollow-to-hollow), even if
the equilibrium position of the H adatoms are the four-
fold hollows.

(ii) The bridge-to-bridge orientation maximizes the H
atoms’ coordination with metal atoms; three Rh atoms
are involved, as displayed in Fig. 21(c), which should be
compared with the molecular orientations in Figs. 21(a)
and 21(b).

Since extensive experimental measurements of s (An-
ger, Winkler, and Rendulic, 1989; Michelsen and Auer-
bach, 1991; Rettner, Auerbach, and Michelsen, 1992;
Rettner, Michelsen, and Auerbach, 1995) have been
performed on H2 on Cu, a great deal of theoretical work
has been devoted to such systems. Such work includes
ab initio calculations of the PES and numerical solutions
of the time-dependent Schrödinger equation. To deter-
mine s, the first work made use of PES guesses (Darling
and Holloway, 1995), while the most recent studies be-
gin their quantum simulations from the above-
mentioned PES calculated from first principles.

A first, ab initio calculation of the PES for
H2 /Cu(111), with the H2 molecule parallel to the sur-
face and dissociating in the optimum configuration with
the axis perpendicular to the Cu-Cu bridge position
(bridge-to-hollow), over which it is centered, is dis-
played in Fig. 22 (Hammer et al., 1994). Such a PES is a
function of two coordinates, the interatomic distance b
and the molecule-surface distance Z. The PES in the
lower panel, calculated within a density-functional–
GGA framework, shows an activation barrier to disso-
ciation Eact50.73 eV, when the bond length has been
extended more than 33%. This barrier is found in the
exit channel. Convergence studies, mainly by increasing
the number of k points in the supercell and the number
of electronic states, give instead a barrier with 0.48 eV
<Eact<0.54 eV, in better agreement with the experi-

FIG. 20. The density-functional–GGA oxygen chemisorption
energies vs the Anderson-Grimley-Newns model energies for
various noble and transition metals. From Hammer and
No”rskov (1977).
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mental findings (Hammer et al., 1994). The comparison
between Eact calculated within the GGA and LDA
frameworks is an extremely useful example, pinpointing
the failure of the latter approximation for Eact . Observe
the upper panel in Fig. 22, where the potential-energy
surfaces are computed by the LDA. The two main dis-
crepancies between the LDA and GGA results are an
extremely low activation barrier and a shift in the en-
trance channel. A significantly larger activation barrier

FIG. 21. Charge contour plots in electrons/a0
3 in a plane

2.98a0 above the outer Rh nuclei (heavy dots) for three dif-
ferent H2 /Rh(001) orientations with the H nuclei at 3.98a0
(heavy squares). Every fifth contour represents a change in
charge density of a factor of 10. (a) A hollow-to-hollow mo-
lecular orientation; (b) top-to-top bonding, and (c) bridge-to-
bridge case. From Feibelman (1991b).
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by the GGA is also found for H2 /Cu(100) (White et al.,
1994). An explanation for the inability of the LDA to
treat chemisorption activation barriers was first pro-
posed for H 2 /Al(110), already investigated by Hammer
et al. (1992), by Hammer, Jacobsen, and No”rskov (1993).
These authors made use of the Harris and Liebsch (see
Sec. VI) approach in order to account for a nonlocal
exchange-correlation effect. Recall that in the study of a
He atom close to a metal surface, after introducing a
perturbation expansion in the adsorbate pseudopoten-
tial, Harris and Liebsch point out two competing effects.
The first effect is the removal of electronic charge in the
outer region of the adatom, because the metal Bloch
waves orthogonalize to the adatom ones (orthogonaliza-
tion contribution). This term turns out to be an energy
cost due to the Pauli repulsion between the adatom and
the metal electronic wave functions. The second contri-
bution is an attractive one, due to the potential gain of
the metal states in the presence of the adatom (hybrid-
ization contribution). For H2 /Al(110) the orthogonal-
ization contribution is greatest at molecule-metal dis-
tances just beyond that of dissociation, creating an
exchange-correlation hole around the molecule which is
made deeper by the GGA than by the LDA. A larger
orthogonalization energy and a more repulsive activa-
tion barrier follow. For a more complex metal surface
with d bands there may or may not be an activation
barrier for H2 . For a closer look at this feature, see
Hammer and No”rskov, 1995a, 1995b, 1997; Kratzer,
Hammer, and No”rskov, 1996. One follows a two-step
approach similar to treatment of atomic chemisorption

FIG. 22. The potential-energy surface for H2 dissociation over
Cu(111): (a) calculated within the density-functional–LDA
model and (b) calculated within the density-functional/
generalized gradient approximation. The inset shows the ge-
ometry. b and Z are the interatomic and molecule-surface dis-
tances, respectively. From Hammer et al. (1994).
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within the Anderson-Grimley-Newns model framework.
First the interaction of the H2 bonding sg and antibond-
ing su* states with the sp electrons is shown to broaden
such molecular states. Then the interaction of such reso-
nances with the narrow metal d bands determines two
bonding states, sg2d , su* 2d and two antibonding
states (sg2d)* , (su* 2d)* . The su* -metal interaction is
always attractive, being its antibonding state above the
Fermi level. On the other hand, the interaction with the
sg state changes with the substrate. For Cu its antibond-
ing state is below the Fermi level and when filled it
causes a repulsive interaction, so that the net result of
the two contributions is a repulsive barrier. For other
metals, such as Pt, this resonance is shifted above the
Fermi level, so that the sg2d interaction changes sign
and there is a negative barrier (see Fig. 23). Discussions
of the reactivity of the H2-metal and of the H2-metal
alloy surface from ab initio results can also be found in
Wilke, Cohen, and Scheffler (1996) and Hammer and
Scheffler (1995).

Once the ab initio potential-energy surfaces are ob-
tained, one can work out s by quantum-dynamic calcu-
lations. We shall present results only for s in which the
H2 molecule is initially in the vibrational ground state.
Figure 24 shows s as a function of the impinging H2
molecule’s translational kinetic energy normal to the
Cu(111) surface, Ekin , for various polar angles of inci-
dence u i (Gross, 1996). This work is based on PES cal-
culations of Hammer et al. (1994) which give too high an
activation barrier. In Fig. 24 the dot-dashed curve re-
ports a 2D calculation for a flat surface corresponding,
as already outlined, to the minimum activation barrier in
Fig. 22, while the dashed line shows the experimental
results (Rettner, Michelsen, and Auerbach, 1995). The
solid line describes s from a 5D quantum simulation
which, beyond b and Z, includes the two surface coordi-
nates Ri and an average over twelve azimuthal orienta-
tions w (Gross et al., 1994). All curves qualitatively dis-
play the characteristic behavior of activated sticking. At
first, for very small Ekin , s is very low due only to tun-
neling through the activation barrier; then, as Ekin in-
creases, so does s , reaching saturation for larger Ekin .
Looking at the 5D simulation result, one notes that for

FIG. 23. The projected metal-sg (light shading) and su* (dark
shading) DOS of H2 on Al(111), Cu(111), Cu3Pt(111), and
Pt(111), with an H-H separation of 1.2 Å and a height from
the surface of 1.5 Å. The nature of the wave function at differ-
ent peaks in the DOS is depicted by the schematics at the right
of the figure. From Hammer and No”rskov (1995a).
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Ekin>0.6 eV (at about 0.15 eV below the minimum ac-
tivation barrier), an increase in s becomes classically
possible, due to a softening of the H2 bond at the sur-
face. Comparison between the 2D and the more realistic
5D calculations of s shows that the two are very differ-
ent. The higher-dimension result, which takes into ac-
count a distribution of barrier heights in the unit cell,
and hence the lateral corrugation of the surface, varies
from the optimum barrier at Eact50.73 eV to Eact
51.43 eV. Similar results are also found for the
H2 /Cu(100) system, where the lowest barrier occurs for
dissociation into neighboring bridge and hollow sites
(White and Bird, 1993; White et al., 1994). Going back
to Fig. 24, we observe that, apart from a shift in s to-
wards lower Ekin for more accurate values of Eact (see
above), the calculated 5D and the experimental s show
the same onset of sticking. However, for larger Ekin the
theoretical s saturates differently from the experimental.
The high-dimensionality effect for H2 sticking is stressed
in Fig. 25, where s, as a function of Ekin , from a full 6D
quantum simulation using an ab initio PES, is compared
to that obtained from a lower-dimension PES for
H2 /Cu(100) (Kroes, Baerends, and Mowrey, 1997).
These results confirm that all molecular degrees of free-
dom have to be included in the simulation of s, in par-
ticular, the two rotational ones w and u i , the polar de-
gree of freedom depending on the angle formed by the
molecular axis with respect to the surface not considered
in Gross et al. (1994). The same conclusions are drawn
by Dai and Light (1997) from a 6D quantum simulation
of s for H2 /Cu(111) starting from a PES calculated by
the London, Eyring, Polanyi, and Sato method (Sato,
1955), constructed incorporating the ab initio informa-
tion in Hammer et al. (1994).

A different dependence of s on Ekin occurs for a sys-
tem such as H2 /Pd(100) (Rendulic, Anger, and Wink-
ler, 1989), for which first-principles calculations have
proven that there are activated and nonactivated paths
for dissociation (Gross, Wilke, and Scheffler, 1995;

FIG. 24. Sticking coefficient vs normal kinetic energy for H2
molecules, initially in the vibrational and rotational ground
state, on Cu(111). u i is the molecule-surface polar angle. Solid
line, 5D calculations; the dot-dashed line, 2D calculations;
dashed line, the experimental results. From Gross (1996).
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Wilke and Scheffler, 1996a). This could explain why for
this system s decreases when Ekin is increased, without
invoking the existence of a molecular precursor state.
Figure 26 displays both the experimental s and that ob-
tained from a 6D quantum simulation based on an ab
initio PES.

In conclusion, we wish to point out that the multidi-
mensional character of H2 sticking on metals causes a
wealth of effects. These include the normal energy scal-
ing of s, regardless of strong surface corrugation, as a
compensating result due to the so-called energetic and
geometric corrugations (Darling and Holloway, 1994),
steering mechanisms (Kay et al., 1995; Wilke and Schef-
fler, 1996a), enhancement of sticking due to intramo-
lecular vibrational excitations, and the relevance of ro-
tations of the incoming molecule (Dai and Light, 1997).
Usually rotations suppress sticking, though this phenom-
enon is more important for the so-called cartwheel rota-
tions (with the rotational axis preferentially parallel to
the surface) than for helicopter rotations (with the rota-
tional axis preferentially perpendicular to the surface)
(Gross, 1996). In this second case and for a system with
an activation barrier in the exit channel, such as
H2 /Cu(111), helicopter rotations seem to favor sticking
(Darling and Holloway, 1995; Dai and Light, 1997).

First-principles calculations for the adsorption of O2
on Ag(110) are worked out by Gravil et al. (1996). This
is a complex system, which displays three wells, a phys-
isorption well, a molecular well, and a dissociative
chemisorption well. Gravil et al. (1996) concentrate on
the peroxolike molecular chemisorbed state. However,
their calculations are not conclusive, as the minimum
pathway into the chemisorbed four-hollow state shows
no barrier from the gas phase, in contrast to experiments
that show an activated chemisorption process, implying
the existence of a barrier. This result underscores the
present difficulty of a first-principles calculation of dis-
sociative chemisorption for a more complex system than
H2 on metals.

FIG. 25. Sticking coefficient vs normal kinetic energy for H2
molecules, initially in the vibrational and rotational ground
states, on Cu(100): solid line, 6D calculations; dot-dashed line,
2D calculations; dotted line, 4D calculations including parallel
translational motion; dashed line, 4D calculations including ro-
tational motion. From Kroes et al. (1997).
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C. Molecular chemisorption

Molecular chemisorption is currently the subject of
several ab initio studies, both experimental (Batteas
et al., 1996; Nilsson et al., 1997) and theoretical (Hu
et al., 1994; Lewis and Rappe, 1996; Fahmi and van
Santen, 1997; Majumdar and Balasubramanian, 1997;
Pacchioni et al., 1997; Yang and Whitten, 1997). A re-
view of such results is beyond the scope of this article.
However, we believe it to be instructive to discuss two
efforts, related to CO chemisorption on metals having a
d band, for which results have just been worked out
within two different ab initio frameworks, namely, (i) an
attempt to predict the chemical activity of surfaces on
the basis of surface electronic properties alone; (ii) an
estimate of the lateral interaction between two adsorbed
molecules, which is an example of the present frontier
computational effort in surface science.

Experimental and theoretical studies suggest that an
electron donation from the CO 5s filled orbital to the
metal sp and d bands and a backdonation from these
metal bands to the CO doubly degenerate empty 2p*
orbital mainly account for this chemisorption bond (Ba-
gus and Pacchioni, 1992). According to the model al-
ready introduced for atomic and dissociative chemisorp-
tion (Hammer, Morikawa, and No”rskov, 1996; Hammer
and No”rskov, 1997), one can explain the ab initio results
for CO adsorption by again splitting the bonding into
two steps: first the interaction of CO with the metal sp
bands broadens and shifts the 5s and 2p* orbitals
down; second the interaction of these resonances with
the d-metal states determines, as before, two bonding
and two antibonding states (see Fig. 27). Hence the d
contribution to the adsorption energy Ed2hyb can be
written in the form of a hybridization gain and an or-
thogonalization energy cost, for the 5s and the 2p* or-
bitals, respectively, via a simple formula:

FIG. 26. Sticking coefficient vs normal kinetic energy for a H2
beam under normal incidence on a Pd(100) surface: dashed
line, calculations of molecules initially in the rotational ground
state (j i50); solid line, H2 molecules with an initial rotational
and energy distribution adequate for molecular beam experi-
ments; empty circles refer to experiment. From Gross et al.
(1995).
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Ed2hyb524F f
Vp

2

E2p2Ed
1fSpVpG

22F ~12f !
Vs

2

Ed2E5s
1~11f !SsVsG , (85)

where Ed is the center of the d band, while E5s and E2p

are the energies of the sp renormalized adsorbate states.
The overlap terms, Sp and Ss , and the coupling terms,
Vp and Vs , are defined in analogy with those in Eq.
(84). From an examination of Fig. 28, which refers to
several CO-metal systems, one observes a linear rela-
tionship, with a slope very close to one, between Ed2hyb
and the chemisorption energy of CO, calculated in a
density-functional–GGA framework by using a super-
cell with a quarter monolayer of adsorbed CO at the top
position. One also deduces that the contribution of the
sp bands to Eads amounts to about 20.5 eV.

In the case of CO adsorption on metallic overlayers,
x-ray photoelectron spectroscopy (Rodriguez and Good-
man, 1992) demonstrates a correlation between core-
level energy shifts of the metal film atoms, measured
before adsorbing CO, and CO desorption temperatures.
It has been suggested that such a change in the core-
level energies reflects the variation of the surface d band
upon formation of the metal overlayer (Hennig,
Ganduglia-Pirovano, and Scheffler, 1996). For this rea-
son Hammer, Morikawa, and No”rskov (1996) identify
such a shift in the center of the d band with a downward
shift in the surface core level. Assuming that the hybrid-
ization term with the 2p* orbital dominates Eq. (85),
Hammer, Morikawa, and No”rskov (1996) establish a lin-
ear relationship between the differential change in
Ed2hyb and the change in the position of the d-band
center, namely,

dEd2hyb.F24f
Vp

2

~E2p2Ed!2GdEd . (86)

If the CO chemisorption energy shift dEd2hyb is propor-
tional to the negative peak shift of the temperature-
programmed desorption, a linear relationship between
the renormalized temperature-programmed desorption
and the above-mentioned core-level shifts should occur.

FIG. 27. Densities of states projected onto the 5s and 2p
orbitals of CO. From left: the CO molecule 5s and 2p* orbit-
als, the CO/Al(111) and CO/Pt(111) projected DOS onto the
5s and 2p* orbitals, and the metal d-projected DOS. From
Hammer et al. (1996).
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Such a relationship is demonstrated by Hammer,
Morikawa, and No”rskov (1996). In conclusion, this re-
sult is a promising effort, though to be taken with some
care (Ganduglia-Pirovano, Kudrnovský, and Scheffler,
1997), in attempting to obtain trends for the catalytic
activity of different surfaces from the adiabatic elec-
tronic properties.

Several theoretical investigations have been devoted
to calculating the interaction between adsorbate par-
ticles. For a review including phenomenological models
see Einstein (1995). To define the lateral interaction en-
ergy, we recall first that in any ab initio calculation of
adsorption we can only access the total energies of the
system under investigation. This is true as well as for an
isolated adsorbate. For this reason the lateral interaction
energy E lat can be introduced as the difference between
total energies, as we explain below. If we deal with an
isolated pair of adsorbates, the operative definition of
E lat can be expressed as

E lat5Eads
1122Eads

1 2Eads
2 1Esurf , (87)

where Eads
112 is the total energy of the adsorbates plus the

metal, Eads
1/2 is the total energy of either one or two ad-

sorbates plus the metal and Esurf the bare semi-infinite
metal energy. To our knowledge such a calculation has
not yet been performed for two isolated adsorbed mol-
ecules on a realistic substrate from first principles. How-
ever, if one takes into account an array (even a very
dilute one) of molecules, preliminary results exist in
work that takes advantage of present-day capability for
parallel computing (Jennison et al., 1996). In this case
Jennison et al. (1996) consider an overlayer of seven
molecules with one at the center of the surface on a
cluster of Pt atoms. Here the pair lateral interaction E lat
is estimated by total-energy differences divided by the
number of pairs. The change of E lat with the coverage
indicates that the pair interaction is not sufficient to ex-

FIG. 28. Comparison between the model and the full density-
functional–GGA chemisorption energies for CO on a number
of metal systems. From Hammer et al. (1996).
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plain lateral interactions in CO, and many-body interac-
tions may be needed when more than two adsorbates
are considered.

D. Other topics

The recent advances in computational tools have al-
lowed for extensive ab initio investigations of other as-
pects of chemisorption particularly important for per-
spective applications. We shall only very briefly mention
a couple of them, in which isolated adsorbates are con-
sidered, namely, studies of coadsorption and adatom dif-
fusion.

In the theoretical treatment of coadsorption, Wilke
and Scheffler (1995, 1996b) discuss the poisoning activity
of Pd(100) by a sulfur adlayer and the drastic reduction
of the sticking coefficient of H2 . As already pointed out,
at a free Pd(100) surface, H2 dissociates spontaneously,
but S adsorption builds up energy barriers so that the
sticking coefficient for S coverage of uS50.25 is about
three orders of magnitude smaller than that for the free
surface. In particular, for H2 impinging at two hollow
sites of Pd(100) (23 2)S there are energy barriers of 0.1
and 0.6 eV at the lowest energy dissociation pathways.
Note also that the barriers are in the entrance channel,
so that the vibrational energy of the H2 molecule cannot
be used to overcome them. An electronic investigation
in terms of the LDOS shows that in the channel with the
higher barrier there exists a direct repulsion between the
H2 sg state and the spatially localized S–Pd bonding
band at 24.8 eV.

In materials growth the understanding of self-
diffusion of adatoms is very important. For this reason
ab initio studies of adiabatic (diffusing) atom-metal
properties have been performed in order to obtain infor-
mation on diffusion barriers and paths. Following an
earlier study of a Pt adatom diffusing on Pt(001)
(Kellogg and Feibelman, 1990), Feibelman (1990) ex-
plains the diffusion of an Al adatom on Al(001) along
the ^100& or ^010& direction by an exchange mechanism
which involves a surface atom. In fact, for this mecha-
nism the diffusion barrier energy is less than 1/3 that for
adatom hopping, though the exchange energy is shown
to depend somewhat on the number of slabs used by
Feibelman (1990) in the calculation (Stumpf and Schef-
fler, 1996). The importance of surface steps in adatom
diffusion has also been analyzed in detail. Again Feibel-
man (1992a) demonstrates that an H adatom on a
stepped Al(331) surface prefers to be located at step
edges, while an Al adatom is more attracted to step bot-
toms. Hence Al migration occurs along terraces and H
migration along steps. For recent extensive calculations
of the self-diffusion of an Al adatom on various
(stepped) Al surfaces see Stumpf and Scheffler (1996).

VIII. CONCLUSIONS

In this review we have tried to describe the theoretical
approaches developed mostly in the last two decades to
deal with the adiabatic properties of the molecule-metal
Rev. Mod. Phys., Vol. 71, No. 1, January 1999
interaction. We observe that the greatest progress in this
field in the 1990’s has been due to the exceptional im-
provement in computational facilities. With massively
parallel processors able to handle up to Gflop:s for each
processor it is now possible to perform ab initio calcula-
tions in regions containing one to two hundred atoms
depending on the system under investigation.

But systematic studies of few-molecule/metal systems
in order to critically compare, for example, adsorption
energies worked out with the embedding, the cluster,
the slab, and the supercell approaches by using both HF
and density-functional methods, do not at present exist.
The various interests and backgrounds of the scientists
involved in this field, as well as the complexity and the
numerical difficulties of dealing simultaneously with
very different methods, have been responsible for this
situation. Methods that require more delicate math-
ematical tools, such as the Green’s-function embedding
treatment, are now used less often than other, concep-
tually simpler, approaches such as the slab/supercell and
cluster methods (Bird and Gravil, 1997). In fact those
latter approaches have provided an easier route for
computing total energies and practically all chemisorp-
tion energetics obtained in the last few years, as outlined
in Sec. VII. There are, however, two points in favor of
the Green’s-function embedding approach. First, this
method requires fewer atoms in the self-consistent cal-
culations than the slab/supercell method for a good con-
vergence of the physical properties of the system; sec-
ond, since it takes into account a continuum of
electronic states due to a semi-infinite substrate, it is
more suitable for describing spectroscopic properties
such as LEED, photoemission, and Auger spectrum in-
tensities (Ishida, 1997). The question of which approach,
either the slab/supercell or the cluster approach, is bet-
ter is still open. A contribution to this discussion by Bird
et al. which summarizes the main feelings of theoreti-
cians working in this field follows:

In the limit of a very large number of atoms such
methods must converge to the same answer, but the
rate of convergence need not be the same. Our own
feeling is that supercell calculations converge faster,
and so for limited system sizes provide a better ap-
proximation to the ideal case. To date computational
resources have not allowed a sufficiently detailed
comparison to take place, because it is very expensive
to increase the system size in either method to full
convergence (Bird, White, and Gravil, 1996).

We believe that this problem will be fully settled in the
next few years.

Areas still open for development in the theory of
adiabatic molecule–metal interactions include the fol-
lowing:

(i) For a noble gas-metal system, the search for a non-
local density functional to treat accurately the energy at
all gas-metal distances, so as to provide a seamless treat-
ment of the repulsion and of the van der Waals attrac-
tion. Eventually one should like to be able to do the
same for reactive adsorbates, e.g., in dissociative chemi-
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sorption, where critical features of the PES may occur
when one or more bonds are near their dissociation
limit.

(ii) The study of electronically excited PES. For metal
substrates, the PES continuum due to the creation of
delocalized electron-hole pairs is well understood
(Brivio and Grimley, 1983). But the localized excitations
of isolated adsorbates may, in specific cases, persist into
the region where the bonds in the adsorbate are break-
ing and new bonds to the substrate are being formed.
This is important for the dynamics and could signifi-
cantly affect the calculated dissociative sticking coeffi-
cients.

(iii) The ab initio investigation of a heterogeneous
catalytic reaction by coupling a density-functional calcu-
lation (Stampfl and Scheffler, 1997) with a multidimen-
sional solution of the time-dependent Schrödinger equa-
tion, if the process occurs as a single quantum collision
event on a rigid adiabatic PES as H2 dissociatively stick-
ing on metals. Otherwise calculations of the adiabatic
electronic properties should be coupled with molecular
dynamics simulations.

Since ab initio computational work is now essential in
so many areas of condensed-matter science, we should
like to conclude our review with some remarks on how
to deal with those results. Sometimes a parallel between
computer output and experimental measurements is
suggested in the sense that computer output calls for
interpretation (Hammer and No”rskov, 1997). While nu-
merical results are an invaluable tool for obtaining a
realistic description of complex systems such as adsor-
bates on metals, they cannot by themselves furnish a
rational understanding of the results, and they lack pre-
dictive character. The more realistic a theoretical model
becomes, the more difficult it is to identify and exhibit in
the computer output those properties which determine
trends from substrate to substrate for the same adsor-
bate or from adsorbate to adsorbate for the same sub-
strate. This is the main motivation for simpler models
such as the Anderson-Grimley-Newns model for chemi-
sorption and adsorption on a jellium surface for phys-
isorption. These simpler models are able to grasp gen-
eral trends of the molecule-metal interaction. We also
wish to point out that experimental and computer re-
sults are not parallel, because the results from experi-
ments refer to the interaction between an observer and
nature. Therefore, assuming that all experimental prob-
lems have been solved satisfactorily in measuring, for
example, a binding energy and its error, that must be
our reference value. While computational power allows
one to include more and more aspects of a physical sys-
tem, the calculation output has to be considered the re-
sult only of our picture of nature and to be taken differ-
ently from an experimental measurement. Of course the
calculated and measured results have to eventually con-
verge to the same value. Certainly in a description of,
say, dissociative sticking of H2 on a metal, an
n-dimensional quantum simulation is extremely helpful.
But we must be aware that all thermodynamic effects
are excluded from it. Another important point concerns
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the code of a numerical work. In the CPU we again
introduce an approximate model of the physical system.
Even if intuition tells us that the more ingredients we
introduce into our model and consequently into our
computer program, the better the description we obtain,
no guarantee exists that the almost exact solution of a
model corresponds to the correct picture of the system
under investigation.
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