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Background and objective: This article uses three different probabilistic convolutional architectures applied to 
ultrasound image analysis for grading Fatty Liver Content (FLC) in Metabolic Dysfunction Associated Steatotic 
Liver Disease (MASLD) patients. Steatosis is a new silent epidemic and its accurate measurement is an impelling 
clinical need, not only for hepatologists, but also for experts in metabolic and cardiovascular diseases. This paper 
aims to provide a robust comparison between different uncertainty quantification strategies to identify advantages 
and drawbacks in a real clinical setting.
Methods: We used a classical Convolutional Neural Network, a Monte Carlo Dropout, and a Bayesian Convolu-
tional Neural Network with the goal of not only comparing the goodness of the predictions, but also to have 
access to an evaluation of the uncertainty associated with the outputs.
Results: We found that even if the prediction based on a single ultrasound view is reliable (relative RMSE [5.93%-
12.04%]), networks based on two ultrasound views outperform them (relative RMSE [5.35%-5.87%]). In addition, 
the results show that the introduction of a “not confident” category contributes to increase the percentage of 
correctly predicted cases and to decrease the percentage of mispredicted cases, especially for semi-intrusive 
methods.

Conclusions: The possibility of having access to information about the confidence with which the network pro-
duces its outputs is a great advantage, both from the point of view of physicians who want to use neural networks 
as computer-aided diagnosis, and for developers who want to limit overfitting and obtain information about 
dataset problems in terms of out-of-distribution detection.

1. Introduction

Metabolic Dysfunction Associated Steatotic Liver Disease (MASLD) 
is one of leading cause of chronic liver disease [1]. If not identified 
and treated, it may lead to steatohepatitis, inflammation, cirrhosis and 
finally hepatocellular carcinoma [2,3]. Therefore, early diagnosis and 
continuous monitoring of the Fatty Liver Content (FLC) are essential as-
pects for the prevention and management of the disease. Historically, 
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the most effective technique for determining the percentage of FLC was 
the liver biopsy [4], which however represented a method too invasive 
and laborious to be applied routinely. Accordingly, non-invasive tech-
niques are preferred, including Magnetic Resonance imaging (MR) and 
Ultrasound imaging (US). MR is nowadays considered the non-invasive 
gold standard for quantifying FLC and it has been proven to be strongly 
correlated with biopsy [5]; however MR technique is very expensive and 
not largely/easily available, thus limiting the widespreading of the tech-
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nique. US is also a non-invasive and non-ionizing technique, claimed as 
less sensitive in FLC assessment than MR, but extremely less expensive, 
and widely available in clinical settings [6]. Indeed, as US is considered 
highly operator dependent, a quantitative automatic system for US im-
age analysis aimed at FLC measurement will fill a crucial clinical need.

In recent years, many quantitative indices [7,8], Machine Learning 
and Deep Learning techniques have been used for this purpose [9–12,
2,13–15] with promising results. With particular regards to steatosis 
quantification, recently few papers have been proposed [16,17], for clas-
sifying patients in steatosis severity classes. A model that can recognize 
a healthy case without uncertainty would already be a useful support for 
diagnosis. Model performance is highly dependent on the compositions 
of the training dataset. A model trained on a dataset with many healthy 
cases and few pathological cases will recognize a healthy case with lit-
tle uncertainty and a pathological case with an high uncertainty, and 
vice versa. From this perspective it is very important that the network is 
able to provide an indication of the reliability of its prediction, so that 
the sonographer can then interpret the output with the right degree of 
confidence [18,19].

While most published works use the model’s own implied confidence 
as an estimate of reliability, it has recently been shown that these values 
are poorly calibrated and that ad hoc techniques must be used and de-
veloped [20,21]. Possibilities include: (1) Intrusive techniques, such as 
Bayesian Neural Networks [22], which are expensive in terms of data re-
quirements and computational resources, (2) Post-hoc techniques, such 
as Trust Score [18], and (3) Semi-intrusive techniques, such as Deep 
Ensemble [23] or Monte Carlo Dropout [24], which provide an approx-
imation of the confidence interval at a reduced computational cost.

The increasing interest towards the adoption of the Bayesian ap-
proach in the medical image domain is motivated by the fact that 
Bayesian Convolutional Neural Networks (BCNN) can be trained on 
both minor and massive datasets, and that the quantification of the 
epistemic and aleatoric uncertainty could be used as a key analytical 
tool for trustworthy learning [25,26]. Although the Bayesian approach 
has recently been adopted for several tasks in medical imaging (e.g., 
classification, segmentation, registration, denoising and tumour growth 
prediction [27–29]), to the best of our knowledge there are no works 
that directly address the regression task of FLC quantification using 
Bayesian methods.

In this paper we aim to compare the performances of three different 
convolutional architectures applied to the analysis of US imaging for 
quantifying FLC, with the aim not only of analyzing the different pre-
dictions, but also to quantify the level of uncertainty with which these 
architectures produce their outputs. In this study we do not only want 
to observe the numerical results and from these identify the model with 
best performances according to the classical metrics. Instead, we are in-
terested in understanding whether the information we can obtain from 
the application of different architectures can provide complementary or 
redundant information relating to a complex problem such as the regres-
sion and staging of chronic degenerative diseases starting from medical 
images.

2. Materials and methods

In this section we will describe the data acquisition protocol and the 
characteristics of the population, the preprocessing algorithms adopted, 
the Deep Learning models used for data processing, their characteristics, 
and the types of uncertainty that can be defined and identified using the 
chosen models. We will also describe the training and validation scheme 
and the metrics for results evaluation.

2.1. Population study

The dataset we used for the study consists of 186 patients with dif-
ferent degrees of FLC (characteristics reported in Table 1). The patients 

Table 1

Characteristics of the study population: counts and 
mean ± standard deviation.

Values Range

SEX (M:F) 99 : 87 -

AGE (yrs) 51.95 (±13.40) [17.0-75.3]

BMI (𝑘𝑔∕𝑚2) 26.27 (±4.76) [15.28-41.70]

Fat (%) 7.13% (±9.86%) [0.27%-50.97%]

were enrolled at two italian hospital centers: the Hepatology Unit, Uni-
versity Hospital of Pisa and the IRCCS SDN Foundation of Naples. All 
patients underwent MR and US examinations. All US image acquisitions 
were performed with two standard diagnostic ultrasound systems (Pisa: 
LogiQ E9, GE Healthcare, Bucking-hamshire, UK; Naples: Philips iU22, 
Philips Healthcare, Bothell, WA, USA), both equipped with a 1.8–5 MHz 
convex probe. Transmit frequency was set at 3.5 MHz with a sampling 
frequency of the RF signal typically 4-times greater. The focal depth (as 
well as the depth of the field of view) depends on the body mass in-
dex and liver size of each patient. However, the acquisition protocol 
requires focusing at approximately 2/3 of the liver parenchyma. The re-
ceive aperture is variable with the depth of the field of view, with typical 
values in the range of 64 piezoelectric elements.

MR imaging was performed with two different MR scanners (Pisa: 
Philips Ingenia 3.0 T, Philips Healthcare, Best, The Netherlands; Naples: 
Philips Achieva 1.5 T, Philips Healthcare, Best, The Netherlands). Two 
commonly adopted algorithms have been used for FLC percentage quan-
tification from MR images: single proton magnetic resonance spec-
troscopy (1H-MRS) [5] and proton density fat fraction MRI-PDFF [30].

Each patient was labeled with its FLC value, used as the gold stan-
dard, while US images were used to train the DL architectures. For 
each patient, two different projections were used to acquire US im-
ages: an intercostal or subcostal longitudinal scan with the subject in 
the supine/left lateral position (called HR) and an oblique subcostal 
scan (called AR). The two views should contain complementary in-
formation for assessing the amount of fat; the HR view decodes the 
level of echogenicity of the ultrasound beam both within the renal and 
hepatic parenchyma, while the AR view shows the complete hepatic 
parenchyma and the diaphragm, providing a good representation of the 
attenuation of the ultrasound beam within the liver parenchyma. The 
ultrasound clips were acquired from two clips (AR and HR) and pro-
cessed by extracting all frames as gray images, centered and cropped 
to 360×360 pixels. For each patient, 20 frames with AR view and 20
frames with HR view were taken, for a total of 3720 images with AR 
view and 3720 images with HR view.

The population study showed different levels of MR-FLC, ranging 
from 0.27% to 50.97%. According to the categorization of steatosis sever-
ity proposed by Karlaas et al. [5], it is possible to set the cutoff discrim-
inating between healthy and pathological at 3.12% fat percentage. Our 
data-set counts 112 healthy patients (fat percentage ≤ 3.12%) and 74 
pathological subjects (fat percentage > 3.12%).

2.2. Data preprocessing

The acquired images are often annotated with reference scales and 
colored watermarks (see Fig. 1). Furthermore, the ultrasound cones can 
vary in terms of surface area and width of the cone angle. To mitigate 
these differences so that the model does not learn meta-information, the 
following preprocessing steps have been implemented:

1. Filter color: Non-grayscale components are removed from the im-
age and, if overlapping regions of the cone, the missing pixels are 
reconstructed by bicubic interpolation.

2. Watershed with jumps: Starting from a non-zero central seed, all 
non-zero image components at a maximum distance of 5 pixels from 
the center (e.g., 5 jumps) are preserved. The algorithm is repeated 
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Fig. 1. Pre-processing steps: (a) a water-shed with jumps algorithm identifies and removes annotations on the original image; (b) the ultrasound cone is identified 
and the image is cropped; (c) the cone is transformed into polar coordinates.

until convergence, thus excluding all components that are too far 
from the central cone. The need to implement an ad hoc algorithm 
with jumps instead of a classical one is dictated by the fact that the 
cone does not necessarily consist of a single connected component, 
but rather of a plethora of gray areas separated by thin null pixel 
networks.

3. Crop: A bisection algorithm is used to determine the position of 
the symmetry axis and the width of the circular sector of the cone. 
The image is then cropped to maximize the cone size and rescaled 
(360x360 pixels) using bicubic interpolation (Fig. 1(b)).

4. Final transform: The resulting image is then transformed, using 
polar coordinates, to map exactly the US cone into a rectangular 
region (Fig. 1(c)).

2.3. Uncertainties

Uncertainty analysis in machine learning begins with the formal defi-
nition of the uncertain quantities involved in the problem (i.e., aleatoric, 
model, and approximation uncertainties) [31].

⎧⎪⎪⎨⎪⎪⎩

(𝑥) = 𝑦+ 𝜀𝐴𝑙 ≈ 𝑦

∞(𝑥) = 𝑦+ 𝜀𝑀 ≈(𝑥)
∗(𝑥) = 𝑦+ 𝜀𝐴𝑝 ≈∞(𝑥)
̂(𝑥) = 𝑦+ (𝜀𝐴𝑙 + 𝜀𝑀 + 𝜀𝐴𝑝) = 𝑦+ 𝜀 ≈ 𝑦

(1)

With reference to the system of equations (1), given a relationship 
that relates an input quantity 𝑥 to an output quantity 𝑦, the results are 
usually non-deterministic due to the intrinsic randomness of the process 
and the random error added by measuring the quantities under inves-
tigation. This uncertainty, which cannot be reduced even by increasing 
the size of the data set, is called aleatoric uncertainty (𝜀𝐴𝑙). Once 
the assumptions and hyperparameters characterizing the model (model 
type, loss, network geometry, etc.) are defined, the model is trained 
on a dataset  to emulate the relationship . The discrepancy that in-
curs between a model ∞ trained on an arbitrary number of data and 
the relationship  is called epistemic model uncertainty (𝜀𝑀 ). This 
uncertainty is a product of the constructive assumptions projected by 
the experimenter on the problem under investigation and, although re-
ducible, is very complex to analyze. In practice, however, the data set 
has a finite size and the trained model ∗ is just an approximation of 
∞. This discrepancy is called epistemic approximation uncertainty
(𝜀𝐴𝑝) and is the simplest to reduce since it decreases as the size of the 
dataset  increases. The model �̂� used in practical application, there-
fore, involves all the uncertainties (𝜀 = (𝜀𝐴𝑙 + 𝜀𝑀 + 𝜀𝐴𝑝)) that concur in 
making the model’s prediction inaccurate. Therefore, the methods pre-
sented here attempt not only to approximate 𝑦, but also to provide an 
estimate of 𝜀 = (𝜀𝐴𝑙+𝜀𝑀 +𝜀𝐴𝑝) in the form of an appropriate confidence 
interval.

2.4. Models description

To conduct the ablation study and the subsequent statistical com-
parison, we briefly present the three models developed to estimate FLC 
from AR/HR images. The starting model is a deterministic Convolutional 
Neural Network (CNN) with a reduced degree of freedom to prevent an 
overspecialization to the training set. Two probabilistic extensions are 
derived from this CNN: a MC Dropout CNN model and a Bayesian CNN 
with probabilistic output.

The models’ hyperparameters (i.e., learning rate, number of layers, 
kernel size, etc.) have not been optimized for the given data set. In fact, 
reducing the difference to probabilistic components only (i.e., Dropout 
Layers/Distributional output) is essential for a fair comparison between 
models (ablation study). Therefore, as reported in Fig. 2, each network 
share the same hyperparameters: Kernel Size (𝑘 = 3), number of convo-
lutional layers, learning rate 1𝑒−4, and early-stopping criterion (patience 
= 5, evaluated on the validation fold to prevent model overfitting). In 
addition, each model is trained for a maximum of 50 epochs with a batch 
size of 30, using the same computational resources (CPU: Intel i7-12700; 
RAM: 64 GB; Graphic Card: NVIDIA RTX A4000-16 GB GDDR6). The 
software implementation is based on Python 3.9.16 using CUDA 11.6 
for GPU acceleration and Keras (2.1), Tensorflow (2.1) and Tensorflow 
Probability (0.8) for probabilistic modeling.

2.4.1. Deterministic CNN
The CNN architecture is illustrated in Fig. 2. It is made up of two 

branches of 7 convolutional layers with Average Pooling. The first con-
volutional layer is followed by a Batch Normalization layer, to normalize 
the inputs by re-centering and re-scaling. The two branches are devoted 
to the paired processing of AR and HR views of the same samples. The 
features extracted by the convolution layers are combined in a unique 
flattened vector and then processed by two fully-connected layers of 
size 10 and 1 respectively (regression layer with linear activation), as 
illustrated in Fig. 2 The user-designed CNN structure is derived from a 
rigorous nested cross validation strategy [32].3 The CNN architecture is 
able to evaluate the geometric and texture features of images very well, 
estimating distances, proportions and intensity ratios of the gray scales 
of the various elements of the image. The preprocessing strategy (illus-
trated in Fig. 1 and described in Section 2.2) has been studied in depth 
to try to minimize the acquisition biases, providing the network with 

3 A grid search on 27 different models (kernel size 3-5-7; number of layers 
5-7-8; multiplier on number of nodes 1-2-3) was applied to the internal 4-folds, 
while the external 5-folds are kept as an unbiased estimate of the generaliza-
tion capability (540 trained submodels). The best performing model is retained 
(kernel 3, layers 7, nodes 2), but it should be emphasized that there is no sta-
tistically significant difference between the performance of the models (𝛼 = 5%, 
paired t-test at patient level).
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Fig. 2. Scheme of the three models that are used for the evaluation of the degree of steatosis from the AR and HR images. The standard model (deterministic CNN) 
takes as input AR and HR images and, after a pre-processing phase described in Section 2.2, it applies: a batch normalization, 6 convolutional layers (2,4,8,16,8,4) 
followed by an average pooling. The AR and HR are pre-trained and then combined (flatten layer followed by a dense one) which is fine-tuned to produce a 
deterministic prediction (regression). The other two models (MC-Dropout and Bayesian Neural Network) have the same structure and hyperparameters, but provide 
two outputs: a prediction (regression) and a reliability score. The MC-Dropout includes a dropout layer (p=10%) after each average pooling and before the combined 
dense layer, and during inference uses these layers to define several predictions whose variability is a measure of reliability. Instead, the Bayesian model has two 
outputs instead of one (mean and standard deviation), which when combined with an ad hoc loss, allows both a prediction and the corresponding reliability score 
to be trained directly.

images that decode in the most homogeneous way possible the informa-
tion suitable for the CNN elaboration.

2.4.2. Monte Carlo dropout
A dropout model consists of a standard Artificial Neural Network 

which allows to randomly delete selected neurons. Dropout has been 
developed as a regularization technique (the so-called Dropout Reg-
ularization) to avoid overfitting of the models [33]. In fact, at each 
training epoch, the dropout layer sets each neuron to 0 with probability 
p (Bernoulli noise) and applies backpropagation to a pruned version of 
the ANN. The pruned neurons change randomly at each epoch, allow-
ing all weights to be trained after sufficient time. This strategy avoids 
premature convergence to a local minimum and thus reduces the risk of 
overfitting at the cost of an increased number of epochs before achieving 
convergence [34].

However, once the model is fully trained, dropout can still be used as 
a strategy to generate confidence estimates of the results. Indeed, we can 
define a Forward Dropout Estimate (FDE) as a prediction made by the 
model after some neurons have randomly dropped out. While the per-
formance of a single FDE tends to underestimate the regression value 
and generally produces a low quality prediction, by applying the esti-
mate several thousand times, the average regressor can outperform the 
original [35]. This procedure mimics the training of a Deep Ensamble 
[23] (i.e., several variations of the same model to produce both a point 
estimate and a confidence estimate, reported as the interval between the 
first and third quartiles [Q1-Q3]) without increasing the computational 
training burden.

Referring to Fig. 2, we added a dropout layer (with probability 
p=10% [35]) to our models after each average pooling and before the 
last dense layer. After the training, we collected the output by applying 
103 FDE for the given input. The Dropout models results are reported as 
the mean output and the confidence estimate [Q1-Q3]. This estimate is 
related to the differences in predictions between different dropout mod-
els and thus approximates epistemic uncertainty.

2.4.3. Bayesian CNN
Bayesian neural networks (BNNs) are a reformulation of standard 

neural networks from a probabilistic point of view designed to investi-
gate both aleatoric and epistemic uncertainties [36]. Furthermore, BNNs 
have a reduced risk of overfitting compared to their deterministic coun-
terparts [37]. The paradigm underlying the development of Bayesian 

networks is the application of Bayes’ formula to describe the distribu-
tion of parameters characterizing the model based on the available data:

𝑝 (𝜃|) = 𝑝 (|𝜃) ⋅ 𝑝 (𝜃)
𝑝 ()

(2)

where  is the available data (training set), 𝜃 are the trainable model pa-
rameters (e.g., weights), 𝑝 (𝜃|) is the posterior distribution (i.e., the 
optimal distribution of the model parameters once the training dataset 
is fixed), 𝑝 (𝜃) is the prior distribution of the model parameters, and 
𝑝 () = ∫Θ 𝑝 (𝜃) ⋅ 𝑝 (|𝜃)𝑑𝜃 is the marginal likelihood/evidence.

The difference from a deterministic network is that 𝜃 is a random 
variable and not a deterministic value (uniquely determined based on 
the characteristics of the training set). In practice, a subset of the neural 
network deterministic weights are replaced by appropriate distributions. 
These distributions, initialized on the basis of a priori knowledge 𝑝 (𝜃), 
are updated on the basis of the available data  through a process called 
Bayesian inference, which can be pursued using several approaches, in-
cluding Monte Carlo methods [38] and Variational Inference [39].

These networks integrate epistemic uncertainty because each predic-
tion 𝑝 (𝑦|𝑥, 𝜃) is a realization of the random variable 𝑦|𝑥,  (the output 
conditioned the input and the available data) given by randomly sam-
pling the posterior distribution network weights.

Probabilistic BNN further extends this uncertainty estimation by re-
placing a point output with a distributional one. The probabilistic output 
also allows the modeling of aleatoric uncertainty, providing a complete 
view of model reliability.

As a remark, fully disentangling the source of uncertainty is difficult 
and often unnecessary [40]. A distributional regression output requires 
an appropriate loss function. In this work, we chose to use a negative 
Log-Likelihood loss.

Referring to Fig. 2, we defined a probabilistic BNN during fine-
tuning. Therefore, we added just one last Bayesian layer and a distri-
butional Gaussian output, whose a priori distribution is still a Gaussian 
(with mean 0 and variance 1). The model thus returns a prediction (the 
mean 𝜇) along with a confidence interval ([Q1-Q3] = [𝜇−0.675 ⋅ 𝜎; 𝜇+
0.675 ⋅ 𝜎]) that includes both the aleatoric and epistemic uncertainty 
components.

2.5. Training and validation scheme

The training and validation scheme implemented is a rigorous 5-
fold cross-validation: each time 3 sets were used for training, one to 
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Table 2

Evaluation metrics: Median and IQR (reported as quartiles Q1-Q3) of (normalized) RMSE, coeffi-

cient of variation, and epochs of convergence between the 5 folds.
Classic CNN AR HR Combined

RMSE Training 1.31% [1.09-2.35] 2.29% [1.90-2.86] 1.76% [1.73-1.85]
RMSE Test 6.91% [5.31-6.96] 7.24% [6.63-7.70] 5.87% [5.80-6.79]
Convergence Epochs 12 [9-14] 10 [7-14] 11 [7-23]

MC Dropout AR HR Combined

RMSE Training 1.99% [1.87-3.09] 2.50% [1.91-2.54] 1.45% [1.38-1.69]
RMSE Test 5.93% [5.33-5.94] 7.38% [6.76-7.71] 5.35% [5.23-6.40]

CoV Training 0.33 [0.28-0.35] 0.40 [0.32-0.46] 0.32 [0.31-0.38]
CoV Test 0.29 [0.28-0.34] 0.32 [0.28-0.35] 0.32 [0.29-0.37]

Convergence Epochs 14 [9-15] 9 [8-14] 19 [12-25]

Bayesian CNN AR HR Combined

RMSE Training 5.66% [5.30-5.83] 6.40% [5.56-6.43] 4.82% [4.53-5.87]
RMSE Test 12.04% [11.30-12.11] 11.92% [11.56-12.27] 5.82% [5.03-6.76]

CoV Training 0.55 [0.48-0.74] 0.56 [0.46-0.67] 0.55 [0.46-0.68]
CoV Test 0.53 [0.44-0.60] 0.55 [0.42-0.56] 0.50 [0.44-0.57]
Convergence Epochs 16 [12-21] 16 [12-29] 29 [17-30]

implement early stopping, and one to obtain a low bias assessment of 
the generalization ability. To ensure homogeneity between the 5 folds, 
patients are stratified according to their FLC. In addition, to prevent 
data leakage between the folds, and thus positively biased results, there 
is further stratification by patient (i.e. all images relating to a patient 
are in the same fold). The same validation scheme is applied to each 
architecture (Ablation Study), so when a given patient is evaluated in 
the test set, each model has seen exactly the same data to make the 
prediction.

To avoid over-specialization on the training set (thus reducing the 
generalization ability of the models), we used a two-step training pro-
cedure (Fig. 2). For each test fold, we trained two sub-models on only 
one view (AR/HR). These sub-models were trained on the same 3 train-
ing folds to avoid data contamination on the test fold. After training the 
sub-models, their weights were fixed, the convolutional parts of the two 
networks were merged, and the combined model was fine-tuned (train-
ing only the dense layers) on the same 3 folds and evaluated on the 
unseen test fold.

2.6. Evaluation metrics

The comparison between deterministic (CNN) and probabilistic (MC 
Dropout/Bayesian CNN) models requires several ad hoc evaluation met-
rics. These scores are calculated for each fold and then reported as the 
median (over the 5 folds) and the corresponding [Q1-Q3] interquartile 
range.

2.6.1. Regression metric
We adopted the normalized Root-Mean-Square Error as the main re-

gression metric:

RMSE = 𝑐 ⋅

√√√√1
𝑛

𝑛∑
𝑖=1

(�̂�𝑖 − 𝑦𝑖)2 (3)

where 𝑛 is the number of data (training, validation, or test), (𝑥𝑖, 𝑦𝑖) the 
views and actual value, 𝑐 = 1∕(100% − 0%) (ranges of FLC) is the nor-
malization coefficient, and �̂�𝑖 =(𝑥𝑖) is the prediction.

For the deterministic CNN, �̂� is given directly by the predicted value 
provided by the model. For probabilistic models that return a distribu-
tion instead of a point estimate, �̂� is obtained as the average of point 
estimates over 103 runs. As a remark, the distribution over the weights 
for the Bayesian CNN and the random pruning induced by the dropout 
layers imply that each of these runs yields a slightly different prediction.

2.6.2. Uncertainty metric
To estimate the amount of uncertainty estimated by the probabilistic 

models (MC Dropout/Bayesian CNN), we introduced the Coefficient of 
Variation (CoV). CoV is defined as the average over each prediction �̂�𝑖
as the ratio between the estimated standard deviation (𝜎

(
�̂�𝑖
)
) and the 

corresponding output mean (𝜇
(
�̂�𝑖
)
):

CoV = 1
𝑛

𝑛∑
𝑖=1

𝜎
(
�̂�𝑖
)

𝜇
(
�̂�𝑖
) (4)

2.6.3. Convergence rate metric
Models which implement probabilistic components are usually char-

acterized by a lower convergence rate. Therefore, for each model 
and each fold, we calculated the number of epochs necessary to fulfill 
the early stopping criterion.

2.6.4. Bland Altman analysis
Bland-Altman analysis was performed to compare the assessment of 

FLC by neural networks against MR gold standard. Bias and Intervals of 
Agreement were evaluated.

3. Results

3.1. Regression results

Regression results, summarized in Table 2, show good prediction 
performance for all architectures on the 5-fold test sets (Normalized 
RMSE 5.87%, 5.35%, and 5.82% for Combined CNN, MC Dropout, and 
Bayesian CNN respectively).

Classic CNN and MC Dropout show a higher risk of overfitting (Nor-
malized RMSE 1.76% and 1.45% on training data, respectively) com-
pared to Bayesian CNN (4.82%), demonstrating their increased ability 
to avoid overspecialization even on medium-size databases.

The probabilistic models provide a confidence estimate of the un-
certainty associated with the prediction. As expected, both single-view 
(0.53/0.55 for AR/HR) and combined (0.50) Bayesian CNN have higher 
CoV values compared to MC Dropout (0.33/0.29/0.32 AR/HR/Com-
bined respectively). Indeed, Bayesian CNN approximates both epistemic 
and aleatoric uncertainty and hence requires more training data, while 
MC Dropout focuses mainly on epistemic uncertainty.

The advantage to estimate uncertainties is balanced by the increas-
ing computational cost. Indeed, the median number of epochs to reach 
convergence ranges from 11 for Combined CNN to 19 for MC Dropout, 
and 29 for Combined Bayesian CNN. Given a comparable training time 
per epoch, this means that adding uncertainties requires 2/3 the compu-
tational effort of its deterministic counterpart. However, since dropout 
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Fig. 3. Bland Altman plots of the three different models against the ground truth (GT). The graph shows the mean difference and the 95% CI.

Fig. 4. Confusion matrices of the three architectures used. a) Classical CNN Confusion matrix. b) e) Confusion matrices of the MC Dropout, respectively without and 
with the “Non Confident” category. c) f) Confusion matrices of the Bayesian CNN, respectively without and with “Non Confident” category. d) Legenda for e) and 
f) Figures: all outputs for which the confidence band overlaps the value of 3.12 (threshold value of fat percentage between healthy and pathological subjects) are 
defined “Non Confident”. All outputs for which the confidence band is entirely below the value of 3.12 are defined as Healthy. The outputs for which the confidence 
band is entirely above the value of 3.12 are defined as Pathological.

layers are usually also used as a regularization strategy, this cost is usu-
ally handled implicitly.

Another hidden cost of using probabilistic approaches is that the 
non-deterministic output requires thousands of simulations. While the 
computation time is negligible compared to the training time, in some 
practical applications this cost (approximately 1 minute for probabilis-
tic networks, compared to less than 10−1 seconds for deterministic CNN) 
can influence the choice of model.

The combined information content of AR and HR images leads to 
models with slightly better results than those trained on one view alone, 
particularly for Bayesian CNN (12.04/11.92 AR/HR RMSE vs 5.82 com-
bined RMSE). As a remark, MC dropout proves to be the most efficient 
approach to obtain valuable 1-view-only models (5.93/7.38 AR/HR 
RMSE).

The Bland-Altman plots (Fig. 3) describe the differences between 
the predictions of the three architectures and the ground truth. The un-
certainty of the predictions is represented by the radius of the points. 
Bayesian CNN provides predictions with greater uncertainty compared 
to MC Dropout and CNN (point estimate), especially for subjects with 
more advanced pathology. In addition, the predictions provided by the 
three methods are not affected by any bias (the mean values are cen-
tered close to zero).

3.2. Classification results

The benefit of having estimated uncertainties can be appreciated es-
pecially when applied to a related classification problem. In fact, in 

computer-aided diagnosis, the main objective is often to distinguish be-
tween the healthy class (percentage of fat ≤ 3.12%) and the pathological 
one.

Referring to Fig. 4(a,b,c), the three models prove to successfully iden-
tify pathological patients even with a medium-sized database (accuracy 
74.2%, 78.6%, 86.1% for CNN, MC Dropout and Bayesian CNN, respec-
tively). Probabilistic networks are more effective at correctly identifying 
false negatives (pathological patients classified as healthy). Indeed, the 
percentage of false negatives improves from 19.9% for deterministic 
CNN to 9.1% for MC Dropout and only 7.5% for Bayesian CNN.

The confidence estimate can be used to define a further non-
confident class. In computer-aided diagnosis, patients classified as not 
confident are those who require more detailed analysis and further 
(human) expert evaluation. In this study, we assign a patient to the 
non-confident class if the confidence interval ([Q1-Q3]) overlaps the 
medical threshold of 3.12%, see Fig. 4(d).

Referring to Fig. 4(e,f), adding the non-confident class to the MC 
Dropout improves model performance (accuracy increases from 78.6% 
to 84%) at the cost of a limited number of patients requiring further 
monitoring (12.9%), demonstrating the strength of this approach. Sim-
ilarly, the accuracy of Bayesian CNN increases from 86.1% to 91.7%, 
with most of the misclassified cases correctly identified as not confi-
dent. However, several well classified patients are erroneously assigned 
to the not confident class (22.6% of the total dataset requires further 
monitoring).
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Fig. 5. Comparison of predictions and level of uncertainty for 4 cases with different percentage of FLC. a) Case predicted with low precision and small amount of 
uncertainty. b) Case predicted with good precision and big amount of uncertainty. c) Case predicted with low precision and big amount of uncertainty. d) Case 
predicted with good precision and small amount of uncertainty.

4. Discussions and conclusions

In this work, we developed a systematic comparison between de-
terministic CNN, MC dropout, and Bayesian CNN for regression and 
classification of fatty liver content (FLC) on a novel and multicentric 
dataset including AR and HR views of 186 patients. The purpose of this 
comparison was to determine the optimal strategy for FLC values re-
gression, not only in terms of prediction, but also in terms of result 
reliability.

We found that CNN-based approaches show a good capability to 
predict FLC both for regression (CNN, Dropout, and Bayesian RMSE 
of 5.87%, 5.35%, and 5.82%, respectively) and classification (74.2%, 
78.6%, 86.1% of correctly classified patients). It is interesting to note 
that predictions based on AR/HR only views still have a good predictive 
capability for simpler models (CNN, Dropout), while the most complex 
one (Bayesian CNN) requires fine tuning to avoid overfitting phenom-
ena.

Overall, these results show that the US-based artificial intelligence-
calculated FLC is a reliable method in good agreement with gold stan-
dard MR assessment, thus suggesting its adoption in Point Of Care 
Ultrasound (POCUS) applications or in supporting sonographers with 
relatively limited experience in liver analysis.

Regarding reliability, MC Dropout proves to provide smaller con-
fidence interval (CoV 0.32) compared to Bayesian CNN (CoV 0.50). By 
using those intervals to identify unreliable predictions, MC Dropout clas-
sifies 12.9% of the patients as unreliable, thus reducing the misclassified 
cases from 21.4% to 16%. Bayesian CNN further improves this reduc-
tion with only 8.4% of misclassified cases, but at the cost of an increased 
amount of patients classified as unreliable (22.6%). However, the addi-
tion of a reliability score significantly increases the median number of 
epochs to convergence (11, 19, and 29 for CNN, Dropout, and Bayesian, 
respectively).

Providing levels of credibility for AI decisions could facilitate the 
adoption of AI systems, as physicians can more readily accept AI re-
sults when they are accompanied by high reliability score. However, it 
should be recognized that the AI-generated reliability score should only 
suggest that a re-evaluation by a human expert is requested. Translating 
the contribution of AI architectures into clinical practice remains chal-
lenging due to inadequate levels of explainability and interpretability 
of most of machine learning tools. However, the addition of reliability 
scores allows AI-based medical devices to be used as a valid diagnostic 

aid under human supervision in the decision-making and interpretation 
phases.

Nevertheless, the clinician’s interpretation during the routine objec-
tive ultrasound examination of the liver would be eased particularly in 
the screening of FLC when there is less than 20% of fat.

As a consequence, while adding a reliability score proves to be an 
efficient way to improve model predictions [18,19], it should be done 
considering the significant increase in computational cost and the risk 
of classifying too many cases as unreliable, especially for Bayesian CNN.

Referring to Fig. 5(d), most cases are correctly predicted (with a 
small confidence interval). These cases are usually characterized by a 
clear and well-defined image with a low amount of artifacts. Conversely, 
there are images that show a particularly low contrast or a high level 
of noise (e.g., US images with not well-defined kidney contours and/or 
with diaphragm barely visible), which the model correctly identifies as 
an uncertain prediction, allowing the intervention of a physician to fur-
ther evaluate the case (see Fig. 5(c)).

The main limitation of this work is the amount of data available, 
which prevents probabilistic fine-tuning and thus the use of pre-trained 
state-of-the-art networks (such as VGG, AlexNet, etc.) or more complex 
models (attention/recursion mechanism [41] or explainable machine 
learning). Further studies will focus on extending the dataset (increasing 
both size and variability, collecting data from multiple centers) to fully 
unleash the power of Bayesian CNN, and comparing deep approaches 
with classical ones, integrating more advanced model and attention-
based analyses [9–11,2,14,15]. Furthermore, we will compare these 
techniques with reliability scores produced by post-hoc methods, such 
as Topological UQ and Trust Score [18].
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