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Abstract

Assessing the uncertainty of precipitation measurements is a challenging prob-

lem because precipitation estimates are inevitably influenced by various errors

and environmental conditions. A way to characterize the error structure of

coincident measurements is to use the triple colocation (TC) statistical method.

Unlike more typical approaches, where measures are compared in pairs and

one of the two is assumed error-free, TC has the enviable advantage to succeed

in characterizing the uncertainties of co-located measurements being com-

pared to each other, without requiring the knowledge of the true value which

is often unknown. However, TC requires to have at least three co-located mea-

suring systems and the compliance with several initial assumptions. In this

work, for the first time, TC is applied to in-situ measurements of rain precipita-

tion acquired by three co-located devices: a weighing rain gauge, a laser disd-

rometer and a bidimensional video disdrometer. Both parametric and

nonparametric formulations of TC are implemented to derive the rainfall prod-

uct precision associated with the three devices. While the parametric TC tech-

nique requires tighter constraints and explicit assumptions which may be

violated causing some artifacts, the nonparametric formulation is more flexible

and requires less strict constrains. For this reason, a comparison between the

two TC formulations is also presented to investigate the impact of TC con-

strains and their possible violations. The results are obtained using a statisti-

cally robust dataset spanning a 1.5 year period collected in Switzerland and

presented in terms of traditional metrics. According to triple colocation analy-

sis, the two disdrometers outperform the classical weighing rain gauge and

they have similar measurement error structure regardless of the integration

time intervals.
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1 | INTRODUCTION

It is well known that precipitation, being the principal
player in the hydrological cycle and an important input
in hydro-meteorological and climate models, plays a key
role in human life and many fields of science. Nowadays,
a wide suite of devices based on different technologies is
available to measure precipitation (Kathiravelu
et al., 2016; Tapiador et al., 2012; World Meteorological
Organization, 2018). While rain gauges are considered
the most traditional in-situ instruments for estimating
rainfall amount and are practically ubiquitous, disdrom-
eters are becoming popular, due to their ability in mea-
suring the microphysical structure of precipitation
(Adirosi et al., 2021; Marzano et al., 2010). However, both
types of instruments may be subjected to several potential
error sources, and except in case of controlled laboratory
experiments, it is problematic to find an error-exempt ref-
erence against which to compare. A brilliant alternative
to conduct error analysis is represented by the triple colo-
cation statistical method (hereafter, TC), which requires
the coexistence of three co-located measurements and
provides a way to characterize errors, supposing the
method assumptions are correct. TC has the additional
advantage of being able to estimate the features of ran-
dom error which characterize the three input observa-
tions without the need of a true reference. In this work,
the traditional TC method (Alemohammad et al., 2015a)
and an alternative nonparametric version (Nearing
et al., 2017b) are adopted to derive the uncertainty of
three popular devices for rainfall measurements: the OTT
Pluvio2 weighing rain gauge, the Thies Clima optical
disdrometer and the bi-dimensional video disdrometer,
hereafter named as RG, THCD and 2DVD, respectively.
To date, the TC method has been involved in several
studies focused on the comparison among remote-sensing
precipitation estimates, reanalysis, and in-situ measure-
ments (Alemohammad et al., 2015a; Duan et al., 2021; Li
et al., 2018; Li et al., 2020; Massari et al., 2017). As far as
the authors have been able to ascertain, this is the first
time TC has been used to characterize the rain gauge and
disdrometer errors. To meet this goal, the precipitation
dataset discussed and analyzed in Fehlmann et al.
(2020a) has been considered. The performances of RG,
THCD, and 2DVD, have already been investigated in the
past through the standard comparison approach, using a
co-located pair of rainfall measuring devices (Fehlmann
et al., 2020a; Lanzinger et al., 2006; Larsen et al., 2014).
The results of the literature show there is still no clear
direction in the characterization of errors in the disdro-
metric data, in which this study aims to contribute. The
work is organized into five sections: Section 2 describes
the available dataset in terms of RG, THCD, and 2DVD

devices; Section 3 summarizes the TC formulations as
well as the more standard dual co-location approach;
Section 4 describes the processing applied to input data;
Section 5 shows the results obtained; and in Section 6 the
conclusions are drawn.

2 | AVAILABLE PRECIPITATION
MEASUREMENTS

In this section, the three different devices of RG, THCD,
and 2DVD, are briefly described. Their measurements are
accessible in Fehlmann et al. (2020b) and refer to a data-
set consisting of about 20,000 observations of rain precip-
itation sampled each minute, collected during the period
from 1 November 2017 to 30 June 2019 in a pre-alpine
site in Switzerland for a total of 607 days. The measuring
site was characterized by very low wind conditions
(values of mean, standard deviation, and maximum value
during rain events are 0.4 m s�1, 0.5 m s�1, and 4.7 m s�1,
respectively), thus allowing to minimize the detrimental
wind effects (Chinchella et al., 2021; Colli et al., 2018;
Kruger & Krajewski, 2002).

2.1 | 2DVD disdrometer

The 2DVD, manufactured by Joanneum Research, is a
sophisticated particle imaging system able to store
detailed information, such as the shape, fall velocity,
and equivalent diameter (Dj), including precise detec-
tion time (in ms), for each jth individual particle falling
through a virtual measuring area of approximately
100 cm2. The instrument consists of two high-speed
line-scan cameras aligned orthogonally to each other
and the 2DVD pre-processing considers only drops fully
within the field of view of both systems. This results in
a decrease of the sensing area as a function of drop
sizes, called the effective measuring area. The 2DVD is
generally considered quite reliable, even if some draw-
backs have been noted (Raupach & Berne, 2015). In par-
ticular, the 2DVD proved to be unreliable in the
measurements of drops smaller than 0.2 mm (Kruger &
Krajewski, 2002). Moreover, some detection problems
are related to the effects of wind turbulence, splashing,
mismatching between cameras or external interference
(e.g., insects or spiderwebs) which may cause measure-
ment errors. To mitigate some of those artifacts, previ-
ous studies have applied a velocity filter to the data
(Adirosi et al., 2014; Thurai & Bringi, 2005; Tokay
et al., 2001). Consequently, drops exceeding ±50% of the
expected terminal fall speed in Atlas et al. (1973) are
removed.
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The 2DVD rain rate is derived as the total flux flowing
through the detection area of the instrument, that is, as
the summation, over N detected drops, of the drop's
spherical-equivalent volume (π6D

3
j ) per unit of time (ΔT)

and effective sampling area (Aj) (Larsen & Blouin, 2020):

RΔT
2DVD ¼

XN
j¼1

π
6D

3
j

ΔTAj
ð1Þ

In Equation (1), the rain rate is in mm h�1 if ΔT, Aj

and Dj are in hours, mm2 and mm, respectively. Note that
Aj and Dj are sampled by the 2DVD every 1 ms, but we
calculated the rain rate setting ΔT = 1 min thus obtain-
ing R1min

2DVD.

2.2 | Thies Clima disdrometer

The core element of THCD is an optical sensor, consist-
ing of a parallel horizontal light beam of 0.75 mm thick-
ness with a measuring area of approximately 45.6 cm2.
Particle sizes and vertical speeds are subdivided into
22 and 20 classes, respectively and, in each class ( j,k), the
count of the falling particles (Nj,k) is stored every minute
together with the precipitation intensity, its amount and
type (Clima, 2015). Thies Clima provides a more com-
plete characterization of the precipitation with respect to
traditional devices, although its measurements may be
affected by some detection issues related to wind effects,
double or partial drop detection (binning effect) and
splashing (Capozzi et al., 2021; Chinchella et al., 2021).
In order to remove spurious measurements, the same
velocity filter used for the 2DVD is applied. The rainfall
rate (mm h�1) is derived similarly to Equation (1) from
filtered Thies data by the following relationships
(Angulo-Martínez et al., 2018):

RΔT
THCD ¼

X
j, k

π
6D

3
j Nj,k

ΔTAj
ð2Þ

Aj ¼A 1� Dj

2w

� �
ð3Þ

RΔT
THCD is in mm h�1 when ΔT, Dj and Aj are in hours,

mm2 and mm, respectively. In Equation (3), A is the
physical sampling area of the disdrometer (45.6 cm2),
w is the width of the laser beam (20mm) and Aj is the
effective sampling area. From the perspective of the
applicability of TC, discussed below, it should not be for-
gotten that sampling limitations due to binning effects,
different detection areas and other sources of error are

processed differently by 2DVD and THCD, leading to a
different error structure introduced by these devices.

2.3 | Rain gauge

The OTT Pluvio2 is a rain gauge that uses the balance
principle to automatically determine the intensity and
amount of precipitation with high-precision. Rain gauges
have been used as ground references in several applica-
tions, although they are not exempted by some systematic
errors due to wind and aerodynamic effects, wetting
losses and surrounding environment (Colli et al., 2013,
2018; Saha et al., 2021). More specifically, OTT Pluvio2 is
able to recognize precipitation type (liquid or solid) and
provides a raw precipitation value every 6 s by determin-
ing the weight of the collecting bucket. The data are then
subjected to quality control to prevent incorrect measure-
ments (e.g., due to wind, evaporation) and, depending on
the type of algorithm used, two types of 1-min output are
available: real-time and non-real-time product (OTT
HydroMet GmbH, 2019). Since the operating instructions
indicate the latter as being more accurate, in our study
we selected the non-real-time product.

3 | ERROR ESTIMATION
METHODS

This section presents a brief summary of both the tradi-
tional parametric and nonparametric TC formulation.

3.1 | Parametric triple colocation

In the parametric triple colocation (P-TC) with multipli-
cative error (Alemohammad et al., 2015a; Tian
et al., 2013), each of the three spatially and temporally
co-located measurements, Xi, with i = 1, 2, 3, are
assumed to respect the following model:

Xi ¼ γiT
βi eεi ð4Þ

where γi and βi are the multiplicative and deformation
errors, respectively, εi is a zero-mean random error, and
T the unobserved true quantity. A few mathematical
assumptions are required to comply for the P-TC method:
(a) linearity (i.e., logarithmic form of Equation (4) should
hold), (b) error orthogonality (i.e., independence of com-
mon signal T and noise εi), (c) error independence (i.e., εi
terms are independent of each other), (d) stationarity
(i.e., T and εi have constant mean and standard deviation
with time) and (e) representativeness (i.e., the three
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measuring systems must observe the quantity T with sim-
ilar geometrical properties). In the scenario considered in
this study involving collocating measurements from
2DVD, THCD, and RG systems, it is reasonable to sup-
pose the assumption in which (c) holds, since these are
three devices based on a different detection system, and
error sources are processed differently by the three
devices (Johannsen et al., 2020; Kruger &
Krajewski, 2002; Park et al., 2017). With regard to
assumption (b), the fact that rain precipitation is a
positive-only variable may lead to a violation of that
assumption (Alemohammad et al., 2015a; Duan
et al., 2021). Thus, to alleviate the impact of the error
nonorthogonality issue, the aggregated time slots with
null precipitation are filtered out as done in Alemoham-
mad et al. (2015a) and Massari et al. (2017). Although
such filtering procedure does not completely solve the
error nonorthogonality issue, the presence of residual
errors does not prevent the applicability of the P-TC, as
recognized by Yilmaz and Crow (2014). Finally, the valid-
ity of the assumption (d) has been verified as in Caires
and Sterl (2003) by testing the error variance estimates
obtained in several time sub-intervals with those
obtained from the entire dataset. In so doing, we found a
low variation of the error variance with time which sup-
ports the validity of assumption (d).

Furthermore, after some mathematical manipulations
(Gruber et al., 2015), we are able to calculate the error
standard deviation (σεi ) of the three measuring systems:

σε1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ21�

σ12σ13
σ23

r
ð5aÞ

σε2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ22�

σ12σ23
σ13

r
ð5bÞ

σε3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ23�

σ13σ23
σ12

r
ð5cÞ

where σ2i and σij are the variance and the covariance of
the input time series Xi and (Xi, Xj), respectively. Note
that εi is zero-mean and, consequently, the terms σεi coin-
cide with the root mean square error (RMSE) associated
with each measuring system. A second output quantity
provided by the P-TC is the the correlation coefficient
(ρ[T,i]) between the actual unobserved value T and each
input time series Xi (Mccoll et al., 2014):

ρ T,1ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
σ12σ13
σ11σ23

r
ð6aÞ

ρ T,2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
σ12σ23
σ22σ13

r
ð6bÞ

ρ T,3ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
σ13σ23
σ33σ12

r
ð6cÞ

It is worth observing that the square of correlation
coefficients in Equations (6a)–(6c) are strictly related to
the signal-to-noise-ratio of device ith (SNRi), as in Mccoll
et al. (2014):

SNRi ¼
ρ2T,ið Þ

1�ρ2T,ið Þ
� �¼ β2i σ

2
T

σ2εi
ð7Þ

where σ2T is the variance of the unobserved true quantity.
Thus, Equation (7) allows for transforming the correla-
tion coefficients of measurements Xi with the unobserved
truth T into the SNRi, which better highlights the differ-
ences in the various measuring systems, especially in
cases of high values of ρ2T,ið Þ. The P-TC has been applied
to our dataset through a MATLAB code (Alemohammad
et al., 2015b) available at https://github.com/
HamedAlemo/MTC.

3.2 | Nonparametric triple colocation

The Nonparametric triple colocation (NP-TC) is a
recently proposed method (Nearing et al., 2017b). It
allows for the deriving of a statistic analogous to that
of total error and total correlation as in
Equations (5a)–(5c) and (6a)–(6c), but with the advan-
tage, over P-TC, of not requiring the validity of
assumptions (a), (b), and (e) in P-TC. NP-TC is based
on probability information theory and it requires that
the three measured quantities, Xi, i = 1, 2, 3, share
some mutual information and that their probabilities,
conditioned to the truth T, are independent of each
other. The NP-TC theory is based on the statistical
concept of information content (I) of a random vari-
able Xi:

I Xið Þ¼� ln p Xið Þ½ � ð8Þ

where p(�) indicates a probability. The case p(Xi) = 1
describes a fully expected observation, and consequently,
produces no information, that is, I(Xi) = 0. The NP-TC is
based on the entropy (H) of variable Xi, conditioned to
the the unobserved truth T:
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H XijTð Þ¼E I XijTð Þf g: ð9Þ

H(XijT) is a key quantity in NP-TC, since it represents
the average information content (or variability) of Xi that
is not caused by the intrinsic variability of T but, rather,
is caused by the random error εi. In other words, H(XijT)
is the residual uncertainty amount (or, equivalently, the
amount of randomness) of Xi for a given T. It is analo-
gous to the squared errors in Equations (5a)–(5c) in the
P-TC and the graphical interpretation is in Figure 1. On
the other hand, the extension of Equation (8) in terms of
the joint information content of Xi and T, yields:

I T,Xið Þ¼H Xið Þ�H XijTð Þ ð10Þ

From Figure 1, it is intuitive to interpret I(T;Xi) as
the measure of the mutual dependence between T and
Xi or, in other terms, the shared information content
between the two variables. The normalization I(T,Xi)∕H
(Xi) produces a quantity that ranges in [0,1] and it
is directly comparable with the squared correlation
coefficients between the unobserved truth and Xi in
Equations (6a)–(6c) for i = 1, 2, 3 in the P-TC case.
Note that the first and second terms in Equation (7)
hold also for NP-TC, being H(Xi) referable to a signal
plus noise term, whereas the term H(XijT) = H(Xi) � I
(T;Xi) can be thought as a purely noise term.

The implementation of NP-TC is carried out using the
publicly available code on GithHub (Nearing et al., 2017a)
at https://github.com/greyNearing/triple_collocation.

3.3 | Dual colocation

Dual colocation (DC) is the more common approach used
to compare measuring systems pairwise. In this case, one

measuring system (such as Xj) is assumed as the refer-
ence (i.e., error free), and, provided the error orthogonal-
ity holds, the standard deviation of the difference
di,j = Xi � Xj is:

σdi,j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
< di,j� < di,j >
� �2

>
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
βi�1ð Þ2σ2T þσ2εi

q
ð11Þ

Note that in σdi,j, the intrinsic variability of the true
precipitation, σ2T , and the measurement error, σ2εi , are
entangled together, thus making the characterization of
εi alone not obvious (Duan et al., 2021). The special case
σdi,j ≈ σεi , is verified only under the assumptions of linear-
ity, error orthogonality, βi = 1, and error free in the refer-
ence, Xj, which are limiting assumptions of the same
order of strictness as for P-TC and NP-TC (Gruber
et al., 2015).

4 | DESIGN OF INPUT TRIPLET
AND PRE-PROCESSING

In this section, we briefly describe the set-up for P-TC,
NP-TC, and DC method's implementation. Hereafter, the
accumulated precipitation in (mm) over a time period
ΔT, collected by the ith device, is labeled as PΔT

i . Our pre-
processing is subdivided into several steps.

Step 1 Rain rates R1min
THCD and R1min

2DVD (mmh�1) in Equa-
tions (1) and (2) are multiplied by 1/60 factor to
transform them into rain accumulations P1min

THCD

and P1min
2DVD (mm), respectively.

Step 2 P1min
i , with i = 2DVD, THCD, RG, below a mini-

mum sensitivity threshold Pth, are set to the no-
rain value. Pth is set to that of RG (0.01mm) so
that the uneven detection capability of the three
studied devices does not come into play, and
detection errors caused by a lack of sensitivity,
especially in RG, are not considered in our
analysis.

Step 3 P1min
i time series are integrated to the desired

time periods (Δt = 1, 3, 6, 12, and 24 h). For 1 h
integration, P1min

i is integrated over contiguous
hours, whereas for larger integration times, the
integration extremes coincide with a Δt-wide
sliding window, which is moved forward in time
at step of 1 h, so that the accumulated precipita-
tion for Δt>1 h is updated constantly at every
hour. This choice tends to preserve the total
number of samples as the accumulation period
increases, thus guaranteeing the statistical
robustness of the final outcome. Since log-
transformation requires data to be strictly

FIGURE 1 Graphical representation of the entropy of Xi, H

(Xi), and T, H(T), joint entropy, H(Xi,T), conditional entropies, H

(XijT), and H(TjXi) and mutual information, I(T;Xi)
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positive, we adopt the same approach used in
Alemohammad et al. (2015a) and in Massari
et al. (2017) by removing hourly time slots with
null precipitation.

It should be pointed out that removing zeros could
shorten the sample size too much, compromising the sta-
bility of the TC results. In our case, the dataset is well
populated, and the application of a moving window to
determine the cumulative rainfall, enables us to circum-
vent such issue. However, we also tested the classical pre-
cipitation accumulation technique, in which the
accumulation periods are next to each other, and verified
similar results.

5 | RESULTS AND DISCUSSIONS

Results are obtained for P-TC, NP-TC, and DC formula-
tions considering Xi ¼ ln PΔt

i

� �
with i = 2DVD or THCD

or RG and Δt accumulation periods. Thereafter,
Equations (5a)–(6c), (8)–(10), and (11) are implemented
for P-TC, NP-TC, and DC, respectively. In the last case,
2DVD is considered as the reference truth.

In terms of P-TC, according to Table 1, the two disd-
rometers (THCD and 2DVD) have the best overall perfor-
mance and their measuring systems present a similar
error structure. The error STD estimated by P-TC is
almost constant as the integration time increases and the
relative error between 2DVD and THCD is below 5%.
This result is in agreement with expectation since the
measurement error should be independent of different
integration periods. The correlation coefficient, ρ,
(Table 1, second value in each entry) leads to similar
conclusions, showing that the 2DVD and THCD
rainfall products are closer to the underlying true signal
than the RG. It is worth observing that the values of ρ, if
read in terms of SNR using Equation (7), indicate that
the noise effects are dominant for RG (average

SNR = 13.6 dB) in contrast to disdrometers (average
SNR = 22.6 dB and 22.8 dB for THCD and 2DVD, respec-
tively). In addition, the relative sensitivity variation for

TABLE 1 Error standard deviation (ln(mm))/correlation coefficient of the three measuring systems obtained by P-TC (Equations (5a)–
(5c) and (6a)–(6c)) in terms of accumulated precipitation PΔt

i . The last column lists the relative difference (%) between error standard

deviation values for 2DVD and THCDa. The last row is the signal-to-noise ratio (SNR) of device ith (dB)

Integration time (Δt) 2DVD THCD RG Relative difference (%)

1 h 0.125/0.997 0.128/0.997 0.294/0.976 �2.300

3 h 0.126/0.997 0.129/0.997 0.299/0.977 �2.262

6 h 0.126/0.997 0.129/0.997 0.305/0.978 �2.453

12 h 0.127/0.998 0.130/0.997 0.313/0.980 �2.463

24 h 0.125/0.998 0.131/0.998 0.320/0.982 �4.509

SNR (dB) 22.8 22.6 13.6

aRelative difference q1, q2ð Þ %ð Þ¼ 100 q1�q2ð Þ=q2.

FIGURE 2 Scatter density plots of hourly rain accumulations

P1h
i from the three instruments analyzed: Thies Clima disdrometer

(i = THCD), bi-dimensional video disdrometer (i = 2DVD) and

rain gauge (i = RG). The regression lines are:

ln P1h
2DVD

� �¼ 0:21þ0:98 ln P1h
THCD

� �
;

ln P1h
RG

� �¼�0:32þ1:17 ln P1h
2DVD

� �
;

ln P1h
RG

� �¼�0:52þ1:16 ln P1h
THCD

� �
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the ith measuring system, with respect to the jth one,
that is βi,j = (βi � βj)∕βj, can be easily calculated recog-

nizing that βiσT ¼ SNRiσ2εi

� �1=2
, with σ2εi obtained by

Equations (5a)–(5c) and βi in Equation (4) defining the
ith measuring system sensitivity. Using the values in
Table 1, we found relative differences βi,j of the order of
21.0%, 20.3% and 0.6% for THCD vs. RG, 2DVD vs. RG
and 2DVD vs. THCD, respectively. This suggests that
disdrometers are more sensitive than RG in the order of
20%, whereas there are no significant differences between
disdrometer types. The results achieved from the P-TC
approach can be compared with those obtained by imple-
menting the more typical DC method. Figure 2 shows, in
each panel through the lens of the DC methology, a joint

bivariate probability of P1h
i . It is evident that THCD tends

to underestimate rainfall amounts as compared to the
other devices, and it can be ascribed to an underestima-
tion, by THCD, of midsize drops and an overestimation
of small particles in agreement with what was already
found in the literature. Table 2 quantifies the DC metric
showing higher “error” STD than those obtained with
P-TC. Nevertheless, DC indicates better performances for
THCD than RG, consistently with what is obtained using
P-TC. Finally, in terms of NP-TC, Table 3 confirms the
RG as the noisiest instrument but shows, on average, a
4% higher relative error difference between 2DVD and

THCD than what is obtained using P-TC. With regard to
ρ (the second value in each Table 3 entry), the NP-TC
and P-TC lead to similar conclusions, although NP-TC
shows slightly smaller ρ which leads to average
SNR = 5.4 dB, 4.5 dB and 3.3 dB for 2DVD, THCD and
RG, respectively. These values suggest a larger noise com-
ponent than what can be inferred by SNRs from P-TC.
Marginal differences in the values obtained by applying
the two TC formulations may be due to some artifacts
caused by strong assumptions and approximations in the
P-TC (such as the imposition of an a-priori error structure
or representativeness condition), although, overall, the
two methods show a quite good agreement and indicate
the 2DVD as the best performing device, closely followed
by THCD and by RG. As last consideration, if we assume
the NP-TC, thanks to its less restrictive constrains, as a ref-
erence method, the average error STD difference between
dual colocation (Table 2) and NP-TC (Table 3) approach is
found to be of the order of 40% and 75% for RG and
THCD, respectively. Such values, provided the underlying
assumptions are valid, might help quantifying the existing
error gap between classical DC approaches and those
based on NP-TC. As for the differences found between the
RG OTT Pluvio2 and disdrometers, the works of Colli
et al. (2013, 2014, 2018) and Saha et al. (2021) highlight
some issues related to the internal algorithm for the gener-
ation of OTT Pluvio2 real-time product, and in its aerody-
namic performances, which partially explains the lower
performances found in our analysis for the OTT Pluvio2.

6 | CONCLUSIONS

This work provides an error assessment of three in-situ
precipitation sources, comparing the classical metric
offered by the dual-colocation method, DC, with two for-
mulations of the triple colocation approach, TC, namely
parametric and nonparametric TC. The three precipita-
tion devices considered are two disdrometer types (2DVD

TABLE 2 Error standard deviation (STD) (ln(mm))/Pearson

correlation coefficient as in Equation (11) in the dual

colocation mode

Integration time (Δt) THCD vs 2DVD RG vs 2DVD

1 h 0.180/0.994 0.442/0.973

3 h 0.181/0.994 0.444/0.974

6 h 0.182/0.995 0.444/0.976

12 h 0.182/0.995 0.444/0.978

24 h 0.182/0.996 0.442/0.980

TABLE 3 Error standard deviation (ln(mm))/correlation coefficient obtained by NP-TC in terms of accumulated precipitation PΔt
i . The

last column lists the relative difference (%) between error standard deviation for 2DVD and THCDa. The last row is the signal-to-noise ratio

(SNR) of device ith (dB)

Integration time (Δt) 2DVD THCD RG Relative difference (%)

1 h 0.709/0.868 0.733/0.856 0.793/0.820 �3.311

3 h 0.673/0.876 0.725/0.854 0.759/0.825 �7.105

6 h 0.650/0.883 0.705/0.860 0.749/0.827 �7.766

12 h 0.640/0.885 0.695/0.862 0.741/0.829 �7.869

24 h 0.627/0.889 0.688/0.864 0.731/0.834 �8.876

SNR (dB) 5.4 4.5 3.3

aRelative difference q1, q2ð Þ %ð Þ¼ 100 q1�q2ð Þ=q2.
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and Thies Clima) and an OTT Pluvio2 rain gauge. The
test dataset was collected in Switzerland for a total of
607 days in very low-wind conditions, thus avoiding
wind-induced effects in the three precipitation measuring
systems being compared to each other. The results reveal
both TC approaches implemented agree with each other
in indicating closer error performances between 2DVD
and THCD than RG in terms of rain accumulations, and
identify 2DVD as the most accurate device, followed by
THCD, and RG. We can conclude from this comparison
that all three devices are able to provide accurate and
close to each other precipitation estimates, even though a
higher noise component has been observed in the OTT-
Pluvio2 measurements, which is likely related to device
specific limitations. The more customary DC approach,
confirms the results achieved. However, the NP-TC tech-
nique suggests that the actual error assigned to THCD
and RG might be much larger than that estimated by the
DC method. NP-TC gives the opportunity to investigate
the performance of the three simultaneous measure-
ments by relieving some strong assumptions which are
required in the P-TC framework. For this reason, NP-TC
can be thought to be more realistic than P-TC in real-
world dynamical system and, therefore, it can be taken as
a reference. As a general guideline, this work paves the
way for a new prospective for characterizing the uncer-
tainty of precipitation from in-situ ground based measur-
ing systems. Future works will be oriented to apply the
same error-verification approach distinguishing between
various precipitation regimes and environmental condi-
tions (such as wind) which introduce further sources of
error.
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