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Abstract 
The future challenge for field robots is to increase the level of autonomy towards long distance (>1 
km) and duration (>1 h) applications. One of the key technologies is the ability to accurately estimate 
the properties of the traversed terrain to optimize onboard control strategies and energy efficient path-
planning, ensuring safety and avoiding possible immobilization conditions that would lead to mission 
failure. Two main hypotheses are put forward in this research. The first hypothesis is that terrain can 
be effectively detected by relying exclusively on the measurement of quantities that pertain to the 
robot-ground interaction, i.e., on proprioceptive signals. Therefore, no visual or depth information is 
required. Then, artificial deep neural networks can provide an accurate and robust solution to the 
classification problem of different terrain types. Under these hypotheses, sensory signals are 
classified as time series directly by a Recurrent Neural Network or by a Convolutional Neural 
Network in the form of higher-level features or spectrograms resulting from additional processing. In 
both cases, results obtained from real experiments show comparable or better performance when 
contrasted with standard Support Vector Machine with the additional advantage of not requiring an 
a priori definition of the feature space. 
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I. Introduction
Future generations of mobile robots will be required to explore areas, which present highly 
challenging mobility conditions. In order to fulfill long distance and duration missions, it will be 
important to be able to understand the type of traversed surface, so that adequate control and planning 
strategies can be implemented and areas of high risk can be properly negotiated or avoided. 
Throughout this paper, we generally refer to terrain classification as the task of recognizing from 
among a list of known possible types the one crossed (or to be crossed) based on the analysis of the 
sensory data available onboard the robot [1]. This problem is common to different application areas. 
Notable examples can be found in robotics for surface planetary exploration as described in [2], [3], 
[4], and [5], and precision agriculture for which terrain identification plays a key role in the fulfillment 
of numerous tasks such as seeding, ploughing, fertilizing or controlled traffic [6]- [7]. 
Early research relied on forward imaging sensing and used limited learning [8]. The visual appearance 
of distant terrain has been used in [9] also combining distance measurements generated by 
stereovision [10]- [11], radar [12] and lidar [13]. 
However, observation of a given terrain from a distance does not provide any information about its 
mechanical properties that directly impact on vehicle mobility. It is known that off-road traversability 
largely depends on the interaction between the robot and the terrain [14]. Dynamic ill-effects 
including wheel sinkage, slippage and rolling resistance are the result of this complex interplay. For 
example, the ground can be considered drivable based on the geometric elevation map. Yet, the robot 
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can incur in serious risks if this terrain offers low traction properties due to high slippage and 
consequent lack of progression, as explained in [15].  
Therefore, recently, methods that use proprioceptive sensing have been also proposed for terrain 
classification [16], [17], [18], [19] and [20]. The envisaged idea behind this approach is that, from a 
mechanical perspective, terrain category can be identified using wheels as tactile sensors that generate 
signals modulated by the vehicle-terrain interaction. Hence, proprioceptive data contain much 
information, which can be useful to characterize the terrain type. 
In addition, learning-based approaches have been introduced in order to make intelligent autonomous 
robots adaptive to the site-specific environment [21], [22], [23], [24]. More difficult the environment, 
less likely expert rule-based or heuristic strategies perform well. This is the case for natural terrains 
that entail many challenges including variability in surface and lighting conditions, lack of structure, 
no prior information, and in which learning approaches may fit better. Therefore, information 
pertaining to wheel-terrain interaction can be extracted and, then, a mapping between proprioceptive 
data and the corresponding surface can be created. A learning approach fits well to this application 
as: i) the large number of parameters involved make a physics-based terrain model rather complex, 
ii) the mapping from proprioceptive input to a given terrain’s mechanical properties is an extremely 
complicated function, for which a closed analytical form is very difficult to obtain and one possible 
solution is to observe the phenomenon and learn about it through training examples, iii) adaptability 
of the vehicle’s behavior can be promoted through learning. 
Following recent research trends, this paper tackles the terrain classification problem for rough terrain 
vehicles relying on proprioceptive sensing and deep learning. Two types of network are discussed 
here: the Recurrent Neural Network (RNN) and the spectrogram-based Convolutional Neural 
Network (CNN). RNNs can be further engineered with different structures. This work focuses on 
Long Short-Term Memory recurrent neural network (LSTM) and Convolutional Long Short-Term 
Memory recurrent neural network (C-LSTM). The performance of LSTM, C-LSTM and CNN are 
evaluated in comparison with the well-known state-of-the-art machine learning classifier Support 
Vector Machine (SVM), showing similar or improved results even with relatively similar terrains. 
Our hypothesis is that self-learnt features from deep learning may include temporal information from 
the data that are not captured by the manually designed features used by SVM. 
 
Section II provides a survey on related recent literature, highlighting the novel contribution of this 
research. Materials and methods used for field validation of the proposed system are detailed in 
Section III. Classification strategies drawing on deep-learning theory are explained in Section IV, 
providing insights on practical implementation issues. Section V presents experimental results along 
with an analysis of the system performance and the impact of different system design parameters. 
Section VI wraps up the proposed system and lessons learnt. 
 

II. Related Work 
 
Robotic mobility takes advantage of terrain classification by predicting interaction with the soil when 
optimizing controls or planning paths. The interesting problem of terrain characterization was 
addressed by terramechanics in [25] where a particle filter algorithm is coupled with regression 
analysis leading to optimal terramechanics parameters predictions of single wheel experimental 
measures in laboratory conditions. Cohesion, angle of internal friction and shear modulus, among 
other descriptive features are defined with a mathematical model to characterize the terrain and 
estimated trough Bayesian techniques from measurable quantities such as drawbar pull, wheel input 
torque and sinkage.  
In [6] the average values of motion resistance and slippage alongside root mean square and standard 
deviation of vertical acceleration were combined in a single four-element vector used as input for a 
proprioceptive support vector machine-based classifier. Results presented in [6] highlight the 
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complementarity of proprioceptive and exteroceptive data especially to distinguish terrains with 
similar colors. 
Many feature extraction algorithms used for proprioceptive-based terrain classification use Fast 
Fourier Transform (FFT), Discrete Fourier Transform (DFT) or Power Spectral Density (PSD). A 
single-wheel testbed provided with a one-axes vibration sensor normal to the ground was used in [16] 
to collect data that are associated trough FFT to feature vectors fed to an SVM model for terrain 
classification. The proprioceptive classifier proposed in [16] was also used to provide training 
examples to a visual terrain classifier following a self-supervised approach [29].  
Optimal results and clear methods presented in [16] inspired researchers as in [5], [26] and [27] where 
the three axes vibrations are first transformed with FFT and then concatenated. The feature vector 
containing FFT results is then used to construct an SVM model in [27] and a multilayer perception 
deep neural network in [5]. 
Reference [28] integrated the information provided by a 3-axes accelerometer, a single axis vibration 
sensor and one microphone through a multiclassifier combination principle. Different machine 
learning methods were investigated for terrain classification in [28], namely k-Nearest Neighbors 
(kNN), Naïve Bayes (NB), SVM and Random Forest (RF), and different feature extraction algorithms 
are also tested such as Modified Mel-Frequency Cepstral Coefficient (MMFCC), FFT, Zero Crossing 
Rate (ZCR), Short Time Energy (STE), entropy, spectral centroid, spectral roll-off and spectral flux.  
Results presented in [28] suggest SVM is better suited for online terrain classification compared to 
the other tested algorithms. Accuracy values for SVM in [28] are between 80% and 90% for signals 
collected at relatively low speed (0.4 m/s) depending on the number of features selected.  
According to [5], [26], [27] and [28] rover’s speed has a significant influence on proprioceptive-based 
terrain classification accuracy. Lower travelling speed corresponds to lower accuracy values because 
the signal to noise ratio is lower and significant frequency features contained in signals become 
undetectable by machine learning algorithms. Reaching good classification performance at low speed 
values is of great importance for proprioceptive-based terrain classification models, since it might be 
dangerous to travel at high speed on a terrain that is possibly unknown and that the rover is trying to 
identify. 
Among deep learning approaches, Long Short-Term Memory recurrent neural networks (LSTM) 
have been shown to be effective for prediction and classification of time sequences [30]. These 
particular units of the recurrent network are capable of retraining information for both short and long 
term and are reasonably the best choice for applications like speech recognition as in [31], [32].  
Various architectures of RNNs are tested in [4] for the construction of a visual terrain classification 
model outperforming standard visual approaches in dealing with issues such as illumination changes 
or motion blur. A road surface classification model based on LSTM was also proposed in [34] where 
14 sensors output sequences are used together to recognize flat road, sinusoidal road, potholes and 
bumps showing optimal results. Vehicle-terrain interaction sound was used in [17] to train and test a 
deep spatiotemporal terrain classification model. The rover used in [17] is therefore equipped with a 
shotgun microphone and LSTM is integrated with a convoluted neural network to recognize nine 
different types of terrain taking also into account adverse acoustic conditions. Spectrograms of 
acoustic signals are computed and a sequence of features is derived from them to be further classified 
by an LSTM. Results of [17] highlight the importance of temporal dynamics for the terrain-
classification task. 
Research in [3] compared the performance of several machine learning algorithms, including Support 
Vector Machine (SVM), Multilayer Perceptron (MLP), Deep Neural Networks (DNN) and 
Convolutional Neural Network (CNN), for both terrain estimation and slip detection. The paper 
investigates both vision-based and proprioceptive-based classification with filtered and unfiltered 
data. The image dataset was provided by the NASA’s Planetary Data System and the University of 
Almería’s Fitorobot, while the proprioceptive data were collected from an MIT single wheel test-bed 
equipped with a torque sensor, an IMU and a displacement sensor.  
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The absolute value of the wheel torque together with variance of pitch, longitudinal and vertical 
accelerations were used to compose the four-element feature vector defined by the authors’ expert 
knowledge and train all models for comparison. Reference [3] highlights the advantages of deep 
learning algorithms for being able to reach good performance with raw data without necessarily 
requiring an expert feature extraction.  
Researchers in [20] trained a feed-forward Neural Network (NN) for each one of 15 different sensors 
(3-axes gyros and accelerometers, two motor current sensors and two voltage sensors, one ultrasonic 
and one infrared range sensors, one microphone and one wheel encoder). The authors compared the 
performance of NNs for different sensor modalities for DFT-based classification of five different 
terrain types (gravel, grass, sand, pavement, and dirt). Results of [20] show that certain sensors are 
better suited for identifying certain types of terrain and suggest that better performance can be 
achieved by combining multiple sensor modalities. 
A recent body of research has been devoted to the classification of terrains in the context of legged 
robots [35]. In [36], torque measurements taken form sensors attached on robot legs were passed 
through RNN and LSTM to capture temporal data. Classification of terrain class (high-friction, low-
friction, deformable, granular) was discussed in [37] for the SAIL-R legged robot using an SVM with 
39 hand designed features extracted from the ground reaction forces and motor speed. Finally, an 
unsupervised learning based on the Pitman-Yor process was also presented in [38].  
 
The main contributions of this research to the terrain classification problem for off-road autonomous 
wheeled robots refer to 

• Reliance on proprioceptive signals that we assume to bring distinctive traits of the terrain as 
they directly generate from the physical vehicle-ground interaction. Therefore, training a 
classifier on these signals allows one to identify directly the impact of different terrain types 
on the vehicle mobility. While proprioceptive sensing has been already proposed generally 
using one single sensor, here different sensor modalities, e.g. wheel velocities and torques, 
and inertial measurements, are combined into a single model to achieve robust classification 
even for terrains with similar properties. 

• Use of deep learning to solve the terrain classification problem. While standard machine 
learning algorithms have been already demonstrated, this research discusses in detail the 
adoption of deep learning-based solutions. Three different embodiments of deep learning 
classifiers are presented, namely, Convolutional Neural Network (CNN), Long Short-Term 
Memory recurrent neural network (LSTM), and Long Short-Term Convolutional recurrent 
neural network (C-LSTM). While the two RNNs accept as input directly the time series of the 
signals, CNN operates through signal spectrogram. Therefore, a direct comparison between 
two different approaches that use either raw signal or their spectral content is performed. 

• A CNN-based terrain classifier is presented using a novel approach where heterogenous input 
data are assembled in a multi-dimensional spectrogram. Previous attempts in this direction 
have generally dealt with a single-channel spectrogram, as for example in [17] or [20]. In 
contrast, the proposed approach can be extended to any sensor combination without limitation 
on the number of measurements and their sampling frequency. By combining different sensor 
modalities, classification performance is significantly improved. 

• Parametric analysis of the proposed deep learning classifiers to evaluate the influence of the 
design parameters including the temporal “listening” window. 

• Direct comparison between the proposed deep terrain classifiers with the existing benchmark, 
e.g. SVM. Such a comparison is seldom discussed in the literature. We expect that the self-
learned features found via deep learning may capture the temporal patterns from the data, 
which are not expressed by the hand-designed feature space adopted by SVM. 
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III. Materials and Methods 
 

 System architecture and setup 
The proposed terrain classifiers are tested in the field using the experimental testbed Husky that is 
shown in Figure 1. Husky has a length of 0.7 m and a width of 0.5 m, and its proprioceptive sensor 
suite is composed of encoders to measure wheel angular velocity, electrical current sensors that 
provide an indirect measurement of tire torque, and an XSENS MTi-300 inertial sensor module that 
tracks linear accelerations and angular rates. The sensor suite is completed by an exteroceptive 
counterpart that includes a stereo-camera, an outdoor laser rangefinder and a GPS that, however, have 
not been logged for this specific research.  
Therefore, two groups of measurements can be logged by the robot during operations: the IMU data 
sampled at 50 Hz and the wheel service data that we refer to as the PRO data sampled at 15 Hz. The 
IMU data contain the measurements of the 3-axes gyroscope and accelerometer inertial unit. The 
PRO data instead consist of the electric driving currents of the left and right motors and the left and 
right wheel velocities derived from the incremental encoder readings. 
 

 
Figure 1: The experimental test bed used for the system validation 
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 Dataset description 
 
Sensory data are gathered as Husky traverses four different types of terrain: concrete, dirt road, 
unploughed, and ploughed, showed in Table 1. Extraction of sample Si from collected sensor’s signals 
is performed after a partitioning procedure of the data to ensure generality of the models and avoid 
overfitting, according to the pipeline explained in Figure 2. A partition window (PW) of 5 s is selected 
and consecutive clips of length PW are extracted from each signal and used randomly for testing 
(green in Figure 2) and training (orange in Figure 2) sets following a k-fold cross validation. To 
augment the number of available data, clips of length PW are then further windowed using a moving 
window of MW seconds and a stride of ST seconds. In section V.A different values of MW are tested 
and the impact on model’s performance is investigated. The stride ST is instead adjusted for each 
terrain type to have a comparable number of samples for each terrain and avoid biasing model’s 
prediction towards those terrains that would present more samples than others in the dataset. Table 1 
contains in the third column the total number of windowed 5 s long recordings available for each 
terrain type. 

Table 1:Terrain types and corresponding windowed data 

Terrain Type Terrain sample image Number of 5-s-long 
windows 

Concrete 

 

24 

Dirt Road 

 

16 

Ploughed 

 

60 

Unploughed 

 

56 
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The generality of the presented model performance is achieved through k-fold (k = 5) cross validation. 
Each fold contains 80% of the available windowed data in the training set whereas the remaining 
20% is used as a testing set. For each partition, the training set is used to train the classifiers that are 
afterwards tested on the corresponding testing set. For each fold, performance metrics, including 
accuracy, specificity, precision and F1-score are computed on the respective testing set.  
 

 
Figure 2: Pipeline of signal partition and sample Si extraction, with PW the time window used for 
partitioning, MW the time window used for augmentation and ST the corresponding stride. 
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IV. Classification algorithms 
 
This section provides a brief overview of the classification algorithms investigated in this research. 
Properties and implementation issues of each solution are discussed. In the following paragraphs, 𝑁𝑁𝑁𝑁 
refers to the number of channels that correspond to the available sensors (𝑁𝑁𝑁𝑁 = 10 in this study). 
PRO data and IMU data are sampled, respectively, at 15 Hz and 50 Hz. Therefore, down-sampling is 
performed for the training of RNNs, whereas padding is used for CNN. Four statistical moments of 
signals (mean, standard deviation, skewness and kurtosis) are computed and appended to form the 
input feature vector of SVM, instead. 
 

 Convolutional Neural Network 
The input to the Multichannel Spectrogram-based Convolutional Neural Network model (CNN) is 
defined as an image of 𝑁𝑁𝑁𝑁 channels. Considering that any signal in time 𝑠𝑠(𝑡𝑡) for 𝑡𝑡 ∈ [𝑡𝑡0 , 𝑡𝑡1] sampled 
with a sampling frequency of 𝑠𝑠𝑠𝑠 can be expressed as a N-tuple 𝑥𝑥 ∈ ℝ𝑁𝑁 with 𝑁𝑁 = ⌊(𝑡𝑡1 −  𝑡𝑡0) ∙ 𝑠𝑠𝑠𝑠⌋, 
with ⌊∙⌋ indicating the extraction of the integer part of a number. Equation (1) computes the discrete 
Fourier transform 𝑥𝑥� ∈ ℂ𝑁𝑁 and equation (2) defines the matrix operator F�. 

𝑥𝑥� =
1
𝑁𝑁
𝐹𝐹�(𝑥𝑥) (1) 

𝐹𝐹� =

⎣
⎢
⎢
⎢
⎢
⎡
1 1 1 ⋯ 1
1 𝑒𝑒𝑗𝑗2𝜋𝜋

1
𝑁𝑁 𝑒𝑒𝑗𝑗2𝜋𝜋

2
𝑁𝑁 ⋯ 𝑒𝑒𝑗𝑗2𝜋𝜋

𝑁𝑁−1
𝑁𝑁

1 𝑒𝑒𝑗𝑗2𝜋𝜋
2
𝑁𝑁 𝑒𝑒𝑗𝑗2𝜋𝜋

4
𝑁𝑁 ⋯ 𝑒𝑒𝑗𝑗2𝜋𝜋

2(𝑁𝑁−1)
𝑁𝑁

⋮ ⋮ ⋮ ⋱ ⋮

1 𝑒𝑒𝑗𝑗2𝜋𝜋
𝑁𝑁−1
𝑁𝑁 𝑒𝑒𝑗𝑗2𝜋𝜋

2(𝑁𝑁−1)
𝑁𝑁 ⋯ 𝑒𝑒𝑗𝑗2𝜋𝜋

(𝑁𝑁−1)2
𝑁𝑁 ⎦

⎥
⎥
⎥
⎥
⎤

(2) 

The discrete Fourier transform 𝑥𝑥� contains the complex coefficients associated with the double-sided 
spectrum of 𝑁𝑁 frequencies in the range [0 , 𝑠𝑠𝑠𝑠]. 
Each sample is represented by a group of 𝑁𝑁𝑁𝑁 signals, 𝑠𝑠𝑐𝑐(𝑡𝑡) for 𝑡𝑡 ∈ [𝑡𝑡0 , 𝑡𝑡0 + 𝑀𝑀𝑀𝑀] and 𝑁𝑁 =
1, 2, … ,𝑁𝑁𝑁𝑁. Each signal 𝑠𝑠𝑐𝑐(𝑡𝑡) is windowed with windows of length wL seconds and overlapping wO 
seconds resulting in signals 𝑠𝑠𝑐𝑐𝑤𝑤(𝑡𝑡) for 𝑡𝑡 ∈ [𝑡𝑡0𝑤𝑤  , 𝑡𝑡1𝑤𝑤] and 𝑤𝑤 = 1, 2, … , Nwind. Equations (3) define 
the ranges of time [𝑡𝑡0𝑤𝑤  , 𝑡𝑡1𝑤𝑤] while equation (4) describes computation for the number of windows 
Nwind. 

�𝑡𝑡0
𝑤𝑤 = 𝑡𝑡0 + (𝑤𝑤 − 1)(𝑤𝑤𝑤𝑤 − 𝑤𝑤𝑤𝑤)

𝑡𝑡1𝑤𝑤 = 𝑡𝑡0𝑤𝑤 + 𝑤𝑤𝑤𝑤 (3) 

𝑁𝑁𝑤𝑤𝑁𝑁𝑁𝑁𝑁𝑁 = �
⌊𝑀𝑀𝑀𝑀 ∙ 𝑠𝑠𝑠𝑠⌋ − ⌊𝑤𝑤𝑤𝑤 ∙ 𝑠𝑠𝑠𝑠⌋
⌊(𝑤𝑤𝑤𝑤 − 𝑤𝑤𝑤𝑤) ∙ 𝑠𝑠𝑠𝑠⌋

� (4) 

Considering x𝑐𝑐𝑤𝑤 ∈ ℝ⌊wL∙sf⌋ the vector associated with signal 𝑠𝑠𝑐𝑐𝑤𝑤(𝑡𝑡), equation (1) allows for the 
computation of the discrete Fourier transform x�𝑐𝑐𝑤𝑤 ∈ ℂ⌊wL∙sf⌋. Each sample is here transformed in 
Nwind Fourier transform for every available channel. 
Given symmetry with respect to the Nyquist frequency 𝑠𝑠𝑠𝑠

2
 of the double-sided magnitude spectrum 

|x�𝑐𝑐𝑤𝑤| ∈ ℝ⌊wL∙𝑠𝑠𝑠𝑠⌋, equations (5) define the single-sided magnitude spectrum M𝑐𝑐
𝑤𝑤 ∈ ℝ𝑁𝑁𝑠𝑠𝑁𝑁𝑁𝑁𝑁𝑁 with 

frequencies in the range �0 , 𝑠𝑠𝑠𝑠
2
� and equation (6) computes the number of frequencies 𝑁𝑁𝑠𝑠𝑁𝑁𝑒𝑒𝑁𝑁. 
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𝑁𝑁𝑠𝑠 ⌊𝑤𝑤𝑤𝑤 ∙ 𝑠𝑠𝑠𝑠⌋ 𝑁𝑁𝑠𝑠 𝑒𝑒𝑒𝑒𝑒𝑒𝑁𝑁 �
(𝑀𝑀𝑐𝑐

𝑤𝑤)𝑠𝑠 = |𝑥𝑥�𝑐𝑐𝑤𝑤|𝑠𝑠 ∀ 𝑠𝑠 = {1,𝑁𝑁𝑠𝑠𝑁𝑁𝑒𝑒𝑁𝑁}
(𝑀𝑀𝑐𝑐

𝑤𝑤)𝑠𝑠 = 2|𝑥𝑥�𝑐𝑐𝑤𝑤|𝑠𝑠   ∀ 𝑠𝑠 = {2, 3, … ,𝑁𝑁𝑠𝑠𝑁𝑁𝑒𝑒𝑁𝑁 − 1}

𝑁𝑁𝑠𝑠 ⌊𝑤𝑤𝑤𝑤 ∙ 𝑠𝑠𝑠𝑠⌋ 𝑁𝑁𝑠𝑠 𝑜𝑜𝑁𝑁𝑁𝑁 �
(𝑀𝑀𝑐𝑐

𝑤𝑤)𝑠𝑠 = |𝑥𝑥�𝑐𝑐𝑤𝑤|𝑠𝑠 ∀ 𝑠𝑠 = {1}
(𝑀𝑀𝑐𝑐

𝑤𝑤)𝑠𝑠 = 2|𝑥𝑥�𝑐𝑐𝑤𝑤|𝑠𝑠 ∀ 𝑠𝑠 = {2, 3, … ,𝑁𝑁𝑠𝑠𝑁𝑁𝑒𝑒𝑁𝑁}

 (5) 

𝑁𝑁𝑠𝑠𝑁𝑁𝑒𝑒𝑁𝑁 =  �
⌊𝑤𝑤𝑤𝑤 ∙ 𝑠𝑠𝑠𝑠⌋ + 1

2
� (6) 

where the notation ⌈∙⌉ indicates the nearest greatest integer of a number. Furthermore, equation (6) 
expresses a direct proportion between the sampling frequency 𝑠𝑠𝑠𝑠 and the number of frequencies 
𝑁𝑁𝑠𝑠𝑁𝑁𝑒𝑒𝑁𝑁 for a certain window length wL. Therefore, magnitude spectra 𝑀𝑀𝑐𝑐

𝑤𝑤 corresponding to IMU 
channels providing data at 𝑠𝑠𝑠𝑠 = 50 Hz have more elements than those associated with PRO data 
sampled at 𝑠𝑠𝑠𝑠 = 15 Hz. Each element of the magnitude spectra M𝑐𝑐

𝑤𝑤 corresponding to PRO data is 
repeated as many times as needed to match dimensions of magnitude spectra derived from channels 
providing data at faster frequency, in this case IMU. Considering 𝑁𝑁𝑠𝑠𝑁𝑁𝑒𝑒𝑁𝑁 as computed with equation 
(6) for 𝑠𝑠𝑠𝑠 = 50 Hz, each sample represented by a group of 𝑁𝑁𝑁𝑁 signals of MW seconds is transformed 
into 𝑁𝑁𝑁𝑁 spectrograms with dimension 𝑁𝑁𝑤𝑤𝑁𝑁𝑁𝑁𝑁𝑁 ×  𝑁𝑁𝑠𝑠𝑁𝑁𝑒𝑒𝑁𝑁, and subsequentially rearranged in a single 
multichannel spectrogram 𝑆𝑆 ∈ ℝ𝑁𝑁𝑤𝑤𝑁𝑁𝑁𝑁𝑁𝑁 × 𝑁𝑁𝑠𝑠𝑁𝑁𝑁𝑁𝑁𝑁 × 𝑁𝑁𝑐𝑐 defined by equation (7) 

𝑆𝑆𝑤𝑤,𝑠𝑠,𝑐𝑐 =  (𝑀𝑀𝑐𝑐
𝑤𝑤)𝑠𝑠 ∀ 𝑠𝑠 = {1,𝑁𝑁𝑠𝑠𝑁𝑁𝑒𝑒𝑁𝑁} (7) 

The number of channels 𝑁𝑁𝑁𝑁 corresponds to the number of magnitude spectrograms contained in a 
single CNN input sample. Figure 3 shows the magnitude spectra associated with four different 
channels, two derived from IMU data (first row) and two from PRO data (second row). To underline 
the different scales of channels, two color-bars are presented on the right-hand side of Figure 3, 
showing the values of acceleration (in 𝑚𝑚‧𝑠𝑠−2) and current intensity (in 𝐴𝐴). 

 
Figure 3: CNN input sample for 𝑁𝑁𝑁𝑁 = 4, MW=1.5 s, wL = 0.4 s and wO = 0.2 

The structure of the CNN model is pictorially represented in Figure 4.  
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Figure 4: Convolutional Neural Network Model Structure. In this study: the number of channels is 
Nc=10, the size of 2D convolution filter is Sfiltr=3, the number of applied filters is Nfiltr=5, and the 
number of terrain classes is C=4. 

The input layer is followed by the batch normalization layer that normalizes the spectrogram in each 
channel relatively to the training batch. The normalized multichannel spectrogram is convolved by 
the following two-dimensional convolution layer with same padding and a filter size of 𝑆𝑆𝑠𝑠𝑁𝑁𝑓𝑓𝑡𝑡𝑁𝑁 ∈ ℕ2. 
Each filter combines all channels into a single object trying to find through the training process the 
combination of channels that better represents the terrain. The convolution 2D layer has two main 
parameters: the size of the filter to be applied (𝑆𝑆𝑠𝑠𝑁𝑁𝑓𝑓𝑡𝑡𝑁𝑁) and the number of filters (𝑁𝑁𝑠𝑠𝑁𝑁𝑓𝑓𝑡𝑡𝑁𝑁). In this 
context, the filter size 𝑆𝑆𝑠𝑠𝑁𝑁𝑓𝑓𝑡𝑡𝑁𝑁 controls both the frequency and time span in which magnitudes across 
the channels are combined to form values representative for the terrain. 𝑁𝑁𝑠𝑠𝑁𝑁𝑓𝑓𝑡𝑡𝑁𝑁 sets, instead, the 
number of filters that allow the terrain signature to be adequately mapped between control input (e.g., 
electric motor currents) and sensory output (e.g., the wheel speeds and IMUs measurements). 
Different values were tested for both 𝑆𝑆𝑠𝑠𝑁𝑁𝑓𝑓𝑡𝑡𝑁𝑁 and 𝑁𝑁𝑠𝑠𝑁𝑁𝑓𝑓𝑡𝑡𝑁𝑁 and eventually the best results were 
empirically found using 5 different squared filters of size 3. The results of the convolution process 
are passed to the fully-connected layer and the soft-max layer, to become the final class value as the 
output of the classification layer. 
The discussed network structure has been designed to be simple and fast performing, following a 
classic image classification structure. The proposed algorithm to fuse different sensory output can 
integrate an arbitrary large set of signals promoting adaptability to eventual enlargement of onboard 
sensors. A padding procedure is also proposed to integrate signals provided at different frequencies. 
Convolution process is performed across time and frequency domain to better capture time-dependent 
aspects of the rover-terrain interaction. The results obtained concatenating spectrograms in the 
discussed multichannel object suggest good capability to capture differences and characterizing 
aspects of different terrains. 
 

 Recurrent Neural Network 
 
Considering 𝑁𝑁𝑁𝑁 as the number of channels and 𝑁𝑁ℎ as the number of hidden units, 𝑋𝑋𝑡𝑡 ∈ ℝ𝑁𝑁𝑐𝑐 and 𝑌𝑌𝑡𝑡 ∈
ℝ𝑁𝑁ℎ are respectively the input and output vectors at time instant 𝑡𝑡 of a Recurrent Neural Network 
(RNN). The architecture of an RNN illustrated in Figure 5 consists of a sequence of recurrent units 
(RUs). Each RU has the same internal structure and outputs a hidden layer vector of size (𝑁𝑁ℎ ×  1) 
represented by ℎ𝑡𝑡 together with the output vector. The hidden layer vector ℎ𝑡𝑡 is then given as input 
to the following RU together with the input vector 𝑋𝑋𝑡𝑡+1. With 𝑠𝑠𝑠𝑠 being the sampling frequency, 𝑋𝑋 is 
a sequence of ⌊𝑇𝑇 ∙ 𝑠𝑠𝑠𝑠⌋ input vectors meanwhile 𝑌𝑌 is the corresponding sequence of output vectors. 
An RNN has two different operating modes, sequence to sequence and sequence to label. The 
sequence to sequence mode associates the sequence of input vectors to a sequence of output vectors, 
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whereas the sequence to label mode returns the last output vector of the sequence as representative 
of the entire input sequence. The last output of the sequence 𝑌𝑌, namely 𝑌𝑌𝑇𝑇 is in fact influenced by all 
the previous inputs and therefore the most representative for classifying the entire sequence. Given 
the number of classes 𝐶𝐶, the vector 𝑌𝑌𝑇𝑇 is passed to a fully-connected layer with a weight matrix of 
dimension (𝐶𝐶 ×  𝑁𝑁ℎ) and bias vector of size (𝐶𝐶 ×  1). The fully-connected layer is further connected 
with a soft-max layer and a classification layer after that, constituting the classic classification 
structure. 
 

 
Figure 5: Recurrent Neural Network structure. In this study 𝑋𝑋𝑡𝑡 ∈ ℝ10, 𝑌𝑌𝑡𝑡 ∈ ℝ15 

The internal structure of the repeating unit (RU) of a simple RNN is showed in Figure 6 on the left 
representing the mathematical relationship between the vectors 𝑋𝑋𝑇𝑇 ,𝑌𝑌𝑇𝑇 𝑎𝑎𝑁𝑁𝑁𝑁 ℎ𝑇𝑇, given: 

- 𝑀𝑀ℎ and 𝑀𝑀𝑦𝑦 weight matrixes of size (𝑁𝑁ℎ ×  𝑁𝑁ℎ) 
- 𝑀𝑀𝑥𝑥 the weight matrix of size (𝑁𝑁ℎ ×  𝑁𝑁𝑁𝑁) 
- 𝑏𝑏ℎ and 𝑏𝑏𝑦𝑦 bias vectors of size (𝑁𝑁ℎ ×  1) 

The values retained by these weights and biases are computed during the training process searching 
for the optimum point of the cost function. The activation function tanh is the hyperbolic tangent and 
constitutes part of the classical recurrent unit of a simple RNN capable of solving simple sequence 
classification problems. These types of recurrent networks suffer from what is known in literature as 
problems of vanishing or exploding gradient due to the fact they are not capable of propagating 
information through time except for the previous time instant. 
 

 Neural classification with memory 
 
Long Short-Term Memory RNNs (LSTM) solve vanishing gradients problem by changing the 
structure of the recurrent unit, using the much more complex structure shown in Figure 6 on the right. 
It has been proven [30], [31] that LSTM networks are capable of blocking, forgetting and retaining 
information through the block gate �̃�𝐶𝑡𝑡, the forget gate 𝑠𝑠𝑡𝑡, the input gate 𝑁𝑁𝑡𝑡 and the memory state 𝐶𝐶𝑡𝑡, 
all vectors of dimension (𝑁𝑁ℎ ×  1). 
The hidden layer vector together with output and input vectors have the same meaning and size as 
explained before and the size of weights and biases can be derived to make coherent the following 
operations: 

- ⨂ row-by-column matrix product 
- ⨁ sum between vectors 
- ⨀ Hadamard elementwise product between vectors. 

The activation function 𝜎𝜎 represents the sigmoid function. 
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Figure 6: Internal structure of the Recurrent Unit of a simple RNN (left) and a LSTM (right) 

The structure of the LSTM model developed for our study and depicted in Figure 7 has a classic 
Sequence to Single class value recurrent structure. The sequence input layer takes a sequence of 
feature vectors and passes the data to the LSTM layer whose output is the last vector of the hidden 
units. The LSTM layer output is then passed to a fully-connected layer with dimension 𝐶𝐶. The last 
combination of the two layers soft-max and classification, output the predicted single-value class 
associated with the sequence of feature vectors. Different number of hidden units, 𝑁𝑁ℎ, have been 
tested, and eventually increasing 𝑁𝑁ℎ beyond 15 did not result in any significant improvement. 
 

 
Figure 7: Long Short-Term Memory Model Structure. In this study: the number of channels is Nc=10, 
the number of hidden units is Nh=15, the number of terrain classes is C=4 

 Convolutional Neural classification with memory 
 
The Convoluted LSTM network (C-LSTM) takes advantage of the convolution process among 
features for terrain classification. The structure of this model showed in Figure 8 is like the previously 
explained except for the first part. The sequence input layer is in fact followed by a sequence folding 
layer that considers every feature vector from the sequence and passes it to a two-dimensional 
convolutional layer that performs the convolution process, similarly to the procedure described for 
the CNN model. The convolution results are normalized by the batch normalization layer and handed 
over to the rectified linear unit (ReLU) layer. The sequence unfolding layer then collects the results 
of these operations performed on every element of the feature vector sequence and together with the 
flatten layer they pass this new sequence to the LSTM layer. Specifically, the flatten layer reduces 
the extra dimensionality produced by the convolutional layer. 
The following layers of the net structure are identical to the LSTM model structure. This convolution 
process allows the C-LSTM model to autonomously search relationships between features thus sensor 
outputs values for classification purposes. Five different filters have been trained and the filter size 
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𝑆𝑆𝑠𝑠𝑁𝑁𝑓𝑓𝑡𝑡𝑁𝑁 is set equal to the channels vector length (𝑁𝑁𝑁𝑁=10) in order to let the net autonomously select 
a specific subset of inputs to be related and associated in a new channel. 
 

 
Figure 8: Convoluted Long Short-Term Memory Model Structure. In this study: the number of 
channels is Nc=10, the number of filers is Nfiltr=5, the number of hidden units is Nh=15 and the 
number of terrain classes is C=4 

 Benchmarking 
 
The results of the three proposed architectures can be compared with the well-established Support 
Vector Machine (SVM). An SVM is a powerful supervised machine learning methodology largely 
implemented for facing both regression and classification problems. SVM classifies the data 
attempting to separate them with hyperplanes during training and retains for testing only few samples, 
called support vectors. The input of an SVM model is a feature vector where the sensory data are 
generally composed or elaborated with expert knowledge. The SVM model used in this research has 
a polynomial kernel of fourth-order and “one vs one” coding. It may be further refined and tuned to 
optimize its performance. However, this is out of the scope of the present research and the interested 
readers are referred to specific Literature, e.g., [39].  
SVM input vector is computed simultaneously from IMU data and PRO data without down-sampling. 
Mean, standard deviation, skewness and kurtosis are computed from samples of length MW for every 
sensory output. The sample composed of 𝑁𝑁𝑁𝑁 sequences of measurements is therefore collapsed in a 
single vector of 4 ∙ 𝑁𝑁𝑁𝑁 elements describing the distribution of every single sequence up to the fourth 
moment. 
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V. Results and discussion 
In this Section, the performance of the three deep terrain classifiers is quantitatively evaluated using 
real data acquired in a commercial vineyard. First, the impact of the moving window (MW) size is 
investigated with a variation range from 0.5 s to 2 s every 0.1 s corresponding to patches from 25 cm 
up to 1 m. Then, standard classification metrics are calculated including accuracy, sensitivity, 
precision, and F1-scores. Normalized confusion matrixes are presented for performance evaluation 
corresponding to the MW that ensures the best results. Finally, computational burden and memory 
occupancy of all tested models are discussed to assess the feasibility for online implementation. 
 

 Parametric analysis  
The accuracy among 5-fold partitions is plotted in Figure 9 for each proposed model and moving 
window between the range 0.5 s and 2 s. The x-axis of Figure 9 contains the sample lengths expressed 
in centimeter. Each sample length (SL) corresponds to the odometry distance traversed by the robot 
at the constant speed of 0.5 m/s for a specific moving window (MW) period.  
The larger the window the better the accuracy. This can be explained when considering that increasing 
the MW size results in a larger informative content injected in the classifier [34]. CNN model leads 
to better accuracy than all other models at every MW. The mean accuracy of the CNN model is 
already above 80% for a sampling window of 0.5 s that corresponds to approximately only 25 cm of 
traversed terrain, and it sets to 90% for sampling windows larger than 1.2 s (i.e., 60 cm). Compared 
to CNN, SVM model correctly classifies at least 5% less of the available samples, starting with 
accuracy values lower than 75% for MW=0.5 s and reaching more than 80% for MW>0.9 s. For SL 
equal to 85 cm, CNN shows the highest accuracy of 92.8% that is 10.5% better than SVM. LSTM 
and C-LSTM models present similar accuracy values both always lower than SVM’s. The similarity 
between LSTM and C-LSTM results suggests that combining instant feature values into a sequence 
of filtered data does not lead to better performance. For SL=85 cm, the LSTM and C-LSTM models 
correctly perform 16% and 14.2% worse than the CNN model, respectively. C-LSTM Accuracy 
values contained in Figure 9 are a good way to understand the influence of MW on each model 
performance. Increasing values of MW generally lead to better 5-fold model’s accuracy for small 
values of MW whereas, for MW>1.2 s each model’s accuracy fluctuates around a certain value. Mean 
values and standard deviation for each model accuracy corresponding to MW∈ [1.3 𝑠𝑠, 2 𝑠𝑠] (or SL∈
[65 𝑁𝑁𝑚𝑚, 100 𝑁𝑁𝑚𝑚]) are contained in Table 2. 
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Figure 9: Accuracy of respectively LSTM (blue ∆), C-LSTM (red �), SVM (green ∇) and CNN (yellow 
◊) models for each sample length of terrain tested corresponding to different SL values 

Table 2: Mean and standard deviation for accuracy values corresponding to the MW 
range [1.3 𝑠𝑠, 2 𝑠𝑠] (i.e. [65 cm, 1 m]) 

 LSTM C-LSTM SVM CNN 
Mean Accuracy 77.1 % 77.4% 82.8% 91.5% 

Accuracy standard deviation 1.13% 1.61% 1.10% 1.08% 
 
Standard deviations and mean accuracy values in Table 2 suggest that not only the CNN model is 
more accurate than the others, but it is also more stable and less subjected to variations of MW for 
values greater than 1.2 s (or SL>65 cm). 
The distribution of sensitivity and precision is presented in Figure 10 and Figure 11. All models are 
perfectly able to recognize plowed terrain, independently of the MW and present difficulties in 
singling out concrete terrain and unploughed. Precision and sensitivity can be combined in terms of 
F1-score as shown in Figure 12. Sensitivity and Precision values are well balanced for all the models 
and all the classes; therefore, class specific performance can be evaluated analyzing F1-score in 
Figure 12. In particular, the CNN model outperforms SVM in classifying concrete samples, but show 
approximately the same F1-score values for dirt road. CNN model also presents better F1-scores for 
unploughed terrain where the recurrent models present difficulties. Dirt road F1-scores corresponding 
to recurrent models indicate better performance for the C-LSTM than LSTM. 
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Figure 10: Sensitivity of the LSTM, C-LSTM, CNN and SVM models for each MW tested 

 
Figure 11: Precision of respectively LSTM, C-LSTM, CNN and SVM models for each MW tested 
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Figure 12: F1 score of respectively LSTM, C-LSTM, CNN and SVM models for each MW tested 

As seen from Figure 9, the best accuracy is obtained by the CNN model for a value of the MW size 
of 1.7 s (or SL=85 cm), which is therefore adopted as the preferred design choice in the classifier 
implementation. 
 

 Performance evaluation 
The normalized confusion matrixes corresponding to the 5-folds results are presented for all models 
in Figure 13 for a value of MW=1.7 s, that led best results and is therefore used for further 
considerations. Analysis of normalized confusion matrixes outlines what classes are mistaken for 
each other. Diagonal elements of normalized confusion matrixes contain the sensitivity value of the 
corresponding class. As expected, the CNN presents better overall precision and sensitivity values 
for all classes, showing some difficulties only in sorting out dirt-road samples and unploughed ones. 
Concrete, dirt road and unploughed terrain are three similar compact terrains, LSTM, C-LSTM and 
SVM models present difficulties to sort them out from proprioceptive data. Instead, the CNN model 
proved to be particularly good in recognizing concrete samples, presenting higher values for both 
precision and sensitivity of this class. 
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Figure 13:Normalized Confusion Matrixes for all models and MW = 1.7 (SL=85 cm) 

 
 Computational burden 

 
The online implementation of a proprioceptive-based terrain classification model in the onboard 
processing unit of an autonomous robot requires low memory usage and fast performing. The 
computational burden of all trained models is therefore analyzed. Results are shown in  
Table 3 and they were estimated using a CPU intel i-9 working at 2.4 GHz. The overall classification 
time for a single observation calculated as an average value over the testing dataset is reported for all 
models in the third row of the table along with the corresponding average k-fold storage space (fourth 
row). 
The time required for the analysis of a given observation can be divided into a feature generation time 
followed by a classification time. In this respect, RNNs offer an advantage since they do not require 
any feature generation stage beside being able to give predictions for every instant of acquired raw 
data. It should be also noted that SVM entails a preliminary stage for the feature space design that 
can absorb a significant amount of time and it is subject to a large extent on the user expertise. 
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Although, this “supervised” preparatory stage is overlooked in this analysis, it represents a clear 
limitation of SVM when compared to CNN.  
SVM model needs less time to predict the terrain type but weights more on the memory. Memory 
space occupied by SVM model depends on how much support vectors are retained to classify a dataset 
and varies with types of features extracted from signals. Highly non-linear problems correspond to a 
vast amount of support vectors to be retained hence occupying larger space. On the contrary, storage 
space occupied by RNNs depend only on the engineered structure, simple recurrent structures result 
therefore in lighter models for resolving highly non-linear classification problems. It is noteworthy 
also that classification time required by RNNs is highly dependent on sequence length. Longer 
sequences require more calculations to be classified due to the recurrent structure of the model. 
Memory space occupied by CNN model depends on the input size of the multichannel spectrogram 
that is related to sequence length as well.  
Figure 14 shows relationship between sample length (SL) and required classification time for neural 
networks models. From SL=30 cm to SL=1 m the samples are quite representative of terrain and 
increasing their dimension results in more computation required for classification. As it can be seen 
from the slope of curves in Figure 14 this effect is more significant for RNNs than it is for CNN. 
Increasing SL from 30 cm to 1 m results in 0.083 ms more required by C-LSTM, 0.088 ms more for 
LSTM and 0.0329 ms more for CNN. Larger values of MW result in higher computation time 
required also for feature generation. Build the feature vector based on statistical moments for SVM 
requires at least 0.095 ms for MW=0.5 s and 0.157 ms for MW=2 s. Assembling the multichannel 
spectrograms computed with FFT requires the largest amount of time for CNN classification, ranging 
from 0.665 ms for MW=0.5 s and 2.6 ms for MW=2 s. 
 

Table 3: Model’s computation burden for the classification of a single observation. For all models it 
is assumed MW=1.7 s (i.e., SL=85 cm) 

 SVM CNN LSTM C-LSTM 
a: Feature generation 0.140 ms 2.157 ms 0 ms 0 ms 
b: Classification  0.013 ms 0.104 ms 0.228 ms 0.277 ms 
a+b: Total computation time 0.153 ms 2.261 ms 0.228 ms 0.277 ms 
Storage space 0.671 MB 0.025 MB 0.020 MB 0.314 MB 
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Figure 14: Average classification time as a function of the sample length LSTM (blue ∆), C-LSTM 
(red �) and CNN (yellow ◊) 
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VI. Conclusion 
 
This research investigated the use of three deep learning strategies to tackle the terrain estimation 
problem using proprioceptive data. Ten sensory measurements were used to feed models that predict 
the traversed terrain after a sufficient listening time. Sensor’s channels efficient combination plays a 
key role in the terrain estimation task. Best performance was obtained using FFT to compute 
spectrograms of available signals for every terrain patch and assemble them in a multichannel image 
within a convolutional network. The CNN model correctly classified up to 92.8% of the observations, 
10.5% more than standard SVM concatenating statistical moments, 16% more than LSTM and 14.2% 
more than C-LSTM. In the existing Literature, higher performance for SVM were reached through 
extraction of terramechanics parameters often requiring expensive sensors like load-cells for forces 
and torques on wheels or unavailable ones like GPS for wheel slippage. Nevertheless, SVM proved 
to be faster than all tested models although RNNs can give real time estimate of traversed terrain with 
lower accuracy. The largest accuracy was achieved for 1.7 s of sensor’s recordings or approximately 
85 cm of traversed terrain. Required computations for prediction took the CNN model 2.26 ms on 
average making it the slowest of tested models but still suited for online prediction, especially because 
the use of a dedicated GPU or low-level programming would boost computation times. The proposed 
proprioceptive-based CNN along with the feature extraction and organization proved advantageous 
under a variety of aspects. Besides being more accurate than other deep models while being fast 
enough for online terrain implementation, it can be fed with unfiltered data, hardly classifiable with 
SVM [3]. 
Future developments will deal with the study of scalability and portability to other robots of different 
size, weights, and locomotion systems. Strategies for self-supervised learning will be also pursued 
where the vehicle starts its operations with no a priori knowledge of the models that are built 
progressively during motion. 
 

Software repository 
The codes and data used for this research are publicly available at this link (provisional): 
https://github.com/Ph0bi0/ATLAS_JT 
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