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Abstract
Polylingual Text Classification (PLC) is a super-
vised learning task that consists of assigning class
labels to documents written in different languages,
assuming that a representative set of training docu-
ments is available for each language. This scenario
is more and more frequent, given the large quantity
of multilingual platforms and communities emerg-
ing on the Internet. In this work we analyse some
important methods proposed in the literature that
are machine-translation-free and dictionary-free,
and we propose a particular configuration of the
Random Indexing method (that we dub Lightweight
Random Indexing). We show that it outperforms
all compared algorithms and also displays a signif-
icantly reduced computational cost.

1 Introduction
With the rapid increase in the amount of multi-cultural and
multilingual information on the Internet, how to properly
classify texts potentially belonging to many different lan-
guages has become a problem of relevant practical interest.
How to effectively leverage multilingual information consti-
tutes a sub-task of Multilingual Text classification (MLC)
typically known as Polylingual Text Classification (PLC). In
PLC, and differently from Cross-Lingual Text Classification
(CLTC) [Bel et al., 2003], a representative set of training doc-
uments for each language is assumed available. Therefore,
a straightforward solution may consist of training a separate
monolingual classifier for each language (the so-called naı̈ve
polylingual classifier [Garcı́a Adeva et al., 2005]) and merg-
ing the outcomes of each classifier [Amini et al., 2009]. How-
ever, such a solution is suboptimal, since each classifier does
not take advantage of the training documents available for the
other languages. The challenge in PLC consists thus of im-
proving the final classification performance with respect to a
set of independent monolingual classifiers.

In addition to traditional difficulties encountered in TC,
there are specific obstacles that arise in the polylingual sce-
nario, which are mainly related to the high dimensionality
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problem (which is due to the presence of multiple languages)
and the feature disjointness problem (which is due to their
lack of lexical overlap).

To overcome these difficulties some authors propose the
use of automatic machine translation (MT) tools [Bel et al.,
2003; Wei et al., 2011], multilingual ontologies [Nastase and
Strapparava, 2013], or bilingual corpora [Vinokourov et al.,
2002] as a means to fill the gaps among the different lan-
guages. These approaches are however limited by the need of
external resources, which might not be available for all lan-
guages of interest or not be public / free to use. As a response
to these drawbacks, methods for the automatic acquisition of
bilingual dictionaries [Wei et al., 2014] have been proposed.
However, these methods are affected by high computational
costs, due to the use of sophisticated statistical analysis. With
the goal of reducing the restrictions imposed to the final clas-
sifier, we will restrict our investigation to methods that are
both MT-free and dictionary-free.

One of the main challenges in PLC concerns the relevant
increase in the number of features that represent the docu-
ments. An important dimensionality reduction technique is
Latent Semantic Analysis (LSA) [Deerwester et al., 1990],
which has been later applied to cross-lingual problems [Du-
mais et al., 1997] and multilingual classification [Xiao and
Guo, 2013]. Random Indexing (RI) [Kanerva et al., 2000;
Sahlgren, 2005], a method belonging to the family of Random
Projections methods [Papadimitriou et al., 1998], arises as a
computationally cheaper alternative to LSA [Sahlgren, 2001],
while at the same time preserving some important character-
istics of LSA [Fradkin and Madigan, 2003].

In this work we investigate the suitability of RI as a rep-
resentation scheme for PLC. Besides the fact that the origi-
nal relative distances are approximately preserved in the new
space [Johnson et al., 1986], it turns out that, in a multilin-
gual scenario, each latent axis is defined as a random linear
combination of the original terms regardless of the language
these terms belong to. As a result the entire new space be-
comes informative for all languages at once. While RI has
already been tested in multilingual scenarios [Sahlgren and
Karlgren, 2005] and monolingual TC [Sahlgren and Cöster,
2004], to the best of our knowledge it has not been tested
in the PLC case so far. We identify a particular config-
uration of RI, dubbed Lightweight Random Indexing (LRI)
[Moreo Fernández et al., 2016], that presents a significantly



reduced computational cost, and we conduct an analytical
study that can be useful to better understand the nature of
random mapping methods.

2 Lightweight Random Indexing
RI is a distributional semantic model that builds distributional
vectors for words based on the observation of the terms they
co-occur with. To do so, RI maintains a dictionary of random
index vectors for each feature in the original space. Each ran-
dom index vector consists of an n-dimensional sparse vector
with k non-zero values, randomly distributed across +1 and
-1. The distributional vector of a word is iteratively updated
by cumulating the random index vectors of the words in its
context, in an online fashion.

When applied to text classification [Sahlgren and Cöster,
2004], RI is reformulated to build distributional vectors for
documents (and not for words), considering the entire docu-
ment as the context. That is, documents end up being repre-
sented by the aggregation of the random index vectors of the
terms they contain (weighted by their tfidf score). RI has been
tested in (monolingual) text classification using SVMs as the
classifier [Sahlgren and Cöster, 2004] but, to the best of our
knowledge, has never been applied to poly-lingual contexts.

RI depends on two parameters: k, the percentage of non-
zero values in the random index vectors, and n, the predefined
dimensionality of the mapping. Setting k = 1%n is a com-
mon practice in the related literature (denoted RI1% in our
experiments), since it is known to help in preserving matrix
sparsity.

Beside sparsity, the choice of k in RI has an effect on the
probability that two random index vectors are orthogonal. We
observed that the probability or orthogonality, i.e., 〈~u,~v〉 = 0,
for any two randomly generated vectors ~u,~v tends to increase
as k decreases (it also increases when n increases, but by a
fairly slower ratio – a broader discussion is later offered). Ad-
ditionally, it could be shown that even for small values of k it
is possible to encode a large number of distinct features in a
reduced space (provided n is sufficiently high). As an exam-
ple, by setting k = 2 and n = 5, 000 it is possible to encode
2n(n − 1) = 49, 990, 000 distinct features. Note that this
capacity already exceeds the demands of big datasets, while
it still allows for a drastic reduction in the original feature
space (typically, of the order of hundreds of thousands of di-
mensions).

Accordingly, and contrarily to the common RI1% setting,
we propose to set k = 2, i.e., to the smallest possible value
for which a RI projection is still feasible1. We dub this con-
figuration Lightweight Random Indexing (LRI). LRI presents
the following advantages with respect to standard RI1% and,
in general, with respect to any RI with k > 2:

• Each index vector has only two non-zero values. The
mapping can be allocated in memory for any number of
original features, and the projection is performed very
quickly.

1Note that choosing k = 1 is equivalent to performing a random
permutation of feature indexes in a bag-of-words (BoW) represen-
tation when n = |F |, and is insufficient to distinctly encode all
features if n < |F |.

• Given a fixed value of n, LRI has a higher probability of
generating nearly-orthogonal projections.

• Parameter k becomes a constant that needs no tuning.

3 Experiments
We have compared LRI against (1) the polylingual BoW rep-
resentation (PolyBoW – a language-agnostic BoW represen-
tation which simply represents all documents in the same fea-
ture space where each distinct term, irrespective of its lan-
guage, is given a dedicated dimension), (2) the naı̈ve mono-
lingual (MonoBoW) classifiers2 [Garcı́a Adeva et al., 2005],
(3) Random Indexing with k = n/100 (RI1%) [Sahlgren
and Cöster, 2004], (4) the Achlioptas mapping [Achliop-
tas, 2001], (5) Cross-Lingual Latent Semantic Analysis (CL-
LSA) [Dumais et al., 1997], (6) Multilingual Domain Models
(MDM) [Gliozzo and Strapparava, 2005], and (7) feature se-
lection on PolyBoW (FS)3.

We have run experiments on different polylingual tasks, in-
cluding classification of polylingual comparable documents,
dimensionality reduction of the polylingual feature space, and
the improvement of different monolingual classifiers by lever-
aging poly-lingual information4. The classifier was, in all
cases, generated via SVMs with a linear kernel and with the
rest of the parameters left to their default values.

As the effectiveness measures we use the macro- and
micro-averaged versions of F1, the harmonic mean of pre-
cision (π) and recall (ρ).

As the datasets on which to test our model we have consid-
ered two publicly available multilingual corpora, the Reuters
RCV1/RCV2 and the JRC-Acquis collections. For the sake
of brevity, in this extended abstract we will restrict our atten-
tion to the RCV1/RCV2 experiments, and refer the interested
reader to [Moreo Fernández et al., 2016] for more details.

RCV1/RCV25 consists of 804,414 English news stories
(RCV1) plus 487,000 news stories written in other thirteen
languages (RCV2) and produced by Reuters from 20 Aug
1996 to 19 Aug 1997. The collection is comparable at topic
level, i.e., news stories are not direct translations of each other
but are instead news referring to similar or related events
written by local reporters in different languages. We ran-
domly selected 8,000 news stories for 5 languages (English,
Italian, Spanish, French, German) pertaining to the last 4
months (from 1997-04-19 to 1997-08-19), and we performed
a 70%/30% train/test split, thus obtaining a training set of
28,000 documents (5,600 for each language) and a test set of
12,000 documents (2,400 for each language). In our experi-
ments we have restricted our attention to the 67 classes (out
of 103) with at least one positive training example for each
of the five languages. After preprocessing (stopword removal

2PolyBoW and MonoBoW correspond to the NP1C and NPNC
setups in [Garcı́a Adeva et al., 2005].

3Information Gain was used as the term space reduction function
and round robin as the selection policy.

4The code all experiments is publicly available at http://
hlt.isti.cnr.it/jatecs/ as part of the JaTeCs project
[Esuli et al., 2017]

5http://trec.nist.gov/data/reuters/reuters.
html



Figure 1: Monolingual classification on RCV1/RCV2 using FM1 (left) and Fµ1 (right) as the evaluation measures.

Figure 2: Dimensionality reduction experiments on RCV2/RCV1.

and stemming) the number of distinct features amounted to
123,258.

3.1 Results
Polylingual information
As a first case of study, we investigate how much the ad-
dition of polylingual information affects the performance
of a monolingual classifier. In this scenario we compare
MonoBoW, where training is performed only on documents
of the same language of the test documents; PolyBoW, which
trains on documents from all the five languages; and LRI, for
which we set n = |F | (i.e., no dimensionality reduction).

The results shown in Figure 1 show that the simple addi-
tion of examples in different languages (PolyBoW) helps to
improve the performance for the monolingual task, probably
because of the shared words across languages; however, LRI
clearly outperforms both MonoBoW and PolyBoW. The im-
provements are more marked for FM1 than for Fµ1 , indicating
that the improvements especially take place in the more infre-
quent classes, which impact susbstantially on FM1 but not on
Fµ1 .

Note that in this experiment the matrices that PolyBoW
and LRI feed to the learning algorithm are of the same size.
However, in LRI all dimensions become potentially useful for
all languages due to random projection.

Dimensionality reduction
The following experiments explore the dimensionality reduc-
tion aspect of the problem, and concern a realistic polylin-

gual scenario, where both training and test data are of a mul-
tilingual nature. To test the scalability of LRI when several
languages are involved we conducted an experiment vary-
ing the feature space dimension from 500 to 10,000. Due to
its high computational costs, we varied the dimensionality of
CL-LSA from 500 to 1000 (Figure 2); for MDM the dimen-
sionality was set to 400, according to indications reported in
[Gliozzo and Strapparava, 2005]. Note that not all algorithms
were able to complete their execution due to memory con-
straints.

LRI obtained good results on both macro- and micro-
averaged F1, while the other methods exhibited alternating
performance on the two measures. RI1% obtained compa-
rable results in terms of FM1 but performed poorly on Fµ1 ;
in contrast, PolyBoW performed comparably in terms of Fµ1
but worse in terms of FM1 . Surprisingly CL-LSA and MDM
performed worse than the naı̈ve classifier (MonoBoW) with
all features. However, it should be remarked that they outper-
formed all other baselines in Fµ1 with only 400 (MDM) and
1000 (CL-LSA) dimensions.

4 Analysis: Space and Time Efficiency
The random projection has a direct impact on sparsity. Each
time a document contains a feature, k non-zero values are
placed in the projected matrix. It is usually the case that
sparsity benefits not only space occupation but also execution
time. To explore this phenomenon we run experiments con-
sidering only English and Italian documents, which generate



Figure 3: Reuters RCV1/RCV2 English and Italian (11,200-by-51,828 full training matrix size). Left: matrix density; center: memory load;
right: execution time.

Figure 4: Contour lines on the impact of dimensionality n and non-zero values k on performance (left), execution time (center), and proba-
bility of finding an orthogonal pair of random indexes (right). Darker regions represent lower values.

a 11,200-by-51,828 co-occurrence matrix, and examine their
matrix density load (percentage of non-zero values over the
total matrix size), memory load (absolute number of non-zero
values), and execution time6 (Figure 3). LRI requires double
the space of standard BoW, but succeeds to preserve sparsity,
while RI1% drastically increases the matrix density and pro-
duces a large memory load. MDM, LSA, and Achlioptas’
method operate on dense matrices, which has a clear impact
in execution times. The total time needed by LRI is roughly
higher by a factor of 2 with respect to the full BoW represen-
tation, which is still negligible if compared with the rest of
baselines, especially RI1% and the Achlioptas mapping.

We empirically studied the probability function of this
event as a function of the number of non-zero values (k) for
RI, ranging from 2 to 100, and of the reduced dimensionality
(n), ranging from 1,000 to 10,000 (Figure 4).

The following trends can be directly observed from the re-
sults. The performance in RI1% improves at the cost of space
and time efficiency, and by gradually disrupting the orthog-
onality of the base. On the contrary, LRI behaves differ-
ently: when dimensionality increases, (i) accuracy improves

6All the experiments were run on a dedicated Intel i7 64bit pro-
cessor with 12 cores, running at 1,600MHz, and 24GBs RAM mem-
ory.

(ii) without penalizing execution times due to the preservation
of sparsity, and (iii) the orthogonality of the base is improved.

5 Conclusions
Lightweight Random Indexing is a machine-translation-free,
dictionary-free variant of RI that better preserves matrix spar-
sity (i.e., both memory load and training times are not pe-
nalized) and increases the chance of orthogonality among
random vectors. This configuration yielded the best results
in classification accuracy in two popular multilingual bench-
marks.

In the polylingual BoW representation most of the features
(dimensions) are only informative for one of the languages.
RI instead maps the feature space into a space that is shared
among all languages at once. The effect is that any dimen-
sion of the space becomes informative regardless of language.
In a particular configuration in which the projection space is
larger than the actual number of different features for a single
language, the “kernel-trick” effect appears: the informative
space for each language is enlarged and it thus becomes more
easily separable.
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