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Abstract

We present a novel approach to identifying individual pairs of phonetic correspon-

dences in a dataset of dialect pronunciations. This continues work identifying shib-

boleths (i.e., characteristic features of a given dialect), a category that has interested

dialectology and that dialectometrical research has examined mostly in the form of

categorical data or entire phonetic transcriptions. This article reaches into segmen-

tal sequences (phonetic transcriptions) to identify individual phonetic correspon-

dences. We follow earlier work in examining how distinctive and how representa-

tive a given phonetic correspondence is for a selected group of varieties. We pro-

ceed from string alignments, and innovate in characterizing the important notions

via information theory. Despite minor problems, the method improves on the gen-

erality of competing approaches and can be shown to be useful in detecting charac-

teristic phonetic correspondences in Tuscan varieties. We argue that this facilitates
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deeper investigation into the relation between aggregating approaches to dialectology

and approaches proceeding from features.

Keywords

sound correspondence – dialectology – information theory – alignment – Tuscan

dialects

1 Introduction

Traditional dialectology emphasized the collection of large amounts of data

organized into dialect atlases. The emphasis on size was important to those

early researchers because of their conviction that the phenomenonof language

variation was broad and deep. To this day, the atlases still provide excellent

resources for research into language variation. However, in spite of appreci-

ating large amounts of data, early research was hampered by the absence of

tools for analyzing collections involving hundreds of sites and linguistic vari-

ables, and thus tens of thousands of observations.

In contrast, published analyses always emphasized the role of single features,

or small numbers of these. The features may be phonetic, morphological, lexi-

cal, syntactic, or otherwise, but the analysis proceeded one feature at a time.

The distribution of the individual variantswith respect to geographywas the

focus of study, and special emphasis was given to features that geographically

coincided, leading to “bundles of isoglosses.” It is uncommon to see feature-

based analyses that justify their conclusions using more than 10 features, and

many use much smaller numbers.

An alternative research line that has become popular in recent decades is

dialectometry, where one proceeds from the same large collection of linguis-

tic material but uses a metric for measuring differences numerically. This step

enables aggregate analyses, rising above the level of individual features. For cat-

egorical linguistic variables, a simplemetric suffices: same vs. different, 0 if the

same, 1 if different. For data in the form of phonetic transcriptions, edit dis-

tance is often used (Nerbonne, 2003). However the linguistic differences are

measured, larger-scale analyses are based on the aggregate differences of a sub-

stantial sample.

Intuitively, it is clear that the two approaches ought to be arriving at similar

conclusions. Feature-based analyses ought to resemble aggregate analyses as

the number of features in the analysis increases, and dialectometrical analysis
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should be able to probe the aggregates they are based on to identify elements

contributing the most to aggregate differences. It is straightforward to see why

this is so in the case of categorical data, where the dialectometric approach

simply sums the differences of all the features recorded in a given dataset.

For phonetic data, where differences are often measured using edit distance,

it is more difficult to see the relation, first since edit distances compare entire

words, not simple segments; second, because the comparisons also involve the

insertions and deletions of phonetic segments as well as their substitutions;

and third, because the operationsmay be weighted, for example to reflect pho-

netic similarity (Heeringa, 2004).

The focus of the current paper is the extractionof phonetic correspondences

from analyses of dialectal pronunciation using edit distance where segment

operation weights are determined using pointwise mutual information (pmi).

We hope that this will be a further step toward unifying feature-based and

dialectometric analyses of linguistic variation.

We proceed from a dialectometric perspective, exploring techniques for

identifying features characteristic of a given region or social group. Such fea-

tures are intrinsically interesting to a great many lay people, including actors

and comedians. They have attracted less attention in work in the dialectome-

try, even though they are a popular facility in the dialectometrically inspired

Gabmap web application (Leinonen et al., 2016). Our primary motivation is

setting the stage for understanding the relation between dialectometry and

feature-based research in dialectology, but it is also pleasing to satisfy lay

curiosity.

In the rest of this introduction, we elaborate on themotivation for this work

and discuss prior work, after which we expand on our intended contribution.

Following the introduction there are sections on the empirical target of the

work—Tuscan dialects—and the dataset we focus on, taken from the Atlante

lessicale toscano, a lexical atlas focusing on dialectal variation throughout Tus-

cany, a region in central Italy.We thenhave sections onourmethods, our results

and discussion, and a brief concluding section.

1.1 Motivation

Dialectometry has advocated the analysis of large aggregates of material, such

as all the material in the dialect atlas of a substantial area (Séguy, 1973; Ner-

bonne, 2009), which may involve hundreds of items sampled at hundreds of

sites.1

1 Haag (1898) foreshadowed dialectometry in advocating quantifying over individual differ-

ences.
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Older work in dialectology tended, like dialectometry, to celebrate large col-

lections of data, and by dint of extensive study could identify individual fea-

tures that characterized different speech areas, such as syllable-final /r/, largely

absent in the east of England; the pronunciation of the diphthong /aı/, as in

high, in American speech, largely pronounced as a monophthong /a/ in the

American South; or thepronunciationof /p, t, k/ inmanyGermanwords,which

has given way to /p͡f, ͡ts/ for /p, t/, respectively, and /x/ and /h/ for /k/, in the

southern parts of the German-speaking areas. Of course, lexical and grammat-

ical differences are likewise excellent candidates as potentially distinguishing

features, but it is safe to say that pronunciation differences have enjoyed the

lion’s share of attention. Dialectometry has brought to this study analytical

techniques to determine dialect regions exactly and statistical techniques to

justify identifying certain features as characteristic.

These two traditions in dialect research—aggregate analyses and feature-

based analyses—are best seen as complementary rather than contradictory.

Indeed Pickl and Rumpf (2011) point out that the geographic distributions

of individual features are often quite different from aggregate distributions,

something noted in other quantitative work as well, such as Nerbonne (2009),

where the different distributions play a role in the argument for an aggregate

view.

In pursuing the goal of seeing how the two approaches might complement

one another, we shall proceed from the aggregate view, because the preference

for aggregate analyses has been subject to validation studies. Gooskens and

Heeringa (2004) showed that aggregate distance measures correlated strongly

withNorwegian dialect speakers’ perception of similarity (r = −0.78, p < 0.001,
Mantel test), andWieling et al. (2014) demonstrated a slightly stronger correla-

tion between native English speakers’ perception of “non-nativelikeness” and

an aggregate measure of pronunciation difference (r = 0.81).
In our work, we proceed from an aggregate analysis of dialect material, to

then go on to detect characteristic elements, sometimes referred to as shib-

boleths, or variants of speech that convey information about the origin of a

speaker.2

2 In case the term is unfamiliar, we note that it stems from a story in the Old Testament where

Ephraimites were killed by their enemies when they were caught fleeing from conquered

land. The Gileadites, the enemies of the Ephraimites, asked the fugitives to pronounce the

word shibboleth when they claimed not to be Ephraimites. Unable to pronounce the initial

[ʃ], the fugitives revealed themselves to be Ephraimites and thus were killed (Judges 12:5–

6).
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1.2 Prior work

Pickl (2016) analyzed inter alia phonological traits in Bavarian Swabian, pro-

ceeding froma site-by-featurematrix andanalyzing it using factor analysis.This

results in sets of sites sharing the same feature value, but it requires manual

coding of the feature values. The factors do group sites, but correspond at best

to very low-level dialect areas (Pickl refers to “types”). Sixteen factors accounted

for only 62.2% of the variance.

Wieling and Nerbonne (2011) used bipartite spectral graph partitioning,

which automatically associates groups of data collection sites with groups

of features, where the authors extracted phonetic correspondences obtained

by applying an edit distance algorithm. This paper focused on a comparison

between the standard on the one hand and all the dialects on the other. The

paper also introduced the notions of representativeness and distinctiveness to

evaluate the success of the attempt to find features characteristic of a given set

of varieties. Features are representative when they tend to occur throughout a

selected set of the varieties in question and distinctivewhen they tend to occur

only there. Exact definitions are provided below.

Other approaches have separated the determination of groups in data,

which relies on aggregate properties (e.g., based on mean differences), from

finding characteristic elements in those groups, which can be performed in a

separate step.

Montemagni et al. (2012) applied the spectral partitioning method to a

matrix of site by contextualized phonetic correspondences in Tuscan dialects,

where phonetic correspondences were weighted by their relative frequencies

in the data. Representativeness and distinctiveness were used to select the

most important correspondences. Montemagni et al. (2013) focused on spiran-

tization phenomena (including the famous gorgia toscana) and compared the

results that were obtainedwith andwithout contextual information. The latter

represents the workmost similar to our own in tackling the problem of detect-

ing phonetic correspondences, andwe generalize on thatwork bynot requiring

that researchers specify a phonetic contextwithinwhich correspondencesmay

be gathered and studied and by separating the determination of the groups

from the identification of characteristic elements.

Our procedure will look more widely, admittedly sacrificing sensitivity for

coverage. We examine all corresponding sound pairs observed in multiple

sequence alignments. Since Montemagni et al. (2013) wished to examine the

effect of context, the added specificationmade sense there, but it also restricted

the generality of their results.

Prokić and Nerbonne (2013) generalized the search for characteristic ele-

ments by using all the sound correspondences found in a large set of Bulgarian,
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obviating the need to first select the correspondences of interest. They focused

on correspondence in alignment positions, which yieldedmany-to-many pairs

of correspondence sets, less precise than our target. They then examined the

geographic distributions of the most representative and distinctive correspon-

dences in eachof three areas inBulgaria and showed that these indeed coincide

with the dialect areas.We offer an alternativemathematical point of departure

in this paper, focusing on corresponding sounds instead of sets of sounds, and

move to another language area, Tuscany.

Sound correspondences also play amajor part in historical linguistics, where

scholars aim to detect regular correspondence patterns in order to detect cog-

nates and infer sound laws. The manual application of the established com-

parative method, however, is a cumbersome task, which is why substantial

advancements have been made to automate different parts of the method

(List, 2014, forthcoming). For this purpose, several techniques for calculating

phonetic similarity between sounds (and by extension word-forms) have been

developed, ranging from parameterized edit distances (Hall and Klein, 2010;

Hauer and Kondrak, 2011) over language-specific scoring schemes (List, 2014;

Rama, 2016) to adaptations of pointwisemutual information (Jäger, 2013; Jäger

et al., 2017; Dellert, 2018)—mostly with the goal of detecting cognates in mul-

tilingual word lists.

Identifying regular correspondence patterns is a more challenging task, and

only a small number of techniqueshavebeenproposed for that. Kondrak (2003,

2009) extracted pairwise correspondences from pairwise alignments, again

aiming at improving cognate clustering. List (2019) employed clique-covering

techniques to identify multilingual sound correspondence patterns that can

enhance reflex prediction (Bodt and List, 2022) and supervised phonological

reconstruction (List et al., 2022b). Daneyko (2020) employed probabilistic soft

logic (Bach et al., 2017) to subsequently detect sound correspondences and

infer sound laws for multiple related languages.

1.3 Intended contributions

We aim to detect segment-based shibboleths. Instead of looking for distinctive

words, we aim to automatically find phonetic correspondences that are charac-

teristic for a given group of varieties. The method will employ the representa-

tiveness anddistinctiveness of a givenphonetic correspondencepair using pmi

(Church and Hanks, 1990). In addition to extending the methodology aimed at

finding characteristic elements in variationist linguistics to sound segments,

we also propose a revision of the treatment of representativeness in an effort

to improve performance.

Throughout this work, we use the term “phonetic correspondences” to

describe arbitrary soundpairs forwhichwe are able to quantify the characteris-
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ticness with respect to a chosen area or dialect cluster. A phonetic correspon-

dence between two sounds i and j is characteristic if varieties inside the cluster
frequently use i in positions where varieties outside the cluster use j.

The intuitive interpretationof thismeasurement is that theusageof i instead
of j is very characteristic for speakers of a defined dialect cluster if the calcu-

lated characteristicness value is high. However, since we do not make use of

underlying representations or notions of standard language, and only oper-

ate on surface-level phonetic transcriptions, this metric does not attempt to

quantify how certain varieties deviate from an underlying or standard pro-

nunciation. Instead, all surface forms are treated equally, without any notion

of directionality. The characteristicness metric should therefore not be inter-

preted as “speakers of these dialects say i instead of j,” but rather along the lines
of “some underlying position tends to surface as i among the defined dialects

and as j among the other dialects.”

We would also like to add that the term “correspondence” is used differ-

ently in historical linguistics compared with its use here (and elsewhere) in

dialectology. Both linguistic subdisciplines seek regular sound correspondence

patterns—the dialectologist as (imperfect) indicators of provenance, and the

historical linguist as indicators of sound shifts. The dialectologist does not

expect correspondences to be perfectly regular, while the historical linguist

sees apparent exceptions as reasons to seek refinements in the correspon-

dence, perhaps involving contextual details or the influence of later develop-

ments.We do not attempt to discover a set of perfectly regular correspondence

patterns thatmight (nearly) exemplify the Neogrammarian regularity of sound

shift. Instead, we draw an aggregate picture of which sounds tend to be pro-

nounced in a characteristic way with respect to certain dialects, or which pho-

netic variations coincide with a bipartition of a dialect continuum.

We test our work by looking for phonetic correspondences in the dialec-

tal corpus of the Atlante lessicale toscano (Lexical atlas of Tuscany), and we

will regard the work as successful if we detect correspondences that have been

noted in previous studies, both traditional and dialectometric.

2 The data

2.1 Atlante lessicale toscano

Thedata that is used in this study comes from the Atlante lessicale toscano (Gia-

comelli et al., 2000), which from now onwill be referred to as alt. As the name

suggests, alt is a linguistic atlas that contains lexical (lessicale) data for dialec-

tal varieties spoken in Tuscany (Toscano). The corpus was primarily collected
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in order to account for lexico-semantic variation, but it still contains valu-

able information about phonetic variation within the speech varieties (Mon-

temagni et al., 2013). The qualitative adjective toscano in the title refers to the

political entity of Tuscany rather than to the linguistic classification of Tus-

can varieties; the alt therefore also contains linguistically non-Tuscanvarieties

which are spoken in peripheral areas of Tuscany.

The alt data were collected between 1974 and 1986, resulting in about two

million individual responses from 2,193 speakers differentiated with respect to

age, socioeconomic status, education, and culture who were each asked 745

questions. The entire alt corpus was compacted into about 380,000 database

entries, of which about 350,000 contain georeferenced responses to the ques-

tionnaire items, and about 30,000 record additional dialectal items that

emerged during the interviews.

In the alt, each dialectal item is assigned different levels of representation

organized in layers of progressively decreasingdetail, going fromphonetic tran-

scription to the levels of orthographic and normalized representations (Cucu-

rullo et al., 2006). The phonetic representation used in the alt project was a

geographically specialized version of the transcription system from the “Carta

dei dialetti italiani” (Grassi et al., 1997). The criteria which guided the defini-

tion of the alt normalized representation level permit one to focus on pho-

netic/phonological variance (which is the subject of this study), without inter-

ference from any other linguistic description level (e.g., morphology) which

would produce noise. To illustrate this more concretely, phonetic variants orig-

inating from productive phonetic processes are assigned the same normalized

form (e.g., [skjaˈtʃːata], [skjaˈtʃːaθa], and [skjaˈtʃːada] are all assigned the same

normalized representation, schiacciata), whereas, for example, singular vs. plu-

ral word-forms are assigned distinct normalized forms (i.e., [skjaˈtʃːata] and

[skjaˈtʃːate] are assigned different normalized forms, schiacciata and schiac-

ciate, respectively).

2.2 The experimental dataset

For this study, the data from the alt was normalized and reduced in some

dimensions in order to make the experimental setup more straightforward. In

particular, this means:

– Non-Tuscan varietieswere excluded from the experimental dataset. The net-

work of locations investigatedwas restricted to the 213 locations (out of 224)

where Tuscan dialects are spoken.

– Phonetically transcribed data were automatically converted to the Interna-

tional Phonetic Alphabet (ipa; Wieling et al. 2016).

– Due to the alignment of the different alt representation levels (see Section
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2.1), the dataset used in this study was formed by automatically extracting,

for each attested normalized form (henceforth nf), the set of associated

phonetic variants (henceforth pvs).

– When multiple phonetic realizations (pvs) of the same nf were attested in

the same location, the most frequent one was chosen.

– Only nouns and adjectives were chosen. Most of them were single words; a

few were parts of frozen multi-word expressions.

– The areal coverage of selected nfs was required to be greater than or equal

to 100 locations (of the 213 locations).

The resulting experimental dataset built as described above includes 444 nfs,

associatedwith 68,740different pvs (types) and 448,487 pv tokens.This derived

dataset was first used by Montemagni et al. (2012, 2013) in order to study pat-

terns of phonetic variation; in contrast to our study, they retainedmultiple pvs

per site and nf. In order to assess the representativeness of this subset with

respect to the whole set of nfs having at least two pvs attested in at least two

locations, they measured the correlation between phonetic distances in the

overall dataset (Montemagni, 2008) and the selected sample, which turned out

to be nearly perfect (r = 0.994). Other datasets have been used in a comparable

manner in order to obtain data that only contains phonetic variation, without

the additional variation caused bymorphology, syntax, or the lexicon (Wieling

and Nerbonne, 2011; Prokić et al., 2012).

We wish to adhere to the fair principles (Wilkinson et al., 2016) for manag-

ing scientific data, making it findable, accessible, interoperable, and reusable.

We therefore formatted our data according to the cldf (Cross-Linguistic Data

Formats; Forkel et al. 2018) standards and published it as part of Lexibank (List

et al., 2022a), a large collection of (retro-)standardized lexical data. By employ-

ing those data standards, the published data is conveniently linked to reference

catalogs such as Glottolog (Hammarström et al., 2023) and Concepticon (List

et al., 2016).

2.3 Gorgia toscana

The gorgia toscana (literally ‘Tuscan throat’) refers to a prominent phonolog-

ical process in Tuscan dialects which may be expected to play a major role in

the present study, so we discuss it here in a focused way. In a strict sense, it

refers only to the lenition of the unvoiced velar stop /k/ to an [x] or [h] (hence

the name), but in a wider sense, analogical lenition processes of the other

voiceless plosives (/t/ > [θ]; /p/ > [ɸ]) belong to gorgia as well (Hall, 1949).

The voiced stops /b/, /d/, and /ɡ/ are also affected by the lenition, produc-

ing the surface forms [β], [ð], and [ɣ/ɦ] (Giannelli and Savoia, 1978; Marotta,

2001, 2008; Sorianello, 2001); in addition to that, Binazzi (2019) and Marotta
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table 1 Examples for gorgia

Spelling Standard Italian Tuscan Gloss

pepe /ˈpepe/ [ˈpeɸe] ‘pepper’

i piedi /i ˈpjɛdi/ [i ˈɸjɛdi] ‘the feet’

schiacciato /skjaˈtʃaːto/ [skjaˈtʃaːθo], [skjaˈtʃaːo] ‘flat’

la torta /la ˈtorta/ [la ˈθorta] ‘the cake’

amico /aˈmiko/ [aˈmixo], [aˈmiho], [aˈmio] ‘friend’

la casa /la ˈkaza/ [la ˈxaza], [la ˈhaza] ‘the house’

abete /aˈbete/ [aˈβete] ‘fir’

e beve /e ˈbeve/ [e ˈβeve] ‘(s)he drinks’

dado /ˈdado/ [ˈdaðo] ‘dice’

e dorme /e ˈdɔrme/ [e ˈðɔrme] ‘(s)he sleeps’

lago /ˈlaɡo/ [ˈlaɣo] ‘lake’

la gamba /la ˈɡamba/ [la ˈɣamba] ‘the leg’

ceci /ˈtʃetʃi/ [ˈtʃeʃi] ‘chickpeas’

la cena /la ˈtʃena/ [la ˈʃena] ‘the dinner’

grigio /ˈɡridʒo/ [ˈɡriʒo] ‘gray’

la gente /la ˈdʒente/ [la ˈʒente] ‘the people’

montemagni et al., 2013; binazzi, 2019

(2008) note that the affricates /t͡ʃ/ and /d͡ʒ/ tend to lose their occlusive parts

and become [ʃ] and [ʒ], respectively, a process we will refer to as deaffrication.

These lenitions occur only on short stops—long stops remain unaffected (Hall,

1949)—intervocalically or between a vowel and a glide or a liquid. Gorgia also

applies across word boundaries: /la ˈtorta/ ‘the cake’ surfaces as [la ˈθorta] in

Tuscan (Montemagni et al., 2013).

Table 1 shows examples for each lenition process belonging toTuscan gorgia.

It is notable that the lenitions of /k/ and /t/ can even result in complete dele-

tions. This stands in direct relation to the observation that there seems to be a

hierarchy among the places of articulation: velar stops are affected the most,

while dental stops are less affected than velar stops but more affected than

labial stops (Hall, 1949). Another dimension of this hierarchy is that voiceless

stops are affected more strongly than their voiced counterparts. The lenition

of affricates to fricatives seems to be the least common among the gorgia pro-

cesses discussed.

Research on Tuscan dialectology generally agrees that the gorgia phenome-

non spread from Florence to the rest of the Tuscan varieties; see Fig. 1 to
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figure 1 Physical map of Tuscany with labeled provinces

visualize the spreading of this phenomenon across the Tuscan territory. The

areas of Florence, Siena, Prato, and Pistoia are home to the varieties where

the lenition has the strongest effect, affecting all voiced and voiceless stops.

Further westward, in the areas of Lucca, Pisa, and Grosseto, it is primarily the

voiceless stops that are affected by gorgia, and in the eastern part of Tuscany,

the area of Arezzo, only the /k/ is weakened (Giannelli, 2000; Binazzi, 2019).

In their dialectometric study, Montemagni et al. (2013) confirm the picture

emerging from traditional dialectology and show that the spreading of Tus-

can gorgia from Florence to the rest of the Tuscan varieties assumes a wave-

like form; moreover, they observe that, for both voiceless and voiced stops,

the phenomenon affects the velars to a greater extent than it does the den-

tals, which in turn are affected more than the bilabials (velar > dental > bil-

abial).
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We shall keep gorgia inmind in examining the result of looking for phonetic

correspondences. If the work is sound, we predict that correspondences due to

gorgia will be found. But it is important to note here that other significant cor-

respondences may also exist in the data. We will not interpret the detection

of other differences as counterindications, but will rather attempt to interpret

them as separate features of genuine dialectal variation.We return to the prob-

lem of proposing a rigorous evaluation in the discussion.

3 Methodology

Following the approach of Wieling and Nerbonne (2011), which was also used

by Prokić et al. (2012) in order to find shibboleths on aword level, one proceeds

from a collection of varieties, for example a dialect area as represented by a

subset of the data collection sites that is then compared to all the remaining

sites. The goal is then to calculate a given feature’s representativeness and dis-

tinctiveness with respect to the set of varieties in the bipartite division. More

specifically, in this paper we calculate these values for the phonetic correspon-

dences between the two subsets. This is the first of the two innovative contri-

butions we wish to make in the paper.

The entire dataset is defined asU, which contains a set of sites S, a set of nor-
malized formsNF, and a set of phonetic variants PVNF,S, which in turn contains

a variant pvnf,s for each nf ∈ NF and each s ∈ S. Additionally,U contains P, a set
of ipa symbols that can appear in the elements of PVNF,S.

U := {S,NF,PVNF,S,P}

The set of sites constituting the postulated dialect area, which is the basis of

the comparison, is symbolized as V, where V ⊂ S. All other sites are contained
inW := S \ V.

We introduceddistinctiveness informally above, saying that a feature is to be

regarded as distinctive with respect to a subset of sites if it tends to occur only

there. Likewise, a feature is representative if it is systematically shared among

the sites in question. In order to calculate distinctiveness, a direct comparison

between elements of V andW is required, while a comparison of sites within a

cluster is necessary for calculating representativeness.

3.1 Alignments and correspondences

As the basic unit for sequence comparison, we construct multiple sequence

alignments for all phonetic variants pv ∈ PV that correspond to the same nor-
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malized form nf ∈ NF. Multiple sequence alignments were generated automat-

ically using the LingPy (List and Forkel, 2021) implementation of the Sound

ClassAlgorithm (sca; List 2012). An example of such amultiple sequence align-

ment (reduced to unique phonetic variants) for the normalized form albicocca

‘apricot’ is:

a l b i k ɔ kː a Anghiari (+71 more sites)

a l b i h ɔ kː a Riparbella (+71 more sites)

a r b i h ɔ kː a Cecina (+25 more sites)

a l b i x ɔ kː a Caprese Michelangelo (+19 more sites)

a r b i k ɔ kː a Stia (+5 more sites)

a - bː i h ɔ kː a Nusenna (+4 more sites)

a l b i - ɔ kː a Antignano (+2 more sites)

a r b i - ɔ kː a Rosignano Marittimo (+1 more site)

a r b i ɡ ɔ kː a Montemignaio

a - b i k ɔ kː a Villa Basilica

a l b i h o kː a Vaglia

The sequence alignment thus reflects which sounds of the individual forms

correspond to each other. For example, in the second column of the exemplary

alignment, one can see how [l] in the Anghiari variety corresponds to [r] and

[-] in the varieties spoken in Cecina and Nusenna, respectively. Likewise, the

fifth column shows how [k], [x], [h], [ɡ], and [-] correspond to each other in

different varieties at this position of the word. Since only full cognate forms are

aligned to each other, we can conclude that these sounds are phonetic variants

of the same underlying phoneme (or, in a more historical linguistic framing,

reflexes of the same proto-sound).

Based on these alignments, we want to count how often certain sounds cor-

respond to each other with respect to the defined clusters. As stated previously,

distinctiveness is based on comparing the forms betweenV andW, while repre-

sentativeness is calculated from comparing forms within V andW respectively.

Therefore, we set up three confusion matrices, in which the respective sound

pairs are stored: one cross-cluster matrix that represents how often sounds in

V correspond to sounds in W, and two cluster-internal matrices representing

how often sounds within V andW respectively are aligned to each other.

Sincewe are not interested in full correspondence patterns, but in character-

istic sound pairs between the two defined clusters, we require a pairwise rep-

resentation of the multiple sequence alignment and its sounds. Therefore, we

compare each formpair with respect to the full alignment and count the occur-

ring sound pairs. For each aligned form pair, every column represents a sound
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pair which is stored in the respective confusion matrix. Naturally, the correct

matrix must be chosen with respect to the two varieties the forms belong to: if

and only if one of the varieties is defined inside V and the other one is not, then

the correspondences are counted in the cross-cluster matrix; if both varieties

belong to the same cluster, the correspondences are stored in the respective

cluster-internal matrix.

As a result, only the cross-cluster matrix is directed, while the two cluster-

internal matrices are symmetric—if a sound i corresponds to another sound j
within the cluster, that means that the inverse statement is also true, that is, j
also corresponds to i. This is not the case when comparing the two clusters V
and W—if i in V corresponds to j in W, that does not imply that j in V corre-

sponds to i inW.

The resulting matrices are indexed by the phonetic symbols defined in P
and contain information about how often pairs of sounds correspond to each

other, with respect to the user-defined variety clusters. These matrices resem-

ble produced/perceived matrices used in perceptual studies since Miller and

Nicely (1955), which have come to be known as “confusionmatrices,” a conven-

tion we follow.

3.2 Analyzing correspondences

Based on these three confusion matrices, it is now possible to calculate dis-

tinctiveness and representativeness with the help of pmi. Positive pmi values

indicate that two events tend to occur togethermore than onewould expect by

chance, while a negative value signifies that the two events tend not to. A pmi

of 0 indicates that the events are statistically independent.

PMI(x, y) = ln (
p(x, y)
p(x)p(y) )

It should be clear that since pmi is based on the probabilities of occurrences

and co-occurrences (naturally estimated based on frequencies), it is a distribu-

tion statistic, reflecting the properties of segments and their correspondences

across entire samples. The relation to earlier formulations of distinctiveness

(Wieling and Nerbonne, 2011) inter alia is fairly simple: if x within the area of

study corresponds frequently to y outside that area, it will count as distinctive
to the degree that the frequency of its joint occurrence exceedswhat onemight

expect by chance.

PMI(x, y) can be normalized via dividing it by its joint self information h(x, y)
(Bouma, 2009). This yields values in a range between −1 and 1, where 1 signi-
fies complete co-occurrence, and likewise−1 indicates that x and y never occur
together.
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NPMI(x, y) = PMI(x, y)
h(x, y) ,whereh(x, y) = − ln(x, y)

Wenote that pmi andnpmi are symmetricmeasures, since pmi(x, y) = pmi(y,x)
and likewise npmi(x, y) = npmi(y,x). We aim to develop an asymmetric mea-

sure of distinctiveness, one that, for example, will allow a lenited stop in a

central area of gorgia to be distinctive when compared to an unlenited stop

in a less central area.

We therefore define the distinctiveness (d) of a phonetic correspondence i : j
as the difference between npmi(iV, jW) and the npmi of the inverted phonetic

correspondence j : i. It is important to note that we are comparing (iV, jW) not to
the simple inversion (jW, iV)but rather to (jV, iW). This yields systematic phonetic

correspondences between V andW rather than pairs of sounds that tend often

to be confused in both directions, such as a case of free variationbetween i and j
that is statistically independent from the clustersV andW. Thismight be some-

thing like the distinction between [t] and [t]̚ in word final position in English.

Intuitively, that would mean that i and j would frequently correspond to each

other, yielding high pmi scores. But if the distribution of i and j is independent
of the samples, both pmi(iV, jW) and pmi(jV, iW)would be similarly high, yielding

a d(i : j) around 0—an indicator for statistical independence. We only want to

assign high distinctiveness to sound pairs where systematic correspondences

between sound i ∈ V and sound j ∈ W can be observed, that is, when the inves-

tigated correlation occurs frequently while the inverse correlation is rare. This

leads us to formalize “distinctive” as follows:

d(i : j) = NPMI(iV, jW) −max(0, NPMI(jV, iW))

In some cases, an npmi value for the inverted correspondence cannot be

obtained because there are no instances of the inverted relation. That means

either (a) that the phonetic correspondence is perfect and exceptionless and

therefore only exists in one direction—which is highly unlikely when working

with an even moderately large database; or (b) that the phonetic correspon-

dence in general is very rare, because at least one (butmaybe even both) of the

sounds involved is very rare in the database, which will also lead to a very low

representativeness value. In these cases,wedefined(i : j) as simply npmi(iV, jW),
since, if the correspondence is unilateral, then there is no need to subtract

anything. In the latter (more likely) case, the marginal representativeness will

compensate for the high distinctiveness value.

We also note that we calculate d(i : j) only if NPMI(iV, jW) > 0. We use this

restriction since the difference between two negative npmi values will yield

a positive result in one of the two directions, which is misleading since neg-
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ative correlation (i.e., a pair of sounds that only rarely correspond to each

other) is not an interesting phonetic correspondence in language variation

studies, our focus. Since the correspondences in question are not relevant

for this matter, they will be ignored. Clipping negative pmi values at 0 is

also known as positive pointwise mutual information (ppmi) and is a com-

mon practice that has been shown to work well for various tasks in compu-

tational linguistics (Salle and Villavicencio, 2023; Jurafsky and Martin, 2023:

§6.6).

The second important value to be calculated is representativeness (r), which
measures how consistently a given sound i is used in the chosen sample of

sites V. If i corresponds to itself frequently within the sample of words in V,
it is representative; if it corresponds to other sounds more often, the value for

r is accordingly lower. Note that this refines earlier formulations by adding a

condition. Representativeness is therefore defined as the npmi of a sound cor-

responding to itself in V:

r(i,V) = NPMI(iV, iV), whereweabbreviate r(i,V) as rV(i)

We need to condition the notion of representativeness to representativeness

within a set, so an argument is added. The npmi function is defined on seg-

ments with implicit reference to a set. Given the fact that we proceed from

a confusion matrix of corresponding segments, we do not need to explicitly

mention that representative items are in corresponding positions in align-

ments.

Not only should the alignment of i to itself within V be consistent, but the

same should also be true for j within W, where rW(j) is calculated analogically.

This is a refinement of formulations in earlier works. The joint representative-

ness rV(i : j) is calculated as the harmonic mean between rV(i) and rW(j), where
W = U \ V, as usual:

r(i : j) = 2 ∗ rV(i) ∗ rW(j)
rV(i) + rW(j)

It might seem unusual to measure the representativeness both inside and out-

side the cluster, especially given that previous studies have limited this mea-

sure to the observed sites. These studies, however, all used an underlying stan-

dard form as a reference point for dialectal variation—a piece of information

that we disregard on purpose in order to design a method that can measure

variation on phonetic surface forms alone. As stated in Section 1.3, our goal

is to detect sound pairs that best describe a given bipartition of the dialect

spectrum—and therefore, how regularly iV and jW correspond to each other.
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Since we aim at detecting those characteristic sound pairs, we need to ensure

that both parts are being used consistently within their respective clusters like-

wise.

dV(i : j) and rW(i : j) can then be combined to calculate how characteristic

i : j is with respect to the subset of varieties under examination.Wieling (2012)

notes that representativeness is analogical to recall in information retrieval,

and likewise distinctiveness is analogical to precision. Following this analogy,

we calculate how characteristic a phonetic correspondence is via an F-score,

the harmonic mean of the two component values:

cV(i : j) = 2 ∗ dV(i : j) ∗ rV(i : j)
dV(i : j) + rV(i : j)

cV(i : j) will be the main value to measure how characteristic a given phonetic

correspondence is for the chosen subset of varieties.

3.3 Attempts at innovation

Above we have sporadically compared our work to earlier work (Wieling and

Nerbonne, 2011; Prokić et al., 2012; Montemagni et al., 2013), because we were

concerned that digressions might diminish clarity, but we do wish to empha-

size a few points where this paper is innovative in its method.

First, the earlier papers measured the representativeness of a feature in

the area being studied by checking the proportion of sites in which it occurs,

and they measured distinctiveness by checking the degree to which a feature

tended to occur in the given area as opposed to howoften it occurred in general

(Prokić et al., 2012: p. 73).

Second, while the earlier papers corrected for the overall popularity of the

feature within the area under examination, those papers were based on fre-

quencies of single realizations. Prokić andNerbonne (2013) investigated sounds

as characteristic features for defined dialect clusters; however, their metric is

calculated only for single structural positions, that is, per column in an align-

ment. Their method thus detects characteristic sounds with respect to a spe-

cific position in a certain word, and not with respect to all the data.We operate

instead consistently at the level of correspondences ⟨x, y⟩, which is whywe also

examine the consistency of x appearing in the relevant area as well as the con-

sistency of y appearing outside that area.
Further novelties can be observed with respect to the dialectometric study

of Montemagni et al. (2013), where sound correspondences are established

between the dialectal variant and the corresponding standard pronunciation,

while we compare the surface dialectal forms to each other directly. Moreover,

the dialectal areas considered do not result from clustering but rather repre-
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sent the starting point, that is, the predefined sets of sites for which underlying

features need to be discovered and weighted.

4 Results and discussion

We examined several subsets from the alt sites to find the most characteristic

phonetic correspondences in a proposed subset (dialect area), comparing our

detection of phonetic correspondences where possible (where they have been

noted elsewhere).

Ideally, onemight compare the results obtained here with a consensual gold

standard for a relevant set of dialect data, butweknowof no suchdataset. Lack-

ing that, we compare the results to those of earlier dialectology.

4.1 Characteristic phonetic correspondences

We first discuss the subdivision proposed by Giannelli and Savoia (1979), who

divide Tuscan dialects into three groups according to the phonetic effects of

consonantal weakening: namely, patterns of intervocalic stop spirantization

and voicing (which they call “lenition,” following the Italian dialectological

tradition). Group 1 covers the provinces of Florence, Siena, Prato, and Pis-

toia, where intervocalic voiceless spirantization is at its most developed stage

and voicing appears to be only a marginal phenomenon. In Group 2, cover-

ing the northwestern areas of Tuscany (i.e., the provinces of Lucca, Pisa, and

Livorno) and the south (Grosseto), there is a significant retention of voiced

forms, alongside the frequent use of unlenited and spirantized stops. Here,

the spirantization phenomenon is less advanced than in Group 1. Group 3,

covering the Tuscan borders from the northern area to the east (i.e., Arezzo

province) and from the south, where voicing is rather rare and where voiceless

spirantization represents a more recent and still restricted phenomenon. The

map provided in Fig. 2 shows the geographic distribution of the three groups.

According to Giannelli and Savoia (1979), this situation originates from the

historical co-occurrence of two distinct consonantal weakening phenomena,

namely spirantization and voicing of voiceless stops, with the former being a

more recent and still vital phenomenon showing significant distributional dif-

ferences throughout the Tuscan territory.

Similar distributional patterns are reported by Pellegrini (1977), where the

central area is delimited by isogloss 15 corresponding to voiceless spirantiza-

tion, and the western area is marked by isogloss 16 where voiceless spirantiza-

tion is reported to bemore recent and still less systematic (see Fig. 3). The other

isoglosses delimiting the Tuscan marginal areas correspond to other types of

phenomena.
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figure 2 Classification of Tuscan dialects according to Giannelli and Savoia (1979) based on the pho-

netic effects of consonantal weakening (spirantization vs. voicing of voiceless stops)
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figure 3 Classification of Tuscan dialects in the map of the dialects of Italy in Pellegrini (1977)

In what follows we illustrate the results we obtained for the dialectal areas pro-

posed byGiannelli and Savoia (1979). Note that the resultswere filtered in order

to reduce the noise represented by too infrequent correspondences: in particu-

lar, we only focused on phonetic correspondences involving sounds occurring

at least 50 times in the whole dataset. This is an arbitrary and heuristic thresh-

old, which was motivated by the relatively extended areas we decided to focus

on (ranging between 60 and 73 locations) on the one hand, and the fact that we

do not account for the frequency of the correspondences on the other hand.

Since our goal was to identify the characteristic phonetic correspondences for
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table 2 Top 10 characteristic phonetic correspondences (Corr.) for Area 1 and the union of

Areas 1 & 2 from Fig. 2, with their values for distinctiveness (Dist.), representative-

ness (Repr.), and characteristicness (Char.)

Area 1 Areas 1 & 2

Corr. Dist. Repr. Char. Corr. Dist. Repr. Char.

[ɲː]:[ɲ] 0.515 0.753 0.612 [h]:[k] 0.406 0.919 0.563

[θ]:[t] 0.404 0.926 0.563 [θ]:[t] 0.379 0.902 0.534

[sː]:[ ͡ts] 0.362 0.975 0.528 [ɸ]:[p] 0.305 0.916 0.458

[ɸ]:[p] 0.332 0.947 0.492 [ɲː]:[ɲ] 0.323 0.773 0.456

[h]:[k] 0.298 0.932 0.452 [-]:[h] 0.300 0.739 0.427

[t͡ʃ]:[ʃ] 0.221 0.931 0.357 [ð]:[d] 0.280 0.828 0.419

[d͡ʒ]:[ʒ] 0.203 0.957 0.335 [-]:[x] 0.294 0.685 0.412

[ɣ]:[ɡ] 0.179 0.868 0.297 [ɸ]:[β] 0.271 0.665 0.385

[ð]:[d] 0.178 0.848 0.295 [x]:[k] 0.260 0.687 0.377

[x]:[k] 0.185 0.691 0.292 [d͡z]:[z] 0.228 0.934 0.366

a certain area, we needed to disregard highly distinctive ones whose coverage

was restricted to one or very few locations. In other words, we filtered those

correspondences which were too infrequent to label them as characteristic.

Let’s start by illustrating the results achieved for both the area around Flo-

rence (Area 1 in the map in Fig. 2) and the combined areas including Florence

and the northwestern coastal areas (Areas 1 & 2 in the map), reported in Table

2. As we explained above, the notion of phonetic correspondence—aswe have

defined it—is directed, so it is worth noting that when we write [i] : [j] with
respect to a given area, we intend that i in the area corresponds to j outside it.

The left half of Table 2 shows that spirantization of stops is a commonplace

phenomenon in Area 1: among the top 10 correspondences, we observe pairs

involving spirantizationof all voiceless stops (i.e., /t/, /p/, and /k/). Immediately

after, between positions 8 and 14 (not shown in table), we also find the spi-

rantized outcome of all the voiced stops (relatively ordered as follows: [ɣ]:[ɡ],

[ð]:[d], and [β]:[b]). Interestingly, in this area deaffrication (spirantization)

does not appear to affect affricates: the affricate realization is highly ranked,

that is, it is among the top 10 correspondences (see [t͡ʃ]:[ʃ] and [d͡ʒ]:[ʒ]). On the

other hand, the reverse correspondence pairs, with deaffrication of postalveo-

lar affricates, appear at the bottom of the list (at positions 81 and 82 of 85),

where the initial part of the affricate has been lost.

Downloaded from Brill.com 09/20/2024 09:31:24AM
via Open Access. This is an open access article distributed under the terms

of the CC BY 4.0 license.
https://creativecommons.org/licenses/by/4.0/

https://creativecommons.org/licenses/by/4.0/


22 rubehn, montemagni and nerbonne

Language Dynamics and Change 14 (2024) 1–33

Among the top 10 correspondences obtained for Area 2 (not listed sepa-

rately), there are four pairs related to the gorgia phenomenon, all showing

different spirantizedoutcomesof /k/, going from[-], through [h], to [x]: Binazzi

(2019) reports this as a typical outcome of the velar stop in this area. Interest-

ingly, the spirantized outcomes of voiced and voiceless stops (other than /k/)

are ranked lower in the list compared to the central area. This peculiar distri-

bution along the ranked list of correspondence pairs can be seen as a sign of

the instability of the area with respect to spirantization, but must mainly be

attributed to the fact that it is compared to Area 1 and Area 3 at the same time,

lumping together varietieswith particularly strong andweak degrees of spiran-

tization respectively.Gorgia is therefore not a distinctive feature thatwould tell

a speaker fromPisa apart fromboth a speaker fromFlorence anda speaker from

Arezzo at the same time. Comparing varieties from Area 2 only to those from

Area 3, excluding Area 1 (also not presented in a table), however, reveals the

spirantization of voiceless stops as the most characteristic correspondences,

while voiced stops are affected to amuch lesser degree. This is in line with clas-

sical descriptions of the gorgia phenomenon. In contrast to Area 1, in Area 2

correspondence pairs involving spirantization of stops (except /k/) are ranked

lower in the ordered list (between positions 30 and 46) and are closely followed

by their reverse (occurring between positions 56 and 68).

If we move to the right half of Table 2, it immediately catches one’s eye that

the 10 topmost pairs in the union of Areas 1 & 2 in Fig. 2 (corresponding to

central and western Tuscany) confirm the prominence of spirantization phe-

nomena, with particular emphasis on voiceless stops: interestingly, the 5th and

7th pairs ([-]:[h] and [-]:[x]) show the maximum weakening degree, involving

the deletion of /k/.

Another phonological process characterizing Areas 1 & 2 is represented by

the rhotacism of the lateral consonant in postconsonantal position: the pho-

netic correspondence [r]:[l] is found in position 14 of the ranking.

Let us now consider the results obtained for Area 3 (not listed in a separate

table). It is interesting to note that in the top 10 correspondence pairs, only

non-spirantized or less spirantized outcomes of voiceless stops are found: in

particular, the top five pairs are represented by [k]:[h], [t]:[θ], [p]:[ɸ], [h]:[-],

and [x]:[-]. This area is thus characterized by non-spirantization. Pairs with

voiceless stops, which are ranked among the top 10, are closely followed by

pairs with voiced stops, namely [d]:[ð], [b]:[β], and [ɡ]:[ɣ]. Similarly to the

previous areas, reverse pairs (with spirantized outcomes) are found at the bot-

tom of the list, between positions 90 and 99. On the other hand, deaffrication

of postalveolar affricates seems to be a characterizing feature of this area: the

pairs [ʒ]:[dʒ] and [ʃ]:[tʃ] are ranked quite high in the list. This distribution sug-
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gests that spirantization of affricates tends to occur more frequently in parts

of Tuscany where stop spirantization has not otherwise had a strong impact;

in particular, in the eastern and southern part of Tuscany. This is supported by

the results for all groups discussed above. Marotta (2008) considers the spiran-

tization of affricates (deaffrication) to be a pan-Tuscan phenomenon; on the

other hand, Binazzi (2019) notes that it is particularly present in varieties spo-

ken in the area of Arezzo, without considering, however, the phenomenon to

be limited to specific varieties of Tuscan.

From the comparison of the results achieved for Areas 1, 1 & 2, and 3, it

emerges that, while the first two are generally similar but not identical, the

latter represents their complement. This holds for spirantization phenomena

but also for other detected phonetic processes such as rhotacism. Further, Area

2, taken alone, is characterized by unstable outcomes as far as spirantization

is concerned—which is to be expected when simultaneously comparing it to

varieties with both stronger and weaker degrees of spirantization.

4.2 Comparison to previous studies

The second approach to evaluationmentioned in the introductory section was

trying to replicate previous results. In particular, we refer here to the correspon-

dences obtained by applying the bipartite spectral clustering method reported

in Montemagni et al. (2013), where the focus was narrower, namely only on

spirantization. Recall that our approach proceeds from a postulated area for

which it looks for correspondences more generally, including those not related

to spirantization. The map in Fig. 4 visualizes identified clusters, each marked

by adifferent shade,whichwere identifiedon thebasis of context-freephonetic

correspondence pairs.

An obvious difference in the approaches is that the bipartite spectral cluster-

ing approach not only identifies sound correspondences, but also clusters the

sites they arise from. This will simplify the processing pipeline, but also locks

researchers into a single approach for tasks that are normally regarded as sepa-

rate. An additional difference is that the approach in Montemagni et al. (2013)

required that candidate correspondences be identified aheadof time,while the

approach in the present paper is applied to all available aligned data, making

it more general.

To compare results with respect to this work, we selected the white core

cluster whose underlying features correspond to spirantization phenomena

involving both voiceless and voiced stops. Table 3 reports the results shown

by Montemagni et al. (2013) in the first two columns, as well as those obtained

using the novel approach proposed in this paper (in the remaining columns),

focusing on the area covered by the white cluster. While in Montemagni et al.

Downloaded from Brill.com 09/20/2024 09:31:24AM
via Open Access. This is an open access article distributed under the terms

of the CC BY 4.0 license.
https://creativecommons.org/licenses/by/4.0/

https://creativecommons.org/licenses/by/4.0/


24 rubehn, montemagni and nerbonne

Language Dynamics and Change 14 (2024) 1–33

figure 4 Geographic visualization of the clusters obtained with context-free sound correspondence

pairs in Montemagni et al. (2013). Different shades indicate different clusters.

(2013) each phonetic correspondence links the dialectal allophone (the right

member of the pair) with its realization in standard Italian, correspondence

pairs in this study involve phonetic variants on both sides (the variant attested

in the area in focus on the left, and the corresponding variant outside of it on

the right). It is interesting to note that extracted features overlap significantly.

The correspondence pairs identified by applying the hierarchical spectral par-
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table 3 Ranked context-free spirantization-related correspondence pairs with associated

scores

Context-free correspondence pairs Spirantization-related correspondence

with associated importance score pairs with associated scores

SpCorr. Importance Position Corr. Dist. Repr. Char.

/t/:[h] 0.500 1 [θ]:[t] 0.492 0.941 0.646

/d/:[ð] 0.484 2 [ɸ]:[p] 0.457 0.957 0.619

/t/:[θ] 0.449 3 [h]:[k] 0.442 0.923 0.598

/p/:[ɸ] 0.421 4 [ð]:[d] 0.324 0.861 0.471

/b/:[β] 0.421 7 [x]:[k] 0.316 0.709 0.437

/g/:[ɣ] 0.405 9 [ɣ]:[ɡ] 0.276 0.868 0.419

/k/:[h] 0.259 12 [h]:[ɡ] 0.102 0.842 0.182

/t/:[-] 0.178 15 [β]:[b] 0.201 0.850 0.325

Left: Context-free spirantization-related correspondences (SpCorr.) underlying the white core

cluster in Fig. 4 reported inMontemagni et al. (2013), togetherwith their importance score. Right:

Spirantization-related phonetic correspondences in the area covered by the white core cluster

with associated distinctiveness (Dist.), representativeness (Repr.), and characteristicness (Char.)

scores and relative position in the ranked list.

titioning method are highly ranked in the list obtained for the white area: six

of them are among the top 10 correspondences (see the “Position” column,

which indicates the position of the correspondence in the ranked list) and

all of them are among the first third of the list, that is, they represent fea-

tures characterizing the area. Note that, in contrast to the previous study, in

this case the ranked list is not circumscribed to spirantization-related phenom-

ena.

If the results of bipartite spectral clustering and the information-theoretic

measures are similar but not identical, we conclude both that they are detect-

ing significant correspondences but also that they are not detecting identical

signals. On the other hand, if one compares the importance scores on the left

in the table with the characteristic scores, one finds a perfect match in order,

suggesting that the information-theoretic characterization is homing in on the

same signal or at least a closely related one. Given thatwemodified the calcula-

tion of representativeness (to include correspondences outside the focal area),

this could not have been predicted with certainty.
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4.3 Problems and opportunities

Therewereproblems encounteredhere thatmight be addressed in futurework,

and some new opportunities have arisen through the analysis.

Anobvious issue is that, since the correspondences often reflect conditioned

sound changes—that is, they are dependent on the phonetic context they

occur in—the correspondences are of course also sensitive to the phonetic

context in which they occur; but this was ignored in this study. The insensi-

tivity to context arose because we worked only with unigrams in this model,

thus completely ignoring the context of sound changes. But we acknowledge

that context is important for almost every sound change, including those in

Tuscan, such as gorgia. Taking context into account (perhaps by working with

bigrams or trigrams) could definitely enhance the results, asMontemagni et al.

(2013) show, but of course at the combinatorial cost of reducing the amount of

data available.

In addition to the challenge of handling context sensitivity, noted above,

further opportunities arise from this research. One obvious option is that

future work could test the applicability of the proposed measures on other

datasets, perhaps in contrast to the alternative calculation of significant cor-

respondences using the definitions of representativeness and distinctiveness

proposed in Wieling et al. (2009) and Prokić et al. (2012). It would be interest-

ing to see these compared more rigorously.

The paper further raises the question of whether the proposedmeasures can

be generalized, at least in spirit, to other measures of dialect difference, such

as numerical differences in formant frequencies.

Finally, although we have not explicitly discussed the relation between

feature-based and aggregating approaches to dialectology, we have shown how

to extract characteristic features from the sorts of aggregates normally posited

in non-feature-based approaches. The time is ripe for examination of the

results of each of the two approaches from the other’s perspective: quanti-

tative examination of the characteristic features of a dialect area proposed

from a feature-based approach (something like this was done in Wieling et

al. 2018), but also a critical appraisal of the somewhat indiscriminate aggre-

gation often used in the alternative approach. If a representative and dis-

tinct feature does not arise from calculations like those presented here, that

could be due to the way that linguistic prominence has been ignored. We

have in mind here that differences in stressed syllables might be preferred by

dialect speakers as distinguishing elements, or perhaps emotionally charged

words.
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5 Conclusions

In this study, we have presented a novel information-theoreticmethod that can

automatically calculate which phonetic correspondences are the most char-

acteristic between an a priori defined group of sites and the rest of the vari-

eties in the dataset. The method reliably detected that the spirantization of

unvoiced plosives is a salient phenomenon in central and western Tuscan,

whereas the spirantization of postalveolar affricates seems to be prominent

in eastern Tuscan varieties. Acknowledging definite room for improvement,

the present approach is worthwhile for being more generally applicable to the

problemof detecting phonetic correspondences automatically andperhaps for

its independent applicability. Finally the work reported on here could serve as

a model for investigating the relation between feature-based and aggregating

approaches to dialectology.
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