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Preface to ”Cantilever-Based Sensors”

Microcantilevers are typically rectangular-shaped beams, approximately 100 µm 200 microns

long, 20 µm 40 microns wide, and 0.5 µm 1 microns thick, and are made of silicon or silicon

nitride. Their mechanical response is often described as a very soft spring. The static deformation

of a cantilever allows for detection of the smallest forces with unprecedented sensitivity, whereas

the resonance frequency of its dynamic response can be used to measure extremely small masses

or fluid properties. Cantilever-based sensors have received considerable interest in the last few

decades as they offer an unparalleled opportunity for the development of highly sensitive biophysical

and chemical sensors, employed in a very wide spectrum of applications. These sensors have

been widely utilized in electronics, automotive and aerospace systems, biophysics, environmental

monitoring, and medical diagnosis sectors, among others. Their working principle is often based on

the interaction between a micrometric cantilever and its surrounding medium, where the mechanical

device responds to changes in some environmental property, such as temperature, pressure, flow,

density, viscosity, or the presence of some analytes of interest. The resonance frequency response of a

microcantilever can be used to measure extremely small masses or fluid properties.

An interesting and widely used application of micromechanical sensors is as gas sensors.

The authors in [1] developed a fully coupled finite-element model for the frequency response

of a cantilever-based photoacoustic gas sensor. In this work, the amplitude of vibration of a

microcantilever was used as a transducer for the pressure wave generated by the gas molecules to

be detected. The model was validated with experimental data and used to optimize and miniaturize

previously reported sensor designs.

The authors in [2] developed a technique for imprinting particles directly on a triangular-shaped

cantilever and used the resonant response of the cantilever to determine the adsorbed mass on the

surface. The number of particles on the surface was counted for further validation of the results by

inspecting the cantilever using scanning electron microscopy (SEM).

The review paper presented in [3] discusses the scanning and actuation techniques for

cantilever-based fiber optic endoscopic scanners. These micromechanical components contribute

to further miniaturization of endoscopes, resulting in the ability to image previously inaccessible

small-caliber luminal organs, enabling the early detection of lesions and other abnormalities in these

tissues.

Piezo-resistive silicon cantilevers are promising candidates in performing high-speed surface

roughness measurements due to their low mass, low probing force, and high signal linearity. The

authors of [4] investigated the trackability of two different cantilever microprobes by building a

theoretical dynamic model, by measuring their resonant response, and by performing experiments

on reference surfaces.

The review in [5] consists of a comprehensive analysis of the rich dynamical response of a

microcantilever oscillating in a viscous fluid and how this response can be used for mass and

rheology sensing. This paper also takes a look at future challenges in the field, such as practical

implementations of sensors, the interaction of devices with non-Newtonian viscoelastic fluid, or the

expected progress in the microfabrication of new geometries.

All of the previous contributions demonstrate how new cantilever-based sensors are

continuously investigated for the development of innovative applications. However, this Special

Issue also collects several contributions about atomic force microscopy (AFM), which is an

extraordinary technique that reached maturity many years ago. High-quality, commercially available

vii



instruments are largely employed in a variety of fields providing impressive quality images.

Nevertheless, many researchers continue to study new solutions to improve the application of this

technique and to push its limits.

The recent advancements in microcantilever-based force sensors for AFM applications together

with the recent advancements in using high-speed AFM for the study of biological samples were

reviewed in [6].

The authors in [7] proposed a new theoretical model for use in contact resonance atomic force

microscopy. This model captures the tip-sample interaction by imposing appropriate boundary

conditions in the Euler–Bernoulli beam equation. The predictive capabilities of the model were

verified with finite-element analysis.

Tracking of biological and physiological processes on the nanoscale is fundamental in

nanomedicine. AFM techniques are typically used in this area, but these are severely limited when

non-transparent fluids, such as blood, are used due to the limitations caused by the optical readout.

The authors in [8] proposed a new solution where the optical readout is replaced by piezo-resistors

embedded in the cantilever, allowing them to present images of the hemostatic process of blood

coagulation in a turbid liquid.

AFM techniques can also be used to the measure structural and nanomechanical properties of

tissues or cell–cell forces to elucidate elusive phenomena in physiology and pathology. In [9], the

authors used AFM to capture the topographical details of stromal collagen fibrils in porcine cornea

and to calculate their elastic modulus as a function of progressive amylase treatment. The response of

the ultrastructure of the cornea to chemicals can be important in understanding a number of ocular

disorders. In [10], the authors detected the small forces involved in cell–cell interaction using a cell

that adheres to the substrate and a second cell attached to the cantilever free end. The importance

of accurately controlling the experimental condition is outlined by the authors, as shown by the

influence of the experimental conditions on the shape of the cell–cell force curves.

Biomedical applications will benefit from the development of a new Scanning Probe Microscopy

(SPM) configuration, as proposed in [11]. This paper reported a series of design solutions that

significantly increase the stability, precision, and usability of a modified Lateral Molecular Force

Microscope. The full automation of this new SPM configuration with force sensitivity and stability

tailored for biological samples offers a particularly attractive instrumentation for future biomedical

applications.
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Abstract: To support the development of miniaturized photoacoustic gas sensors, a fully coupled

finite element model for a frequency response simulation of cantilever-based photoacoustic gas

sensors is introduced in this paper. The model covers the whole photoacoustic process from radiation

absorption to pressure transducer vibration, and considers viscous damping loss. After validation

with experimental data, the model was further applied to evaluate the possibility of further

optimization and miniaturization of a previously reported sensor design.

Keywords: photoacoustic spectroscopy; viscous damping; sensor miniaturization; COMSOL

1. Introduction

Photoacoustic (PA) spectroscopy has been recognized as a sensitive trace gas detection

technique [1]. In a typical PA system, a modulated light beam with a proper wavelength is sent

into a gas sample cell where target gas molecules are excited by the beam. A pressure wave is

produced by the periodic thermal expansion of the gas sample results from collisional relaxation of

excited gas molecules and is detected by various pressure transducers. The detected pressure wave

amplitude is used to evaluate the concentration of target gas in the sample. Commonly, the acoustic

resonance of the gas column in the cell is used to improve the PA signal and a commercial microphone

mounted on the gas cell is used to detect the pressure wave. Finite element methods (FEM) have been

successfully implemented to evaluate the eigen frequencies, modes, and frequency response of PA

cells with complex geometries for cell design optimization, as analytical solutions are restricted to

simple cell geometries [2–4]. Furthermore, it has been demonstrated that FEM can even quantitatively

simulate the PA signal [5]. Most FEM models, however, do not include the pressure transducer in

the model. This is feasible when commercial microphones, which normally have a flat frequency

response under 20 KHz, were used as the pressure transducer. Those microphones can be regarded

as part of the rigid wall of the PA cell when the PA signal frequency is much lower than 20 KHz.

However, with the development of a new branch of PA systems that utilize the mechanical resonance

of the pressure transducers for PA signal improvement, it becomes essential to include the pressure

transducer in the FEM model and consider the acoustic-vibration coupling to simulate the PA system

properly [6,7]. Additionally, with the continuous development of miniaturized PA sensors, it is

important to include the viscous damping in the FEM model. In fact, viscous damping may play

a dominant role on PA signal reduction when the viscous penetration depth is at the same order of the

gas cell dimensions [8,9].

Recently, we introduced a series of cantilever-based miniaturized PA sensors to the field in which

customized micro-cantilevers were used as the pressure transducer and glass tubes with an inner
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diameter as small as 0.6 mm was used as gas cells [10–12]. To guide the development of such gas

sensors towards further optimization and miniaturization, a fully coupled sensor model based on

Comsol Multiphysics is proposed in this paper. The model covers the whole photoacoustic process from

radiation absorption to pressure wave generation, and then to transducer vibration. Viscous damping

was included as an energy loss mechanism. This model is applied to a PA sensor reported in [12],

showing that it can match the experimental data on the sensor frequency response quantitatively well.

Simulations of how different sensor parameters were going to influence the PA signal are further

given, suggesting the possibilities and limitations of miniaturization and signal enhancement for

cantilever-based PA sensors.

2. Experimental Setup

The simulation model is based on an experimental setup as schematically shown in Figure 1,

which was described in detail in [12]. The PA sensor is shown on the right part of the figure.

It mainly consists of an one end sealed transparent glass tube as the cell and a cantilever beam

hanging a micromirror over the cell inlet as the pressure transducer. The micromirror was made

from a piece of square glass plate (width = 300 µm, thickness = 30 µm), and was made transparent at

the center and reflective elsewhere. Two fibres were aligned towards the micromirror, of which the

excitation fiber transmits the excitation laser beam into the cell through the transparent region of the

micromirror, while the readout fiber points towards the reflective region so that an interferometer

(OP1550, OPTICS11) it is connected to can read the micromirror deflection signal. When the wavelength

of the excitation laser (Oclaro, TL5000VCJ) is modulated around one of the target gas’ absorption line

(1530.37 nm for Acetylene in this case) by a current source, gas molecules inside the cell are heated up

periodically and hence generate a pressure wave that vibrates the micromirror. A lock in amplifier

(SRS865, SRS) connected to the interferometer was used to extract the micromirror vibration amplitude

signal at 2nd harmonica of the excitation frequency. All components of the PA sensor were enclosed in

a gas permeation tube because the sensor was designed to be immersed in transformer oil for dissolved

C2H2 detection in our experiments. A photo of the inner structure of the sensor part in the setup was

included in the figure to indicate the scale (optical fibres in the figure have a diameter of 0.125 mm).

To be able to compare the real sensor performance with the simulation model described hereafter,

the sensor’s frequency response was collected when it was immersed in an oil standard sample (True

North) with a certificated dissolved C2H2 concentration (10(1 ± 10%) ppm). During data collection,

the central excitation wavelength was fixed at the C2H2 absorption line and the excitation frequency

was swept around half the resonance frequency of the transducer.

2
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Figure 1. Experimental setup.

3. Modeling of the PA Sensor

A sketch of the PA sensor modeled in Comsol Multiphysics is shown in Figure 2a. To reduce

the computational cost, a 2D axisymmetric model was used. The cantilever pressure transducer was

simplified with a round silica glass micromirror (diameter of 300 µm, thickness of 30 µm) combined

with a spring foundation constraint that was applied to it. Ideally, the spring constant of the spring

foundation should be set to the same as that of the cantilever beam of the pressure transducer.

However, because the mechanical properties of the cantilever beam were unknown in our experiments,

the spring constant was chosen to ensure that the resonance frequency value resolved by the model

overlaps with that of the experiment’s result. The permeation tube of the sensor was also not included

in the model for simplicity. Key parameters of the experimental setup that were directly implemented

in the model are listed in Table 1.

Table 1. Parameters used for the model.

Parameter Value Description

P 24 Excitation laser power (mW)
t1 30 Micromirror thickness (µm)
r1 300 Cell main body inner radius (µm)
l1 13 Cell length (mm)
r2 133 Cell inlet inner radius (µm)
t2 50 Cell wall thickness (µm)
g 15 Cell inlet to micromirror gap size (µm)
l2 1.5 Cell inlet section length (mm)

In order to get a correct assessment of the damping loss around the micromirror and the cell

inner wall, and to include the radiation absorption process directly into the model, the gas in the

gas cell and around the cell inlet was modeled with a thermoviscous interface by simply using the

material properties of standard air defined in the Comsol library. Because of the viscous property

and much higher thermal conductivity of the cell walls, they were treated as no-slip and isothermal

boundaries. A pressure acoustics layer was used to truncate the computational domain. The cell wall

in the pressure acoustic domain was set as a sound hard boundary. The outer spherical perimeter

of the pressure acoustic domain was set as spherical wave radiation condition so that acoustic

wave experiences little reflection on the perimeter. Other parameters, such as radius of domains

and maximum mesh element size, were chosen to ensure the convergence of the simulation results
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(e.g., parameter independent frequency response, and relative error estimations smaller than 0.005),

as well as reasonable computational time.

The energy transfer from the excitation laser beam to the gas molecules in the cell was

modeled using a heat source condition in the air domain inside the cell, with heat power density

calculated below.

Figure 2. Model of the PA (photoacoustic) sensor (a) and mesh at the micromirror region (b).

Assuming that the transparent window at the center of the micromirror does not affect the

excitation laser beam propagation, the beam divergence from the excitation fiber tip can be treated as

a Gaussian beam with an initial beam diameter (full 1/e2 width), 2w0, equal to the mode-field diameter

of the fiber (10.5 µm). The beam radius at a position z (set z = 0 at the excitation fiber tip surface) can

be described as:

w = w0

√

1 + (
λz

πw2
0

)2 (1)

with λ being the wavelength. The light intensity of the beam can be then described as:

I(r, z) = I0 exp(−
2r2

w2
) (2)

I0 = kP exp(
2

πw2
) (3)

where I0 represents the on-axis light intensity, P is the power of the excitation laser, and r is defined

as the distance to the beam axis. k is the transmission coefficient of the excitation laser beam from

the laser to the cell, which considers the coupling loss between fiber connectors and power loss due

to micromirror reflection, absorption and scattering. The heat power density at any location in the

domain, which defines the heat source input in the model, is finally calculated as [6]:

H(r, z) = αI(r, z) (4)

where α represent the absorption coefficient of the target gas in the cell. According to the calibration

result detailed in [12], a dissolved C2H2 concentration of 10 ppm in the transformer oil corresponds

to a gas phase C2H2 concentration of 8 ppm in the gas cell. This leads to an absorption coefficient of

9.26 × 10−4 m−1, calculated at atmosphere pressure and room temperature, based on the HITRAN

database [13].
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The mesh around the micromirror region is presented in Figure 2b. To properly resolve the

excitation laser beam, boundary layer mesh elements were applied to the region around the cell axis,

with a first layer thickness of w0/2. Similarly, to include the viscous damping properly, boundary layer

mesh elements were applied to the air close to the cell wall with a first layer thickness of dvisc/5

and edge mesh elements were applied to the cell inlet to a micromirror gap region with a maximum

element size of min(dvisc/3, gap/3), where dvisc is the viscous penetration depth [14], defined as:

dvisc =

√

µ

πρ f
(5)

with µ as the dynamic viscosity, ρ as the static density, and f as the PA signal frequency.

4. Results

The model was run to evaluate the micromirror vibration amplitude as a function of the heat

power density modulation frequency. The simulated pressure profile at the resonance frequency is

included in Figure A1. The simulated vibration amplitude of the micromirror central point around

the first Eigen mode is compared to that measured in the experiment, as shown in Figure 3. From the

frequency response curves, one can calculate the quality factor of the system [15]. The quality factor

was calculated to be 10 for both experimental and simulation results and is independent from the

transmission coefficient value set in the model. This indicates that the model can simulate the viscous

damping that occurred in the sensor very well. Moreover, when k was set to 0.75, the simulated

frequency response of the sensor almost overlapped with the experimental one. When k was varied

between 0.5 and 1, the simulated frequency response was at the same order as that measured with the

experiment. This result shows that the proposed model could simulate the frequency response of real

PA gas sensor qualitatively well.
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Figure 3. Experimental and simulated sensor frequency response.

It is well known that, distinguished from conventional absorption spectroscopy, the signal

in photoacoustic spectroscopy is independent from the cell length and becomes higher when the

cell radius is reduced [16]. With increasing interests developed around photonic chip based gas

sensors [17–20], it would be interesting to evaluate the miniaturization potential of cantilever-based PA

sensors, as a guidance for the possible photonic integration of photoacoustic gas sensors in the future.

Parametric sweeps based on the above model were carried out for this purpose. Single parameters

including cell length, cell inner radius, cell inlet to micromirror gap size, and cantilever spring constant
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were swept around their designed values, and the sensor frequency response was simulated and

collected. Three parameters, including resonance frequency, micromirror vibration amplitude at

resonance, and quality factor, were further extracted from the simulated frequency response and

plotted in Figure 4.

To calculate the quality factors, simulated frequency response curves were fitted to a displacement

amplitude function of forced oscillation [15]:

A =
b

√

( f 2 − f 2
0 )

2 + (r f )2
(6)

where f0, r, b are the fitting parameters. The fitting reached a relative residual smaller than 10% for all

points. The quality factor is then calculated by:

Q =
f0

r
(7)

As seen in Figure 4, the oscillation behavior of the frequency response while sweeping the cell

length suggests some complex coupling between the gas volume and the cantilever. Assuming an

acoustic velocity of 340 m/s, the acoustic wavelength (λ) at 1940 Hz is about 176 mm, which is

approximately two times the period of the oscillations. However, according to this simulation, the cell

length at around 25 mm leads to the highest PA signal, even though it is much shorter than λ/4.

There is a proper hypothesis for this behavior.

Firstly, due to the diameter shrinkage at the cell outlet region and/or the influence of the air gap

between the micromirror and the cell outlet, a cell with a length of 25 mm acts equivalent to a λ/4 long

tube resonator with one end closed, which has a fundamental acoustic resonance of around 1940 Hz.

Secondly, when increasing the cell length from 25 mm, every increment of cell length by λ/2

creates a new match of the cantilever mechanical resonance with a higher acoustic resonance mode of

the tube resonator, which leads to a new vibrational amplitude peak.

This hypothesis is partially verified by the pressure profile data captured while the cell length

was set to 25 mm, 105 mm, and 185 mm respectively, as shown in Figure A2. Pressure standing waves

are clearly visible at those cell lengths.

While sweeping the spring constant, the vibration amplitude at resonance ( f = f0) doesn’t follow

the inverse of frequency (1/ f ) accordingly as defined by Equation (6). This could be explained by

a match between the acoustic resonance of the air volume and the mechanical resonance of cantilever,

when the spring constant is around 3 N/m.

Furthermore, increasing the cell radius could increase the PA signal most significantly,

which shows that the cell diameter in the current sensor design is not optimal. The model predicts that

the PA signal increased by two times if the cell radius was changed from 0.3 mm to 0.8 mm, while other

parameters are fixed.

The modeling results for gap size sweep indicates that when the gap size was reduced from 15 µm

to 5 µm, the PA signal doubled, which is likely due to better coupling between the pressure wave and

the pressure transducer. A further reduction of the gap size reduced the PA signal a lot, most likely

due to the so-called "breathing effect" of the narrow gap region [21].
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Figure 4. Influences of geometrical parameters to resonance frequency, cantilever vibration amplitude,

and quality factor of the PA sensor. Dashed lines indicate original sensor parameters.

5. Conclusions and Discussion

In conclusion, a fully coupled cantilever-based PA sensor model was introduced in this paper.

It was applied to a miniaturized PA sensor reported in [12], showing that it could match experimental

results quantitatively well.

The model was further applied to investigate how different sensor parameters were going to

influence the sensor performance. According to the parametric sweep results, it seems that the signal

to noise ratio of the sensor reported in [12] could be further improved by reducing the gap size,

considering environmental acoustic noise as the dominant noise source [11]. Moreover, it seems that

matching the acoustic and mechanical resonances of the PA cell and the pressure transducer could

be an effective signal enhancement method that is worth further investigation. Furthermore, as seen

from the results, the cell radius and the cell length were already limiting the sensing performance of

the current sensor design. Further miniaturization is expected to increase the influence of viscous

damping on the cell wall and hence deteriorate the gas sensing performance even further. Based on the

modeling results, a semi photonic integration approach, where all components other than the gas cell

7
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are integrated into a photonic circuit, might combine the high sensitivity of photoacoustic spectroscopy

with the mass production potential of photonic chips in future.

Funding: This work was supported by European Research Council (ERC) (Grant No. 615170) and
LASERLAB-EUROPE (Grant No. 654148).

Conflicts of Interest: The author declares no conflict of interest.

Appendix A. Simulated Pressure Profile at Resonance Frequencies

Figure A1. The left figure shows the simulated pressure profile of the sensor cell at resonance frequency.

The right figure shows an enlarged view of the cell gap region.
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Figure A2. Pressure profile in the cell at resonance frequencies when the cell length is set to 25 mm,

105 mm, and 185 mm respectively. The x axis of each graph is manually scaled for visibility.
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Abstract: Liquid-borne particles sampling and cantilever-based mass detection are widely applied
in many industrial and scientific fields e.g., in the detection of physical, chemical, and biological
particles, and disease diagnostics, etc. Microscopic analysis of particles-adsorbed cantilever-samples
can provide a good basis for measurement comparison. However, when a particles-laden droplet on
a solid surface is vaporized, a cluster-ring deposit is often yielded which makes particles counting
difficult or impractical. Nevertheless, in this study, we present an approach, i.e., on-cantilever
particles imprinting, which effectively defies such odds to sample and deposit countable single
particles on a sensing surface. Initially, we designed and fabricated a triangular microcantilever
sensor whose mass m0, total beam-length L, and clamped-end beam-width w are equivalent to that of
a rectangular/normal cantilever but with a higher resonant frequency (271 kHz), enhanced sensitivity
(0.13 Hz/pg), and quality factor (~3000). To imprint particles on these cantilever sensors, various
calibrated stainless steel dispensing tips were utilized to pioneer this study by dipping and retracting
each tip from a small particle-laden droplet (resting on a hydrophobic n-type silicon substrate),
followed by tip-sensor-contact (at a target point on the sensing area) to detach the solution (from
the tip) and adsorb the particles, and ultimately determine the particles mass concentration. Upon
imprinting/adsorbing the particles on the sensor, resonant frequency response measurements were
made to determine the mass (or number of particles). A minimum detectable mass of ~0.05 pg was
demonstrated. To further validate and compare such results, cantilever samples (containing adsorbed
particles) were imaged by scanning electron microscopy (SEM) to determine the number of particles
through counting (from which, the lowest count of about 11 magnetic polystyrene particles was
obtained). The practicality of particle counting was essentially due to monolayer particle arrangement
on the sensing surface. Moreover, in this work, the main measurement process influences are also
explicitly examined.

Keywords: piezoresistive microcantilever mass sensor; resonant frequency; dispensing tip; droplet;
particle sampling; adsorption; PMMA; magnetic polystyrene particles

1. Introduction

The need and demand for a cost-effective and reliable fluid-based particles sampling and counting
technique is of an inestimable significance, e.g., in biomedicine, to detect physical/chemical and
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biological particles, and diagnosis of diseases [1], etc. Conveyance and gravimetric detection of these
particles with suspended microchannel resonators [2,3] has recently been achieved with negligible
damping and high mass sensitivity. The sensors (e.g., microcantilevers) can also, for instance, be dipped
into a solution containing particles or analytes of interest such as the feline coronavirus to adsorb
and detect them [4–6]; but, low mechanical quality factor Q and randomized particles adsorption
are the inevitable outcomes. Alternatively, liquid-borne media can most conveniently be transferred
onto a sensing surface through droplet dispensing coupled with solvent evaporation. Nonetheless,
a ring-cluster of particles (also called coffee-ring effect) is often observed at the edges of a dried liquid
droplet [7–10]. This is a typical phenomenon that is manifested, for instance, after the evaporation of
impure water droplets on a solid surface, deposition of DNA/RNA microarrays with functional and
particle coatings [11], disease diagnostics and drug discovery [12], lithography patterning [13], particle
and biomolecule separation and concentration [11].

The coffee-ring phenomenon is majorly caused by the pinning of a contact line of the drop
edges to the substrate, and the radial outward-flow from the center (of the droplet) of carrier liquid
during evaporation, which eventually transports the suspended particles to the rim [14]. Moreover,
the particles should adhere to the substrate surface and the evaporation rate be high near the edge of the
droplet. Consequently, the solvent that is lost to the ambient atmosphere (through evaporation at the
rim of the droplet) is primarily compensated by the fluid flow (accompanied with the solutes/particles)
from the center of the droplet.

The particle ring deposits have, however, been eliminated or suppressed by various techniques.
For instance, Yuinker et al. (2011) used ellipsoidal-shaped or a mixture of both spherical and a
small number of ellipsoidal suspended particles [15] to suppress the cluster-ring effect. Elsewhere,
the ring phenomenon has been managed and suppressed by controlling and optimizing of drop
temperature [16], using surfactants [17], and tuning the particle concentration and droplet size [18], etc.
It should be noted, however, that in cases where determination of particle concentration (or number
of particles) is necessary, the cluster-ring deposits (see Figure 1) make particles counting extremely
difficult or even impractical. The latter is quite explicit particularly if the adsorbed particles form
non-uniform multilayers on the solid surface. By tuning the particle concentration, conventional liquid
dispensing [19,20] can be utilized to deposit and realize a relatively small particle concentration [18].
This is, however, a pressure-driven process, and the dispensing tips are often inevitably clogged [20].
With dip-pen nanolithography [21,22], an atomic force microscope (AFM) tip (used as a pen) is dipped
into a desired molecular ink; and then the sampled ink (coated on the apex of the atomically sharp
tip) is transferred directly onto the substrate (from the tip/meniscus to the meniscus/surface interface).
But this is a serial process characterized with low throughput. Moreover, limited substrates and inks
can be used with this method. Additionally, the expensive and fragile micro/nano-sized AFM tips
deployed in this scanning-probe-based direct-writing method limits the versatility of the technique.
Similarly, using a polymer stamp, i.e., poly(dimethylsiloxane) (PDMS), with a predesigned pattern,
micro-contact-based printing [23] can be applied to pattern self-assembled monolayers (SAMs) and
deliver numerable particles onto substrate surfaces. This approach is however difficult to integrate
with resonant mass sensors.

 

been realized. 

 

−

−

Figure 1. Typical SEM image of a cluster-ring deposit of polymethylmethacrylate (PMMA) particles
arising from droplet dispensing on an n-type (100) silicon-substrate surface.
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Consequently, an easy-to-implement practical approach for assembling a monolayer or uniformly
multi-layered particles on a sensing surface is of desirable interest. In this study, a particle-imprint
method is presented as a flexible and versatile approach for delivering small countable amounts of
particle samples on solid surfaces. Unlike droplet dispensing, this method does not require dispensing
air pressure nor complicated equipment. Thus, making it a cost-efficient alternative technique for
sampling and depositing particles on sensing surfaces.

The particle-imprint method (in this work) involves dipping a dispensing tip into an arbitrary
sized particles-laden droplet followed by substrate/sensor contact to deposit the particles. With
this method, a specified tip can be dipped and retracted from a small droplet containing assorted
monodispersed microparticles (µPs). Afterwards, the particles-laden tip immediately contacts the
cantilever sensing area for a defined time duration (to deposit the particles). During this tip/sensor
contact period, we have shown that some particle solution detaches from the tip and adheres onto a
hydrophilic sensing surface (i.e., silicon bulk substrates and microcantilevers). In congruence with
our initial hypothesis, monolayer particles arrangement on these sensors and substrates has also
been realized.

In the subsequent sections, we therefore present details on how assorted particle samples, i.e.,
PMMA and magnetic polystyrene particles, were localized and deposited onto in-house fabricated
microcantilever sensors utilizing our present approach and setup. PMMA particles (in a functionalized
state, i.e., if the particle surface is bound with surfactant molecules) are most widely used as biomedical
materials due to their biocompatibility. Recently, these particles have increasingly been applied as
drug carriers (e.g., antibiotics), fillers for cosmetic and dental surgery, and for vaccine formulation [24]
and colon cancer treatment [25]. Moreover, their application in colloidal lithography has recently
been demonstrated [26]. Similarly, functionalized magnetic polystyrene particles have found manifold
applications in various fields. Of interest is their use in separating biomolecules (e.g., antibodies,
proteins, and nucleic acids etc.) [27], and separating and sorting of cells [28]. They are also utilized as
tracers for magnetic particle imaging (MPI) [29], agents for diagnostics and targeted destruction of
cancer tumors through local delivery of heat (hyperthermia), and for image contrast enhancement
of diseased tissues [30] and targeted drug delivery [31]. In addition, they have notably been used in
environmental pollution mitigation to remove oil from waste water [32]. In our study though, we have
primarily utilized unfunctionalized forms of PMMA and magnetic polystyrene particles (as discussed in
the subsequent section) and determined their mass concentration on the sensing surface. Further work
to simultaneously determine the magnetic moment from the mass of magnetic polystyrene particles,
utilizing a (modified) measurement setup, is intended. This will help to characterize and effectively
render the use of these particles in magnetic resonance imaging (MRI) and MPI applications. In the
current study, the particles samples (deposited by particle-imprint method) and adsorbed on in-house
fabricated microcantilever mass sensors were quantified based on in-plane resonant frequency f 0

response measurements and vividly compared with particle counts from scanning electron microscope
(SEM) images.

2. Materials and Sensor Fabrication

2.1. Particle Samples

In this study, we used magnetic polystyrene particles (micromer®-M, hereafter denoted as MPS)
from micromod Partikeltechnologie GmbH, Rostock, Germany; and polymethylmethacrylate (PMMA)
from Sigma-Aldrich Inc., St. Louis, Missouri, USA. The nominal particle diameters (assuming spherical
shape) and densities were about 2 µm and 1.1 gcm−3 (MPS µPs); 2 µm and 1.18 gcm−3 (PMMA µPs).
Experimental samples were prepared by tuning the particle concentration by diluting the original
solution with deionized water to realize various concentration levels ranging from approximately
0.01 mg/mL to 2 mg/mL.
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2.2. Calibration of Dispensing Tips

Prior to use, our stainless-steel dispensing tips were calibrated (at Physikalisch-Technische
Bundesanstalt (PTB)) to determine their geometrical dimensions and shapes. This was performed
using X-ray computed tomography (xCT) and optical reference measurements utilizing a coordinate
measuring machine (CMM). The inner and outer diameters of the stainless-steel tip (from Nordson EFD
Inc., East Providence, RI, USA), shown in Figure 2, were about 0.117 mm± 10 µm and 0.236 mm ± 1 µm,
respectively. The tips were cylindrical; and all the diametric measurements were taken at intervals
of about 0.5 mm by fitting a circle to the determined surface. The assigned uncertainty values were
computed with about 95 % confidence interval (k = 2). The main uncertainty factors considered
included the repeatability of the measured diameters and the maximum permissible sphere distance
error (for inner diameter) and maximum length measurement error (for outer diameter).

 

Figure 2. X-ray computed tomography (xCT) image showing a 3D rendering of the surface of capillary
of a stainless-steel dispensing tip.

2.3. Cantilever Sensor Design and Fabrication

In Table 1, we show the cantilever geometric dimensions and the simulated characteristics by
finite-element modeling (FEM) using Comsol Multiphysics 4.4b. The free-end configurations of these
microcantilevers (as depicted in Figure 3) were either rectangular or triangular, and the thickness
t of all the sensors are essentially fixed (i.e., t = 15 µm). The triangular free-end of first type of
triangular cantilever (TCant1, cf: Figure 3b) is equilateral-shaped (with sides = 700 µm, and length L2

= 606 µm), and it is positioned at L1 = 394 µm from the fixed-end of the cantilever (with beam width w

= 170 µm). The length of the rectangular segment L1 = 394 µm ≈ 2/5L, where L is the total cantilever
length of TCant1 i.e., L1 + L2; which corresponds to the length L = 1000 µm of the regular/rectangular
cantilever (RCant1), as depicted in Figure 3a. The two sensors have different cantilever masses, i.e.,
m0 = 9.76 µg (TCant1) and m0 = 5.94 µg (RCant1). Similarly, their flexural fundamental resonant
frequencies (and sensitivities) also differ significantly with f 0 ≈ 185.0 kHz (→ ~ 0.04 Hz/pg) and f 0 ≈

220 kHz (→ ~ 0.07 Hz/pg) corresponding to TCant1 and RCant1 sensors, respectively. In the current
study, we have designed a second type of triangular cantilever (TCant2, cf: Figure 3c) with an isosceles
triangular-free-end whose base b (just like TCant1 sensor) is positioned at L1 = 394 µm (from fixed-end)
but its magnitude is twice the clamping beam width (i.e., b = 2w). The total cantilever length L (i.e.,
from the fixed-end to apex/free-end) for TCant2 sensor was nonetheless the same as TCant1 and
RCant1 sensors (i.e., L = 1000 µm). Additionally, by tuning the base-width b of the triangular-free
end of TCant2 sensor (to b = 2w), the cantilever mass (m0 = 5.94 µg) is rendered equivalent to the
mass of the regular cantilever (RCant1) sensor (having same total length L and fixed-beam width
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w). Although RCant1 and TCant2 sensors have the same L and m0, a larger resonant frequency and
mechanical quality factor was, however, observed for TCant2 (f 0 ≈ 271 kHz, Q ~ 3000 ± 150) than
RCant1 (f 0 ≈ 220 kHz, Q ~ 2000 ± 200), as shown in Table 1. This is supposedly due to their geometrical
(shape) differences. Moreover, the isosceles (triangular fee-end) in TCant2 could possibly cause little
damping and lesser effective cantilever mass compared to the rectangular counterpart. Nevertheless,
further work is required to unravel the factors behind the observed differences. For cantilevers of equal
length and similar free-end geometries but different triangular base-widths (→ different m0 values)
i.e., TCant2 and TCant1 sensors, their fundamental in-plane resonant frequencies, mechanical quality
factors, and sensitivities also differ accordingly (as shown in Table 1). TCant1 cantilever (m0 = 9.76 µg)
yields a smaller f 0 ≈ 185 kHz (→ ~ 0.04 Hz/pg) compared to f 0 ≈ 271 kHz (→ ~ 0.09 Hz/pg) from
TCant2 (m0 = 5.94 µg). Moreover, the latter offers an enhanced mass sensitivity and improved quality
factor. It should be noted that all our sensors were designed to be excited in the in-plane bending
mode of vibration. The main material parameters used in cantilever FEM simulations in Comsol
Multiphysics were density (2.33 gcm−3), Young’s modulus (170 GPa) and Poisson ratio (0.28) for silicon,
and volume (i.e., geometrical dimensions of the sensor). All our cantilevers are piezoresistive and
work in a dynamic mode.

Table 1. Cantilevers design parameters and simulated characteristics.

Symbol Definition

Cantilever Sensor Design/Type

Rectangular
(RCant1)

Triangular
(TCant1)

Triangular
(TCant2)

L1 Rectangular step-length (µm) - 394 394
L2 Triangular step-length (µm) - 606 606
L Cantilever total length (µm) 1000 1000 1000
w Width (fixed-end) (µm) 170 170 170
t Thickness (µm) 15 15 15
b Triangular-free-end: base (µm) - 700 340

m0 Cantilever mass (µg) 5.94 9.76 5.94
f 0 Resonant frequency (kHz) 220 185 271
Sm Mass sensitivity (Hz/pg) 0.07 0.04 0.09
Q Quality factor (i) 2000 ± 200 1800 ± 200 3000 ± 150

(i) Measured mechanical quality factor.

 

−

Figure 3. Schematic designs of (a) Rectangular (regular) cantilever (RCant1), and triangular cantilevers
(b) first type (TCant1) and (c) second type (TCant2). The shape of the triangular free-end of TCant1 is
equilateral (with the base b = 700 µm) whereas that of TCant2 is isosceles (with b = 2w = 340 µm).

To manufacture these cantilevers, n-type (100) silicon wafers (Siegert Wafer GmbH, Aachen,
Germany) were utilized as base material through a bulk-micromachining fabrication process [33,34].
Initially, these wafers were diced from the silicon wafers into ~ 30 × 30 mm2 substrates. Prior to
use, the bulk silicon substrates were thoroughly cleaned to remove from their surfaces any organic
contaminants (e.g., dust particles, lubricants, grease, silica gel, etc.), ionic contaminants (mostly from
inorganic compounds), and silicon dust or metallic debris, etc. To clean them, each substrate was
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boiled (for ~5 min) in a 1:1 oxidant mixture solution of sulfuric acid (H2SO4, 96 %) and hydrogen
peroxide (H2O2, 30 %) contained in a quartz glass beaker. The substrate was then immersed in a water
bath for about 5 min before rinsing it with deionized water and blow drying with nitrogen gas. Such a
cleaning process is oxidative; and it therefore yields a hydrophilic surface.

The main cantilever fabrication steps comprised of:

• Substrate preparation (i.e., pre-cleaning),
• Thermal oxidation,
• Photolithography,
• Dopant diffusions: n+ and p (1100 ◦C); p+ (1200 ◦C),
• Contact holes formation,
• Metallization: Cr: 300 Å / Au: 3000 Å,
• Membrane formation, in which the backside was etched in a cryogenic inductive-coupled plasma

reactive ion etching (Cryo-ICP-RIE) process using SF6/O2,
• Structuring and free-release of cantilever through a second Cryo-ICP-RIE process (SF6/O2).

Basically, each pre-cleaned bulk silicon substrate (~30 × 30 mm2) was initially thermally oxidized
(in a furnace at a temperature T ≈ 1100 ◦C for about 100 min). Subsequently, the oxidized sample
was cleaned by sonication (using acetone as cleaning agent), then mounted and spin-coated with a
positive photoresist (AZ 5214, Shipley) prior to patterning (by photolithography using MJB4 mask
aligner from SÜSS MicroTec, Garching, Germany). Patterning was essentially useful in defining
various microstructural features of interest ranging from n+, p, and p+ doping sites, contact holes,
metallization, membrane, and the cantilever, respectively. Each of these features was realized using a
specific mask design.

In patterning the metal-line connections, for instance, metallization was done by first depositing a
30-nm-chromium layer (which serves as an adhesive layer) and secondly, 300-nm-gold layer through an
electron-beam deposition process. Subsequently, a lift-off process (in acetone) was carefully undertaken
to remove the photoresist from the samples. Since this is a critical step in the fabrication process,
a thorough microscopic inspection of the metallized samples was performed to assess the continuity of
the connection lines. Hereafter, the sample was thermally oxidized and patterned for backside etching
to define the membrane or thickness of the cantilever. Therefore, Cryo-ICP-RIE etching was carried
out at a temperature of approximately −80 ◦C for approximately 56 min. Lastly, the cantilevers were
patterned and freely released through a cryogenic etching process (at −95 C for about 15 min). This was
the stage at which the desired free-end cantilever configuration (i.e., rectangular, or triangular) was
realized, as depicted in Figure 4.

 

 
Figure 4. SEM images of silicon-based piezoresistive cantilever sensors after fabrication and basic
cleaning processes, with (a,b) depicting TCant1 and TCant2 triangular cantilever sensors.
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Usually, after fabrication, the cantilever surface was still covered with the photoresist. To remove
it, the sensor was soaked and cleaned in acetone and thoroughly water-rinsed before drying in a gentle
stream of nitrogen gas. Alternatively, oxygen plasma cleaning was performed. Both cleaning methods
can reliably be used to clear the photoresist from the sensors.

3. Particle-Imprinting Process

3.1. Particle Sampling and Tip Coating

In Figure 5, we schematically illustrate the sampling and depositing of particles onto a silicon
bulk substrate or cantilever-based sensor. Basically, two main steps were involved:

 

Figure 5. Schematic illustration of the particle sampling and deposition by particle-imprinting process.
(a) Arbitrary sized droplet containing monodispersed particles on a hydrophobic silicon surface.
(b) The dispensing stainless-steel tip is positioned above the droplet and then moved (using a 3D
micro-positioning system) into the droplet. (c) The tip is dipped into the particles-laden droplet to coat
it with the particles solution. (d) After retraction from the droplet, the particles-coated tip is moved
onto the sensing surface to contact and deposit the particles thereon before it is retracted therefrom.

Firstly, a particle solution was initially prepared by homogenously mixing (by sonication) the
selected monodispersed particle solution. Then, an arbitrary-sized small drop (see Figure 5a) was
deposited on a pre-cleaned hydrophobic silicon surface (~10 ×10 mm2) under ambient conditions.
In this case, the small droplet served as a particle reservoir. The particles, which are suspended in a
fluid medium e.g. in a droplet, exhibit a random motion.

A dispensing stainless-steel tip (D-tip) was then moved (Figure 5b) and dipped into the small
droplet (Figure 5c). Consequently, as illustrated in Figure 5d, the tip surface (apex) is coated (or inked)
with the particles, i.e., a thin (liquid) film would form or adhere on the tip surface upon retraction from
the droplet. The particle solution adheres on the surface of the tip courtesy of capillary action.

It should be noted that the tip apex and the sensing surface were carefully aligned in the same
horizontal plane. Therefore, initially, a contact between the D-tip apex (without particle solution)
and the surface was established, tested, and optically inspected using an USB camera (Mz-902, Oowl
Tech Ltd., Hong Kong, China). The point of contact (i.e., zo) was carefully noted and the tip was then
moved (by means of a micro-positioning system as depicted in Figure 6) into the particle reservoir (i.e.,
to point z0 in the drop) for particle coating (for a defined time period).
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Figure 6. Optical image of the typical experimental setup utilized for tip-sensor contact process (particle
deposition) and resonant frequency measurements (particles mass determination).

3.2. Particle Transport Process

The particle-coated tip was moved from the droplet to the target point (i.e., on the bulk silicon
substrate or cantilever mass sensor surface) utilizing the micro-positioning system. Prior to this,
the target surface e.g., the cantilever sensor (as depicted in Figure 6) was first mounted on a sampler
(fixed on a workbench) followed by tip-alignment. The latter was performed by positioning the
D-tip vertically above the cantilever at a defined point along the symmetry axis. The tip-on-sensor
alignment process was optically aided by a camera (and was often repeated whenever the D-tip would
be exchanged). The camera, in this case, helped to visualize the tip while moving and adjusting
the tip apex as close as possible onto the sensor surface. This was necessary to mitigate and reduce
the risk and possibility of breaking the fragile silicon cantilever sensor and therefore minimize the
inaccuracies associated with tip misalignment which otherwise leads to an off-centered particle
deposition/adsorption. Nonetheless, we estimated the minimum achievable tip-on-sensor position
alignment accuracy to be about 10 µm. Taking due considerations, therefore, the coated tip was
retracted from the droplet (to point z1), then moved laterally (along the y-axis), and moved vertically
downwards (to point z0) to contact and imprint the particles on the sensing surface.

3.3. Particle Imprinting and Adhesion

The next step involved the transfer of the particles solution from the tip to the target (sensing)
surface by mechanical contact, as depicted in Figure 5d. In this case, the particle-coated tip (apex)
would contact the surface for a defined time duration, hereafter referred to as contact time tc. It is worth
noting that tip-droplet dipping time corresponded to the tip-sensor contact time. During tip-sensing
surface contact, the liquid is detached (from the tip) and attached onto the target surface. In case of a
cantilever sensor, slight deflection is observed during tip contact; hence, avoiding the risk of breaking
the sensor.

After tip-sensor contact, the particles (along with the carrier fluid i.e., water) move radially
outwards and inwards as depicted in Figure 7. During this process, particles arrange themselves on
the surface with the solvent flow; and adsorption happens as a result of water evaporation and the
inter-particle forces owing to surface tension.

The amount of tip-adherent particles solution transferable to the target surface was mainly
influenced by changing the wettability of the substrate/sensing surfaces, size of the dispensing tip, and
tip-sensor contact time tc, using different types of particle solutions and particle concentration levels.
Based on these dynamics, we present (in the next section) the typical outcomes of particle adsorption
and arrangements on assorted bulk silicon substrates.
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Figure 7. Schematic illustration of a particle-imprinted substrate sample. The inner radial
liquid–air interface initiates inwards flow (in addition to outwards flow) to suppress the
ring-clustering phenomenon.

3.4. Particles Adsorption on Bulk Silicon Surfaces

Here, we investigate the influence of wettability of substrate surfaces on particle adsorption.
Hydrophilic bulk silicon surfaces were basically realized after general cleaning of the substrates (i.e.,
boiling in a 1:1 oxidant mixture solution of H2SO4 (96%) and H2O2 (30%), as discussed in Section 2.3).
Nevertheless, for enhanced hydrophilicity, these samples were further treated with O2 plasma (for
~30 s). For hydrophobic silicon substrates, the cleaned samples were dipped in a buffered 6 % to 7 %
HF solution for about 10 s.

In Figure 8, we show different substrate samples and their wettability conditions (i.e., with
hydrophobic and hydrophilic surface treatments) and the particles-imprinting outcomes. In this
case, we used a stainless-steel tip with inner and outer diameters of about 0.117 mm and 0.236 mm,
respectively, and a contact time of ~1 s. In both surface wettability conditions, all the samples were
evidently adsorbed with the particles. Nevertheless, for hydrophobic silicon substrates, segments
of adsorbed particles that consists of both mono- and multilayers were observed (Figure 8a); which
otherwise seem to occupy a smaller surface area compared to the highly hydrophilic substrates.
In contrast, the latter have a larger particles distribution area (Figure 8b). This primarily results from
high surface energy of hydrophilic surfaces which consequently attracts the water (i.e.., particles
carrier), thereby facilitating surface wetting. In Figure 8c, which is a magnified view of Figure 8b,
we show a segment of monolayer particles arrangements arising from tip-substrate contact on a
hydrophilic surface. It should be noted that the multi-layer cluster, observed on the hydrophobic
surface (Figure 8a), is a consequence of the water-repulsive nature of these surfaces, which clearly
limits their wettability. It is therefore evident that the particle-imprint approach can favorably work
well on hydrophilic surfaces to realize monolayer particle assembly which facilitates and guarantees
accurate particle counting/estimation.
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Figure 8. SEM images of particle-imprinted bulk silicon samples. (a) Partial segment of spherically
shaped PMMA particles adsorbed on hydrophilic surfaces, (b,c) respectively depict a whole
and magnified partial segment of PMMA particles adsorbed on a hydrophilic silicon surface.
The particle-imprinting process was accomplished using a stainless-steel dispensing tip of inner/outer
diameter ≈ 0.117/0.236 mm with a contact time of about 1 s.
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4. Cantilever-Based Particle Mass Detection

4.1. Cantilever Sensor Cleaning/Preparartion

As a pre-requisite, the cantilever sensors were cleaned to guarantee a contaminants-free surface
for accurate determination of the initial (bare) cantilever mass m0 and resonant frequency f 0.
This consequently enhances the accuracy of determining the adsorbed particles mass, ∆m. The actual
cantilever mass m0 and corresponding standard uncertainty for the fabricated sensors ranged from
4.26 µg ± 0.10 µg, 15.01 µg ± 0.10 µg to 23.01 µg ± 0.19 µg for TCant2, RCant1, and TCant1 cantilever
types, respectively. Moreover, their typical mass sensitivities Sm were approximately 0.13 Hz/pg
(TCant2), 0.03 Hz/pg (RCant1), and 0.02 Hz/pg (TCant1). The parameter Sm ≈

f0
2meff

, in which meff

denotes the effective mass of the cantilever; and meff is about 1
4 of the static mass of a bare cantilever [35].

The surfaces of our cantilevers are not functionalized but contain a native oxide which makes them
hydrophilic and suitable for particle adsorption.

Due to the strong van der Waals forces between magnetic polystyrene (MPS) microparticles and
the (hydrophilic) silicon surface, the sticky magnetic polystyrene particles would not ordinarily be
desorbed by soaking in acetone but through a controlled sonication process. It should however be noted
that removing of MPS µPs from silicon substrate surfaces is nevertheless possible through exclusive
wet cleaning processes. These processes primarily involve the use of alkaline and acidic solutions.
For instance, the particle removal efficiency using alkaline solutions was demonstrated by Itano et al.
to be superior to acid solutions [36]. However, these alkaline solutions (e.g., NH4OH-H2O2-H2O) etch
the silicon surface (by ~0.25 nm/min or more) to lift off the particles, and then dislodge them from the
silicon surface by electrical repulsion. On the other hand, acidic solutions such as H2SO4-H2O2 solution
oxidize absorbed particles and decompose them by the strong oxidizing force [36]. Nonetheless, both
alkaline and acidic solutions are etch-based particle removal techniques with a high risk of damaging
the cantilever features e.g., the piezoresistive Wheatstone bridge and the electrical connection lines.

Contrarily, ultrasonic cleaning technology utilizes ultrasonic energy to agitate the particles
(or contaminants) on the solid surface and a liquid (solvent) to rinse the loosened particles away.
This method can most conveniently be used to remove contaminants in hard-to-reach areas. Moreover,
the process takes considerably shorter cleaning time compared to the normal wet cleaning processes.
Furthermore, it is a thorough process which yields high-quality cleaning. Nevertheless, the use of
high intensity of vibrations (in which cantilever sensor is subjected to during cleaning) can potentially
damage or destroy the sensor.

To mitigate this challenge, we devised and assembled a metallic adaptor (shown Figure 9a)
onto which the cantilever sensor (adsorbed with MPS µPs) was mounted and clipped (Figure 9b).
Such clipping was necessary to ensure that the sensor does not randomly vibrate and move with the
liquid and accidently hit the wall of the glass beaker. The whole assembly was then immersed into a
glass containing acetone for sonication (which lasted barely less than 3 min). After cleaning, optical
inspection (Figure 9c) was done to assess the effectiveness of the particle removal process. Furthermore,
the cantilever resonant frequency was again measured to ascertain, compare, and average with the
pre-desorption resonant frequency value.

 

 

Figure 9. Optical images of (a) a specially designed metallic adaptor, (b) TCant1 cantilever (adsorbed
with magnetic polystyrene particles) mounted and clipped on a metallic adaptor (prior to immersing it
in acetone for sonication). The surface of the cantilever after sonication cleaning is shown in (c).
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4.2. Resonant-Based Mass Measurement

4.2.1. Gravimetric Mass Sensing

In determining the mass of the adsorbate, a gravimetric measurement setup was deployed as
schematically shown in Figure 10. The cantilever was excited in its fundamental in-plane mode using a
piezo actuator (P-121.01, from PI Ceramics GmbH, Lederhose, Germany), while mechanical vibrations
thereto were detected piezoresistively by means of a U-shaped Wheatstone bridge embedded in the
sensor during the fabrication process. The direct current (DC) voltage to the Wheatstone bridge (1 V)
and sinusoidal actuation signal (up-to 9.9 Vpk) to the piezo actuator were supplied by a lock-in-amplifier
instrument (MFLI, Zurich Instruments Ltd, Zurich, Switzerland). All connections to and from the
MFLI instrument to the piezo actuator and cantilever were accomplished via SMA connectors and
coaxial cables.

 

Figure 10. A schematic setup for the measurement of the cantilever resonant frequency f 0 responses to
determine the mass ∆m of the adsorbed particles. The lock-in-amplifier (MFLI) supplies voltage to the
in-plane piezo actuator and Wheatstone bridge of the piezoresistive silicon cantilever sensor.

Initially, the resonant frequency f 0 of a pre-cleaned bare cantilever sensor was measured. Upon
depositing, and after vaporizing the particle solution from the sensing surface, the particle-induced
fundamental resonant frequency f 0

′

was then measured under ambient conditions. In this case, a shift
in resonant frequency between the bare and the mass-loaded cantilever was obtained:

∆ f = f ′0 − f0. (1)

This frequency shift ∆f (depicted in Figure 11a) is linked to the adsorbate mass (∆m) in accordance
with Equation (2). Given the knowledge of the adsorption position x (i.e., the distance between the
loaded mass and the fixed end of the microcantilever with beam length L) and cantilever mass m0,
the value of ∆m can most conveniently be calculated using [37]:

∆m = −
2m0

U2(x
∆m)

∆ f

f0
, (2)

where,

U(x∆m) = (cos λ+ cos h λ)
(

cos(λ
x

L

)

− cos h(λ
x

L
)
)

+ (sinλ− sin h λ)
(

sin(λ
x

L

)

− sin h
(

λ
x

L

))

, (3)

is the mode shape function of the cantilever, in which λ denotes the vibration modal constant. The value
of λ is simply the product of the modal wavenumber βn and the length L of the cantilever beam, i.e.,
λ = βnL; and it depends on the vibrational mode number (which is an integer number n ≥ 1). In our
dynamic frequency response measurements, only the fundamental flexural mode (i.e., first vibrational
mode, n = 1) was mainly involved; hence, λ ≈ 1.8751 [35]. The calculated fundamental mode shape
function in relation to the (normalized) particle adsorption point x∆m/L is shown in Figure 11.
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Figure 11. (a) Schematic representation of the shift ∆f in resonant frequency of a cantilever with/without
an adsorbate (load, ∆m). (b) Mode shape function (calculated based on Equation (3)) at a point x∆m/L

along the cantilever beam of length L vibrating in the first (fundamental) mode of which λ≈ 1.8751.
In our experimental work, typical particle adsorption positions ranged from x∆m/L ≈ 0.4 to 0.8.

In determining the position x∆m, SEM images were captured for each successfully prepared
cantilever sample and x∆m was estimated using ImageJ [38]. The position of the adsorbed
magnetic particles was determined from SEM images with an accuracy of approximately ± 0.01 µm.
The SEM particles imaging was mainly done after measuring the resonant frequencies of each of the
involved samples.

Nonetheless, if we assume a distributed mass condition of the adsorbed particles, then:

∆m =2meff
∆ f

f0
, (4)

where, meff ≈ m0/4 denotes the effective mass of the cantilever sensor.

4.2.2. Particle Mass Determination

The frequency shift ∆f (determined in accordance with Equation (1)) was used to compute the
particle mass ∆m using Equations (2) and (3) or Equation (4). This was done by averaging at least five
frequency sweeps (both before and upon particle adsorption on the sensor, and after particle removal
i.e., cleaning of the sensor).

Typical resonance frequency f 0 responses of a cantilever with and without adsorbed magnetic
polystyrene particles are, respectively, depicted by the brown/open and black/full lines/circles in
Figure 12. The particles-induced resonant-frequency shift ∆f = −18.09 Hz ± 0.86 Hz and −1.00 Hz
± 0.14 Hz (delineated in Figure 12a,b) corresponds to measurements from TCant1 sensors with f 0 ~
183.5 kHz and 179.8 kHz, respectively; while, ∆f = −38.91 Hz ± 0.61 Hz and −11.77 Hz ± 0.76 Hz
(shown in Figure 12c,d) resulted from TCant2 sensors with f 0 ~ 271.9 kHz and 268.3 kHz, respectively.
These ∆f values together with their uncertainties were computed from repeated frequency response
measurements. The initial resonant frequency of the fabricated cantilevers of the same category (e.g.,
TCant2 sensors with f 0 = 271.9 kHz and 268.3 kHz as depicted in Figure 12c,d) are slightly different,
supposedly due to small variations in the sensor dimensions arising from the fabrication process.
Primarily, for the in-plane excited cantilever sensors, f 0 ∝ w/L2. Typically, small changes in the beam
width w and/or length L of the cantilever may emanate from the resolution of our photolithography
(~1 µm). Correspondingly, therefore, this affects the expected resonant frequency f 0 by approximately
±1.2 kHz, for triangular cantilever sensors. On the other hand, variations in cantilever thickness t may
also result mainly from the membrane etching process. But this affects the effective cantilever mass
(and its sensitivity Sm).
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Figure 12. Plot of the resonant frequency responses before and after adsorbing magnetic polystyrene
(MPS) microparticles on assorted fabricated triangular cantilevers. (a,b) denote measurements from
TCant1 cantilever sensors, while (c,d) are measurements from TCant2 cantilevers. The MPS µPs (whose
number Np—determined based on point mass-condition i.e., from Equations (2) and (3)) were deposited
on the sensing area through the particle-imprint approach by observing tip-sensor-contact time tc of
about 10 s, 5 s, and 1 s using stainless steel tips with nominal internal diameters of ~0.10 mm (a,c,d)
and ~0.15 mm (b).

If we consider point-mass condition (Equations (2) and (3)) and thereby compute the particles mass
∆m, the resonant frequency shifts (delineated in Figure 12a–d), translate to the particles concentration
Np of about 199 ± 9 and 13 ± 2, from TCant1 sensors; and 103 ± 2 and 14 ± 1, from TCant2 sensor.
This clearly shows that the number of particles, for each sensor category, increased with resonant
frequency shift. The values of Np were determined from the mass ratios of ∆m to a single magnetic
polystyrene particle mass, i.e., 3.53 pg ± 0.25pg determined from its measured volume (diameter) and
given density. Besides MPS particles, PMMA µPs were similarly imprinted on the cantilever sensor
(f 0 ≈ 181.0 kHz) and yielded Np ≈ 35, resulting from a resonance shift ∆f ~ −9.88 Hz. To calculate the
mass ∆m using Equations (2) and (3), the position of the adsorbate (i.e., x∆m = 470 µm to 750 µm) on
the sensor was measured from SEM images (using ImageJ as earlier discussed in Section 4.2.1).

It is worth noting that the vibration amplitudes of the cantilever sensors with and without load
(as depicted in Figure 12) were closely in agreement, with a small difference of less than 2%. This may
connotate a small change in mechanical quality factor (i.e., damping); but it does not however affect
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the cantilever resonant frequency and the shift thereto nor the adsorbate mass (computed therefrom).
Nevertheless, the measured Q values for TCant2 sensors (→ Figure 12c,d) were relatively higher
(Q ~ 3000 ± 150, which depicts better stability) compared to TCant1 cantilevers (→ Figure 12a,b) with Q

~ 1800 ± 200. Furthermore, as expected—in accordance with Equation (2), different cantilever frequency
bands were observed (in Figure 12a–d). This was typically due to the differences in the number of
adsorbed particles (Np or ∆m) on each sensor, small variations in adsorbate position (i.e., x∆m), and
cantilever mass sensitivity (Sm).

After resonant frequency measurements, the particles-imprinted cantilever samples were
microscopically analyzed (using SEM) to examine the nature of particle arrangement on the sensing
surface. In all these cases, for instance, as depicted in Figure 13, the adsorbed particles resulted in
monolayer particles assembly. Consequently, for the assorted SEM images delineated in Figure 13a–e,
a particles-count of about 13, 11, 160, 25, and 18 was determined, respectively. In Figure 13a, for instance,
an SEM-particles count of about 13 magnetic polystyrene particles was obtained (on TCant1 sensor) i.e.,
12 equally sized (~1.83 µm ± 0.03 µm) and 1 oddly sized (~1.07 µm ± 0.03 µm) particles. Considering
the density and volume of the particles, this SEM-particle count translates to a calculated mass of about
43.06 pg ± 0.16 pg, which agrees well with the particles mass ∆m ≈ 44.39 pg ± 6.07 pg (i.e., Np ≈ 13 ± 2)
determined from the corresponding resonant-frequency response (delineated in Figure 12b). A small
difference between the two mass estimates was nevertheless observed. Besides, the frequency shift
(∆f ≈ −1.00 Hz) was notably small. Consequently, this necessitated an enhanced mass sensitivity of
our sensors. Considerably, this limit was fairly extended based on our TCant2 cantilever design; from
which, we realized a mass sensitivity Sm ~0.13 Hz/pg, and gravimetrically detected (Figure 12d) and
determined (based on point mass-condition) about 14 MPS µPs, with a better frequency resolution.
This number of MPS particles (i.e., Np ≈ 14) is similarly in good agreement with the corresponding
observed particles-count from the SEM image (in Figure 13b), i.e., Np = 11. Furthermore, in our recent
works [39], miniaturized sensors for an enhanced airborne particles detectability has been demonstrated
(with m0 = 2 ng to 5 ng and a mass sensitivity ~0.13 Hz/fg); and their use in liquid-based particles
detection is further intended. Besides, special consideration is intended to apply our particle sampling
and imprinting approach on commercial piezoresistive silicon cantilever sensors i.e., CAN30-1-2 sensor,
from CiS Forschungsinstitut für Mikrosensorik GmbH, with m0 ≈ 20 µg; and, PRSA-L300-F80-TL
sensor, from SCL-Sensor. Tech. Fabrication GmbH, with m0~0.5 µg (a factor of 30 to 50 lower than our
in-house fabricated cantilevers (Table 1)).

In Figure 14, we additionally show a correlation plot that compares the SEM particle-analysis
results with the calculated number of particles from resonant-frequency responses (considering both
point-mass and distributed-mass conditions). The latter condition assumes that the mass of the
adsorbate is evenly distributed on the sensing surface; a factor that potentially leads to the poor
correlation between the calculated number of particles (due to distributed mass condition) and the
observed (SEM-) particle counts, as depicted in Figure 14. On the other hand, from the same plot,
it is apparently clear that the resonance-based number of particles due to point-mass condition
(cf. Equations (2) and (3)) is highly correlated with the (SEM)-particle counts. With a correlation
coefficient of nearly 0.99 (→ error-weighted linear fitting in Figure 14) and a minimum detection limit
of about 0.05pg (exhibited from TCant2 sensors), it shows that the measurements are pretty much in
agreement and our (TCant2) sensors offer reasonably high sensitivity, respectively. Notably though,
some deviations from ideal correlation of the resonance-based and SEM-particle estimations were
observed (Figure 14) and their possible causes will further be considered in the subsequent section,
in which we will discuss an exemplar of assorted possible measurement influences.
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Figure 13. Typical SEM images of the adsorbates of magnetic polystyrene (MPS) microparticles on
our various silicon-based piezoresistive TCant1 and TCant2 triangular cantilever sensors with (a–e)
respectively denoting B46T1, F22T2, B24T1, A16T1, and A14T1 cantilevers. The SEM-counted number of
particles in (a–e) are ~13, 11, 160, 25, and 18, respectively. From all the cantilever samples, a monolayer
particle assembly was clearly observed. These MPS µPs were deposited on the cantilevers utilizing the
particle-imprint method.
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Figure 14. Comparison of the number of magnetic polystyrene microparticles on both TCant1
and TCant2 cantilever sensors. The number of particles Np was determined from the measured
resonant frequency responses (considering both point-mass and distributed mass conditions) and is
compared with the SEM-particle counting. The blue line depicts an error-weighted linear fit for Np at
point-mass condition.

Nonetheless, considering the small amount of liquid realizable through the on-cantilever particle
imprinting process coupled with the depicted high sensitivities, it is worth noting that the measurement
approach presented herein can plausibly be applied in the testing or detection of liquid-borne viruses
(e.g., coronavirus—whose primary mode of transmission from person to person is through virus-laden
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droplets). In testing for coronavirus, for instance, a test fluid e.g., sputum (from a suspected or
infected person) is sampled. Apparently, most coronavirus rapid-testing methods detect the antibodies
produced in response to viral infection [40]. Contrastingly, to detect the presence of coronavirus
itself, a MEMS-cantilever-based sensor is desirable. This has recently been demonstrated by Digital
Diagnostics AG by functionalizing the surface of the cantilever sensor with a capture layer of antibodies,
which binds antibodies in a test sample fluid [41]. Given the flexibility and ease of adaptation of the
on-cantilever particle imprinting approach, we believe it can potentially and cost-effectively be utilized
to detect liquid-borne viruses such as coronavirus.

4.3. Assessment of Measurement Uncertainty

Resonant-based mass sensing, like conventional macroscale mass measurements [42], is influenced
by the loading position and environmental conditions such as relative humidity (RH) and temperature

(T). A temperature change (∆T) correspondingly changes f 0 by multiplying it with (α+αE)
2 ∆T [35],

where α = 2.6 ppm/K and αE = −44 ppm/K [35,43] denote the linear coefficient of thermal expansion
and temperature coefficient of Young’s modulus E of silicon, respectively; while the change in relative
humidity (∆RH) is bound to decrease f 0 due to the moisture that cling to the sensor surface. In our
measurement process, these variables were monitored for every measurement cycle and found to be
small. For instance, the observed maximum temperature change ∆T for TCant1 sensor—delineated in
Figure 15a—was ~0.1 ◦C within one hour, while the change in relative humidity ∆RH during the same
period was ~1%. Similarly, for TCant2 sensor (Figure 15b), ∆T ≈ 0.2 ◦C, and ∆RH ≈ 1%.

 

 

≈

Figure 15. Relative resonant frequency drift (black line) of bare, silicon triangular cantilevers (a) TCant1
(f 0 ≈ 181.265 kHz) and (b) TCant2 (f 0 ≈ 262.253 kHz) under typical ambient temperature (red line) and
relative humidity (blue line) conditions in the laboratory over measurement time (~1 h).

Furthermore, we define the relative resonant frequency drift y(t) (shown in Figure 15) as a ratio of
the measured resonance frequency f 0(t), minus its initial value at t = t0, and f 0 (t0), i.e.,:

y(t) =
∆ f

f0
=

f0(t) − f0(t0)

f0(t0)
, (5)

which yields an overall relative frequency drift of about −26.1 ppm and 0.9 ppm for TCant1 and
TCant2 sensors, respectively. It should however be noted that the typical duration for measuring the
resonance frequency responses for each cantilever sensor (with/without magnetic particles) was about
1 to 5 min. Within this short measuring period (i.e., within 5 min), a maximum relatively relative
frequency drift of 1.2 ppm (TCant1 sensor) and 0.4 ppm (TCant2 sensor) was observed, i.e., more than
an order of magnitude lower than the overall (~1 h) observed drift values of ~−26.1ppm (Figure 15a)
and ~0.9 ppm (Figure 15b), respectively. Furthermore, the effect of humidity can be assumed to be
negligible (yielding less than 1ppm for ∆RH ≈ 1% [44]).
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Further measurement influences (based on Equation (2)) included uncertainties associated with
the determination of the mass of the cantilever sensor (primarily from the thickness of the sensor),
particle(s) adsorption position x∆m along the cantilever beam (mainly due to tip alignment; of which,
we consider the resolution of the positioning system) and the repeatability of resonant-frequency
shift. Moreover, for the calculated number of particles (cf. Figure 14), particle-diameter estimation
was a critical-influencing parameter. All particles were essentially assumed to be identical in shape
(spherical) and size (~2 µm). This was typically observed in all the analyzed samples except one
(Figure 13a) in which only one oddly sized particle (~1 µm) was observed. Besides, to minimize
particle mass measurement uncertainties, further work involving calibration of the in-plane cantilever
stiffness is intended.

5. Conclusions

In this study, we have designed and fabricated a triangular cantilever and utilized it as a sensing
surface upon which a novel particle-imprinting approach has been implemented. With this approach,
liquid-borne particles were sampled by dipping a dispensing tip into an arbitrary-sized particle-laden
droplet (on a hydrophobic silicon substrate) followed by tip-sensor contact. We have also examined a
few crucial parameters that regulated the number of particles adsorbed and assembled on the silicon
sensors/substrates i.e., surface wettability, tip size, and contact time. With the particle-imprint approach,
herein presented, the need for a dispensing-air pressure (essentially utilized in liquid dispensing) was
eliminated. Furthermore, no complicated instrumentation is required to deposit numerable particles;
hence, making it fairly cost-effective. Using on-cantilever imprinting method, a monolayer-particle
assembly has been realized on hydrophilic silicon cantilever sensors with the lowest particles-count
of about 11. Typically, from our fabricated triangular microcantilever mass sensors (i.e., TCant1 and
TCant2), we can realize a minimum detectable frequency shift ∆f min of about 8 mHz and 7 mHz,
respectively. We have also realized a higher resonant frequency of the TCant2 sensors, which was
271 kHz compared to a rectangular (regular) cantilever sensor (220 kHz) of equivalent total length
(L = 1 mm) and mass (m ≈ 5.94 µg). This effectively offered the TCant2 sensor superior advantages
(over RCant1) with a higher mechanical quality factor (Q ~ 3000), an enhanced mass sensitivity (Sm ≈

0.13 Hz/pg), and a lower minimum detectable mass (~∆f min/Sm ≈ 0.05 pg). In this regard, therefore, we
have further envisaged the possibility of utilizing the on-cantilever imprint approach to measure/detect
liquid-borne viruses (e.g., coronavirus) and single particles using our sensors. We have also briefly
examined main sources of uncertainty which affected our particle sampling and resonant frequency
response measurements.
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Abstract: Endoscopes are used routinely in modern medicine for in-vivo imaging of luminal organs.

Technical advances in the micro-electro-mechanical system (MEMS) and optical fields have enabled

the further miniaturization of endoscopes, resulting in the ability to image previously inaccessible

small-caliber luminal organs, enabling the early detection of lesions and other abnormalities in these

tissues. The development of scanning fiber endoscopes supports the fabrication of small cantilever-

based imaging devices without compromising the image resolution. The size of an endoscope

is highly dependent on the actuation and scanning method used to illuminate the target image

area. Different actuation methods used in the design of small-sized cantilever-based endoscopes are

reviewed in this paper along with their working principles, advantages and disadvantages, generated

scanning patterns, and applications.

Keywords: endoscopes; medical imaging; MEMS actuators; piezoelectric; electrothermal; electro-

static; electromagnetic; shape memory alloys; scanning patterns

1. Introduction

An endoscope is an imaging device made up of a long and thin tube that can be
inserted into the hollow openings of the body to image the inner sections in real time
and in a less invasive manner. Advances in fiber optic systems led to the development of
flexible endoscopes, enabling high-resolution images of narrow sections of the body and
reducing the number of biopsies required for a specific diagnosis, with applications such as
cancer detection, microvascular oxygen tension measurement, chronic mesenteric ischemia,
subcellular molecular interactions, etc. Earlier developed standard white light endoscopes
(WLEs) had limited ability to differentiate metaplasia from dysplasia. Such limitations were
surpassed by enhancing the image contrast through the use of dyes in chromoendoscopy or
applying digital filters in narrow band imaging (NBI) [1,2]. The increased use of endoscopic
devices highly improved the diagnostic rate of cancers by permitting the visualization of
early dysplasias which may lead to cancer development [1]. Cancer is the second leading
cause of death in the world. Approximately one out of every six deaths are due to cancer,
killing 9.6 million individuals worldwide in 2018 [3]. It has been observed that early
detection has significantly improved life expectancy and reduced the mortality rate by
30–40% over the last two decades [4].

One of the recently advanced imaging devices was based on confocal laser endoscopy
(CLE). Two variations of CLE that are used commercially in medical applications are the
so-called e-CLE, which is an integrated confocal endoscope developed by Pentax Medical
(Tokyo, Japan), and the probe-based confocal microscope (p-CLE) developed by Mauna
Kea Technologies (Paris, France) [5]. Optical coherence tomography (OCT) is another
frequently used technique to image tissue, where a change in the refractive index of the
scattering coefficient alters the intensity of the backscattered light and is used to provide
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contrast in the image [6]. Photoacoustic (PA) imaging is another imaging technology that
images a tissue surface using short pulsed light waves and detects the ultrasonic waves
generated from the optical absorption. It integrates the benefits of high contrast in optical
imaging and deep penetration of the ultrasonic imaging [7]. On the basis of imaging
depth, PA imaging can be classified into PA microscopy (penetration depth < 10 mm),
PA computed tomography (penetration depth between 10 and 100 mm), and minimally
invasive PA imaging (penetration depth ≥ 100 mm) [8]. In addition to these techniques,
there is visible light spectroscopy (VLS), where the tissue surface is exposed to visible light
and the absorbance spectrum provides structural and functional information about the
tissue. This technique is largely used to monitor the microvascular hemoglobin oxygen
saturation, which can be further used to evaluate local ischemia situations by measuring
the difference between oxygenated and deoxygenated hemoglobin [9,10].

The advancement in optics along with the development of micro-electro-mechanical
systems (MEMS) and microfabrication techniques led to the fabrication of sub-millimeter-
sized flexible endoscopes that can image the narrow cavities in the body, providing informa-
tion about early-stage pre-cancerous tissues. The optimized final design of an endoscope is
often the result of an optical design optimized using special software-based computer sim-
ulations [11]. The rapid evolvement of the software and fabrication technologies enabled
endoscopes to capture the tissue images in three-dimensional space, providing in depth
information about the target surface as well [12]. Most of the preliminary video endoscopes
used coherent optical fiber bundles (CFBs) to transport light from a light source, such as
a xenon lamp or a laser light, to the imaged surface and used charge-coupled devices
(CCDs) to image the tissue surface [13]. Those CCD devices contained approximately
200,000 pixels, which provided limited resolution of the image [2]. The image resolution
and optical magnification in newly developed endoscopes was enhanced using comple-
mentary metal oxide semiconductor (CMOS) chips, which provided images with over
1.3 MPixels of diffraction-limited resolution [14]. However, a minimum center-to-center
distance between the optical fibers in a CFB and the honeycomb effect produced by the
non-imaging area between fibers still limited the resolution in devices having a diameter
smaller than 3 mm, independently of the imaging chip used [15].

It is possible to obtain high-spatial-resolution images with flexible endoscopes having
sub-millimeter diameters by scanning the laser light at the proximal end and capturing the
image on a temporal basis, i.e., acquiring one pixel at a time. Seibel et al. from the University
of Washington developed such a cantilever-based scanning fiber endoscope (SFE), where a
single-mode fiber was excited at resonance to scan the light beam on the target area, and an
outer ring of optical fibers captured the backscattered light [16]. Since that development,
a large number of cantilever-based imaging devices have been fabricated, which will be
discussed later in the paper. In such devices, the tip displacement of an optical fiber
acting as a cantilever beam dictates the field of view (FOV) and the resolution of the
obtained image. Scanning and actuation techniques used to excite a cantilever beam play
a critical role in the performance of such a scanning device. In addition, the small size
and the distortion-free imaging requirements need to be considered during the design
of an endoscopic device for medical purposes as the size of an imaging probe sets the
targeted imageable area, and the motion of organs can lead to the generation of artifacts in
the image.

A large number of state-of-the-art reviews on endoscopic imaging devices are avail-
able in the literature which are mainly focused on different imaging modalities. The
review work in [17] provided a general description of confocal microscopy, OCT, and
two-photon imaging modalities. Similarly, the review work in [18] investigated various
imaging modalities with some information on their actuation mechanisms. The previous
work [6] and the review article by Hwang et al. in [19] provided a general description of
various endoscopic imaging technologies, modalities, packaging/scanning configurations,
and actuation mechanisms. However, a detailed review of the different actuation mecha-
nisms used in fiber optic endoscopic scanners has not been provided previously. For this
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reason, the scanning and actuation techniques used in the recently developed cantilever-
based fiber optic scanners for medical purposes are described in this paper in detail. In the
current review, the mathematical models and applications of MEMS actuators in fiber
optic cantilever-based scanners are reported to provide information about the underlying
working physics of these devices and can provide a foundation for the development of
miniaturized and more efficient MEMS scanners.

The paper is organized as follows: Section 2 provides an overview of the optical com-
ponents used in endoscopic devices. Scanning techniques used in such small-sized devices
are described in Section 3. Section 4 describes the various actuation methods used to excite
the miniaturized optical cantilever beams in detail. A discussion and conclusions about
available cantilever-based scanning devices are reported in Sections 5 and 6, respectively.

2. Overview of Optical Components Used in Endoscopes

The key element used in cantilever-based endoscopic devices is an optical fiber acting
as a waveguide through which light is transmitted using the principle of total internal
reflection at the interface of two different dielectric media. The inner cylindrical portion is
called the core, while the outer region is named the cladding. Both materials are character-
ized by a slight change in refractive index; it is from this that the name of step-index fibers
comes. There are different classifications of optical fibers available based on normalized
wave number V, defined as:

V = (2πaNA)/λ (1)

where a is the core radius, λ is the wavelength of the light, and NA is the numerical aperture
of the fiber [20]. NA is calculated from the refractive index of the core and cladding material
of the fiber as [20]:

NA =
√

n2
core − n2

clad (2)

The V-parameter determines the number of spatial modes of the electromagnetic wave
that can propagate within the fiber. An optical fiber is defined as a single mode fiber (SMF)
if V < 2.405.

For a large V-parameter, the total number of allowed modes N through the fiber can
be approximated as [20]:

N ≈ V2/2 (3)

Such fibers are called multimode fibers (MMF).
Other than simple step-index fibers, there are other fibers having different refractive

index profiles with radius and they are increasingly finding use in communication fields to
avoid the dispersion of optical waves during propagation. Among these fibers, the most
commonly used ones are fibers having a double-step-shaped profile or a nearly parabolic
variation of index designated double-clad fibers (DCF) and gradient-index (GRIN) fibers,
respectively. In GRIN fibers, light propagates due to the profile of the refractive index
instead of the total internal reflection and follows a sinusoidal path [20].

Different kinds of optical imaging modalities used in endoscopic imaging devices are
described in detail in this section. These technologies are compared with a CCD/CMOS
camera in Table 1. Following the definitions in [15], pixel density for the CFB, CCD,
and CMOS technologies is the number of imaging elements (pixels or fibers) per square
millimeter that can be achieved in practice, while image resolution is the number of these
elements in a 1mm diameter. Pixel density and image resolution for SFE assume a single-
mode fiber and are based on specific sampling considerations [15].
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Table 1. Comparison between system performances of imaging technologies used in endoscopes.

Pixel Density
(Pixels/mm2)

Image Resolution
(Pixels)

Pixel Size Advantages Disadvantages

CFB 113 k 30.0 k/64.0 k 2 µm Ø
Small form factor, low

cost

Cross-coupling and honeycomb
effect degrade image resolution

Aging effect results in
non-working pixels due to
fractured fibers within the

bundle

CCD 238 k 95.0 k 0.5 µm × 0.5 µm
Small pixel size, low
cost, no aging effect

Rectangular geometry limits the
usable area, low dynamic range,

poor light collection in low
illumination area

CMOS 476 k 190 k 1.45 µm × 1.45 µm
Higher image

resolution, low cost

Rectangular geometry limits the
usable area, poor resolution in
devices with diameter < 1 mm

SFE 345 k 282 k
Dependent on

scanning pattern
and sampling rate

Higher sampling rate
and resolution in

sub-millimeter-sized
devices

Performance dependent on
actuation method and sampling

rate. Spatial point spread
dependent on objective lens at

the tip and illumination
properties.

2.1. Fiber Bundles in Endoscopes

Fiber bundles comprise thousands of step-index (or GRIN) fibers contained within a
very small area, ranging from a few micrometers to millimeters in range. A fiber bundle
is used to carry the illumination light from the proximal end to the distal end, and vice
versa, of a device. In a coherent fiber bundle, fibers at both ends are placed at the same
relative position, so that the image is transmitted from one end to the other without any
distortion. In miniaturized scanners, a coherent fiber bundle is predominantly used due
to the perfect alignment of fibers, which facilitates the decoding of the signal [21]. As the
light intensity information is transmitted from one end of the fiber bundle to the other, it is
possible to place the scanning mechanism at the proximal end of the device, which is a
major advantage of such devices.

Every core of the step-index fiber in the bundle acts as a pixel of the imaged data.
Thus, the resolution of the image captured using a fiber bundle depends on the core
size of the fiber and the core-to-core distance between the fibers [22]. For a coherent
fiber bundle with the core separation distance among adjacent fibers represented by ∆core,
the cross-sectional core density or pixel density is given by [15]:

Core density =
2√
3

(

1

∆core

)2

(4)

From the core density and the active area covered by the fibers Acfb, neglecting the
space occupied by outer protective jacket and sheath, the image resolution can be obtained
as [15]:

Image resolution = core density ∗ Ac f b (5)

This equation indicates a major drawback of using fiber bundles for miniaturized
devices as the resolution will be poor due to the honeycomb effect generated by the space
between the consecutive fiber cores representing the non-imaged area [15].

Another disadvantage of using fiber bundles is the crosstalk phenomenon. The cladding
of the step-index fibers constituting the bundle is rendered to a thin layer around the core
during the fabrication of a flexible fiber bundle. A very thin cladding surface enables the
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leakage of the light as it travels through the core, reducing the contrast and the resolution
of the image generated. It is possible to reduce the effect of crosstalk by increasing the
thickness of the cladding section, enlarging contrast between the refractive indices of the
core and cladding material, and/or by reducing the number of modes propagating through
the fiber. However, these approaches make the device rigid, and the honeycomb effect will
be more intensified, thus degrading the resolution [23,24].

It is possible to refine the resolution of the obtained images by post-processing the
data using certain algorithms. Using specific transformation models based on the point
spread function of the cores of each fiber from the bundle, it is possible to smooth the
light gradient, reducing the pixilation effect given by the honeycomb pattern [25–27].
The limitation of these transformation methods to be able to improve the resolution due to
under-sampling is alleviated through the use of pixel super-resolution techniques. In such
methods, the source/image probe is shifted slightly a number of times for the acquisition
of different images, and these images are further combined to enhance the resolution of the
image [28].

In endoscopes that use fiber bundles, a pair of mirrors placed at the proximal end of
the device permit the illumination of a single fiber from the bundle at a time. The fast-axis
scanning (axis with high scanning frequency) is performed using the resonant scanner
(mirror surface vibrated at resonance using one of the actuators described later in the
paper), while a galvo scanner (optical mirror scanned using a galvanometer-based motor)
is used for the slow-axis scanning. A schematic diagram of a confocal micro-endoscope
developed using such a technique is shown in Figure 1.

2021, , x FOR PEER REVIEW 5 of 39 
 

 

Figure 1. Block diagram of a confocal micro-endoscope.

Sung et al. developed an early fiber-optic-based confocal reflectance microscope to
image epithelial cells and tissues in real time, showing the cell morphology and tissue archi-
tecture without the use of any fluorescent stains. The image guide contained 30,000 fibers
and the device had an overall diameter of 7 mm and rigid length of 22 mm to image human
tissue with a lateral and axial resolution (smallest resolvable feature) of 2 µm and 10 µm,
respectively [29]. Knittel et al. developed a similar confocal endoscope where tissue images
with a lateral and axial resolution of 3.1 µm and 16.6 µm, respectively, were obtained
using a similar fiber bundle contained in a diameter of 1 mm [30]. Lane et al. developed a
similar endoscopic probe for imaging bronchial epithelium having a diameter and length
of 1.27 mm and 10 mm, respectively. This probe had a lateral resolution of 1.4 µm and an
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axial resolution of 16 µm–26 µm [31]. A commercially available endoscope based on this
technique was developed by Mauna Kea Technologies [32,33].

2.2. Single Fiber Endoscopy

A single-mode fiber (SMF), characterized by having a step-shaped index of refraction
change from the core of the fiber to the cladding surface, permits the propagation of only
one mode of light through the fiber. A single spatial mode enables a diffraction-limited
spot to be projected on the sample plane, resulting in a high-resolution image with the use
of an SMF. Due to this property and high flexibility, such fibers find use in miniaturized
optical scanners.

An SMF may find a use in a scanning fiber optic microscope, acting as a spatial
filter [34] or as a pinhole detector [35]. The same fiber is used for laser light illumination
and the collection of the reflected light [34]. An SMF serves as a pinhole in a confocal
system and is used in spectrally encoded confocal microscopes [36,37]. By moving the
fiber in a plane perpendicular to its axis using mechanical systems or a galvanometer, it is
possible to obtain a 2D image.

The SFE described earlier uses an SMF vibrated in resonance to scan the light beam
across the target tissue surface, and a peripheric ring of fibers detects the time-multiplexed
backscattered light. In this case, the sample resolution depends on the scanning motion
and sampling rate, which are not fixed a priori during fabrication. In an SFE, the smallest
resolvable feature is determined by its point spread function. A wider tip displacement
will provide a higher FOV and higher image resolution in terms of the number of pixels in
the scanned area, as described in Table 1.

In contrast to an SMF, a multimode fiber can transmit a large number of spatial modes
at the same time. These fibers have core sizes much larger than the single-mode fibers,
usually in the range of 50 µm–2000 µm. Multimode fibers can be classified into step-
index multimode fibers and graded-index (GRIN) multimode fibers on the basis of the
change in refractive index from the core to the cladding, which can be sharp or gradual,
respectively [38].

A multimode fiber can be considered as an alternative to a fiber bundle and supports
the miniaturization of optical devices. As each fiber in the fiber bundle represents a pixel
for the acquired image, each pixel can be represented by a propagating mode in the fiber.
Thus, it is possible to increase the pixel density of a device by up to 1–2 orders of magnitude
by replacing the fiber bundle with a multimode fiber [39]. A side-viewing endoscopic
probe for PA and ultrasound (US) imaging is developed using an MMF to deliver laser
pulses to the target tissue, and a coaxial US transducer detects the PA and US echo signals.
The light and acoustic signal is deflected 45◦ by a scanning mirror placed at the distal
end of the probe, which is rotated by magnets or a micromotor to provide a rotational
scanning [40,41].

The main limitation of using a multimode fiber in an imaging device is modal disper-
sion, which causes multipath artifacts. Several methods have been explored to provide
an image without image artifacts. For example, Papadopoulos et al. used a digital phase
conjugation technique to generate a sharp focus point. In this technique, the phase of the
distorted wavefront was calculated and an unmodulated beam of this phase was propa-
gated in a backward direction to cancel out the distortions and to generate the original
signal [42]. Some other groups proposed wave-front shaping methods to focus the light
passing through a multimode fiber. Even though these methods successfully focused the
light, they required continuous recalculation of the optimal wave due to the fiber mo-
tion [39,42]. These methods do not work in the case of reflection mode detection of objects.
In reflection mode imaging, the transmission matrix describing the response between the
modes at the input and output planes can be used to overcome the distortion [39].

The modal dispersion effect is avoided using GRIN fibers, where the refractive index
change along the section of the fiber equalizes the travel time of different modes. Thus,
different spatial modes propagate at similar velocities. Sato et al. used a GRIN fiber for the
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fabrication of a single-fiber endoscope used for reflectance imaging. However, this device
had some problems related to nonuniform image quality, background distortion, etc. [43].
High-quality photoacoustic images using a GRIN fiber are reported in [44], where the light
focusing property of the GRIN fibers permitted the propagation of spatially distributed
Gaussian beams through the fiber, which enhanced the focusing of the spot at the output.
This, in turn, permitted high-resolution imaging [44].

Double-clad fibers consisting of a central core and two outer cladding layers are
another type of frequently used fibers in endoscopes. These fibers possess the unique
feature of allowing the propagation of both single-mode and multimode light through
the fiber. The single-mode light travels through the central core, while the multimode
light is transmitted through the inner cladding material. Such a fiber is principally used
in fluorescence imaging devices having single-mode illumination and multimode signal
collection. Thus, the advantages of single-mode illumination and multimode collection are
combined in these fibers [45–47].

It is possible to combine OCT and fluorescence imaging in a single endoscope using a
DCF. In this case, OCT illumination and fluorescence excitation light is projected on the
sample through the core of the DCF. The backscattered OCT signal is collected through
the core, and the fluorescence emission from the sample is collected through the inner
cladding of the fiber. The OCT source light and fluorescence excitation light are combined
using a wavelength division multiplexer (WDM) before sending it through the core of DCF.
The recollected light is separated using a DCF coupler, where the recollected OCT signal
from the core of the DCF is submitted to an SMF, while the fluorescence signal from the
inner cladding is forwarded to an MMF [48,49].

Buenconsejo et al. developed a device that combined narrowband reflectance, OCT,
and autofluorescence imaging in a single-fiber endoscope using a DCF. This device worked
analogously to other OCT devices, except for the difference that the red/green/blue (RGB)
light was emitted from the central core, while the collection of the reflected light was
performed through the inner cladding. The separation of the various light signals from
three modalities was done using an additional WDM [50].

In a single-fiber-based micro-endoscope, the light beam can be steered at either the
proximal or distal tip of the fiber. The possibility of using a light beam for a proximal
scan allows the separation of large-sized beam scanning devices from the distal end of
the endoscopic device used to monitor the target sample. Thus, it is possible to develop
small-sized endoscopic devices that can image the deep tissue systems within the body.
Proximal scanning is usually performed using side-viewing imaging probes, where a drive
mechanism rotates the fiber to scan the light beam along the circumference of the target
sample [51]. On the other hand, distal scanning is preferentially used in cantilever-based
single-fiber endoscopes where the fiber tip is displaced mechanically using a variety of
actuators. Usually, the fibers are excited at resonance to obtain high tip displacements using
piezoelectric [52–60], electrostatic [61,62], electromagnetic [63,64], electrothermal [65–67],
micromotor mirror [68–70], or shape memory alloy [71] actuators. The working principle
of these actuators will be discussed in detail later in the paper. Pan et al. developed a fiber
optic scanner where the beam was steered at the distal end using a pair of micromirrors [72].
The only commercially available single-fiber endoscope was developed by Pentax to image
the upper and lower gastrointestinal (GI) tract. The optical scheme of this device is shown
in Figure 2a [73]. In this case, the confocal images showing the subcellular and cellular
structures of the upper and lower GI tract are imaged after the administration of the
contrast agent. An in-vivo confocal image of rectal mucosa in human colon collected
using the Pentax endoscope is shown in Figure 2b, where crypt lumens can be clearly
identified [73].
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Figure 2. Fluorescence confocal imaging developed by Pentax: (a) schematic design of the micro-

endoscope; (b) an en face image of rectal mucosa showing the crypt lumens (taken with the permission

of [73]).

2.3. Graded-Index (GRIN) Lens Scanner

In lens scanners, light is deflected due to a non-planar interface between the air and
the lens. The lateral motion of the lens perpendicular to the direction of the incident beam
in these scanners causes variation in the refraction angle, allowing light scanning.

Wu et al. developed a paired-angle rotating scanning OCT (PARS-OCT) probe to
image the gill structure of a Xenopus laevis tadpole, where the beam steering the distal
end of the probe was obtained by the rotary motion of the two angle polished GRIN lenses.
A schematic diagram of this system is shown in Figure 3 [74]. The OCT images of the gill
structure of a tadpole obtained using this device are shown in Figure 4. The photograph of
an OCT probe relative to the tadpole is shown in Figure 4a, while the OCT images in Figure
4b,c enable to clearly identify the gill pockets [74]. Sarunic et al. integrated a gear-based
linear scan mechanism with the PARS-OCT device to control the rotational speed of inner
and outer GRIN lenses. They were able to identify vitreous, retina, and choroid surfaces in
the OCT images of an ex vivo porcine retina [75].

38



Sensors 2021, 21, 251
2021, , x FOR PEER REVIEW 9 of 39 

 

Figure 3. Schematic diagram of a PARS-OCT probe: (a) distal tip; (b) circular motion generation by

rotating just one lens; (c) linear scan by rotation of both lenses (taken with permission of [74]) © The

Optical Society.
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Figure 4. Endoscopic OCT image of the gill structure of a tadpole: (a) photograph of probe relative to the tadpole; (b,c) OCT

images showing gill pockets indicated with g (taken with the permission of [74]). © The Optical Society.

3. Cantilever Beam Mechanics

In small cantilevered optical scanners, the image is obtained by scanning the light
beam at the distal end of the device, as stated earlier. In most of the earlier endoscopes using
CFBs to transport the light to the tissue surface, the beam is scanned using micromirrors
placed at the proximal end of the device. In these so-called proximal scanners, the large-
dimensioned scanning components can be separated from the distal end of the endoscopic
device. Thus, it is possible to fabricate very compact-sized scanning devices. However,
as the beam sweeps light across the CFB, a portion of the light enters through the cladding
of the fibers as well, which results in poor contrast in the image. On the other hand, the
scanning device is placed at the distal end of the endoscopic scanner to illuminate the light
on the target sample in distal scanners. These single-fiber-based endoscopes require distal
scanning to sweep the light across the target sample [24].

Among the distal scanners, it is possible to have two different configurations of devices
based on the scanning direction [6]. In a side-view imaging device, the light from the fiber
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tip is deflected at a certain angle with the help of reflecting mirrors, or prisms. Such imaging
devices provide circumferential images of the target surface, and 2-D cylindrical images
can be obtained by moving the device along its axis [76]. However, in the forward-view
imaging devices, the laser light is laterally scanned using special actuators and provides
the image of the tissue surface at the front of the device [77].

The cantilever-based endoscopic scanners belong to the category of forward-view
imaging devices. In such devices, an optical fiber is fixed at a distance of a few millimeters
from its distal end. The free end of the fiber acts as a cantilever beam, which is vibrated,
using certain actuators described later in the paper, to illuminate the target tissue area.
The backscattered reflected light is used to reconstruct the image of the area using certain
image processing algorithms. These cantilevered optical fibers can be vibrated in resonance,
or at a frequency different from their resonant frequency.

Almost all the cantilevered-fiber optic endoscopes can be considered as cylindrical-
shaped beams. The first resonant frequency (also called natural frequency) of a cylindrical-
shaped cantilevered beam (where one side is rigidly blocked for any movement and the
other end is free to move) is given by:

fn =
1.8752

4π

√

E

ρ

R

L2
(6)

with E, ρ, R, and L being the Young’s modulus, density, radius, and length of the cantilever
beam, respectively [78]. From this equation, the driving frequency in resonant scanners
depends on the inherent properties and dimensions of the optical fiber acting as the
cantilever beam. In nearly all such scanners, the fiber is a standard 125 µm diameter fiber.
Thus, the resonant and driving frequencies can be adjusted by changing the length of the
cantilevered section.

The deflection of a cantilevered beam in the transverse direction can be obtained
considering the Euler–Bernoulli beam. The Euler–Bernoulli beam theory describes the
relationship between the beam deflection w(x,t) and the applied load f (x,t), assuming
small deformations in the beam such that the planes perpendicular to the x-y axis do not
bend after the deformation. The equation describing the deflection w(x,t) of the beam
in the y direction, in time (t) and along the length (x), can be derived considering the
force and moment equilibrium of an infinitesimal element dx of the beam as in Figure 5.
The equilibrium of forces in the y direction yields:

(

V(x, t) +
∂V(x, t)

∂x
dx

)

− V(x, t) + f (x, t)dx = ρA(x)dx
∂2w(x, t)

∂t2
(7)

where V(x,t) is the shear force and f (x,t) the total applied external force per unit length,
while the term on the right-hand side describes the inertial force of the element, with A(x)
being the cross-section of the beam. Similarly, the equilibrium of moment acting on the
element can be written as:
[

M(x, t) +
∂M(x, t)

∂x
dx

]

− M(x, t) +

[

V(x, t) +
∂V(x, t)

∂x
dx

]

dx + [ f (x, t)dx]
dx

2
= 0 (8)

with M(x,t) being the bending moment related to beam deflection w(x,t) and flexural
stiffness EI(x) of the cantilever beam, where E is the Young’s modulus, and I(x) is the
cross-sectional area moment of inertia [78]. M(x,t) is given by:

M(x, t) = EI(x)
∂2w(x, t)

∂x2
(9)
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Figure 5. Euler–Bernoulli beam and a free body diagram of an element of the beam.

Simplifying and neglecting higher order terms in Equation (8), and combining it with
(7) and (9), gives:

ρA(x)
∂2w(x, t)

∂t2
+

∂2

∂x2

[

EI(x)
∂2w(x, t)

∂x2

]

= f (x, t) (10)

The beam deformation under free vibration can be attained by considering f(x,t) = 0.
For beams with a uniform cross-section, Equation (10) can be further simplified by having
A(x) = A, and I(x) = I. Thus,

∂2w(x, t)

∂t2
+

EI

ρA

∂4w(x, t)

∂x4
= 0 (11)

The beam deflection can be solved using this equation with four boundary conditions
and two initial conditions. The initial conditions are the specified initial deflection w0(x)
and velocity

.
ω0(x) profiles causing the motion:

w(x, 0) = w0(x) and wt(x, 0) =
.

ω0(x) (12)

For a cantilever beam, the boundary conditions are the zero bending moment and the
shear force at the free end, and no deflection and slope at the fixed end. In other words,

w(0, t) = 0 (13)

∂w(0, t)

∂x
= 0 (14)

EI
∂2w(0, t)

∂x2
= 0 (15)

∂

∂x

[

EI
∂2w(0, t)

∂x2

]

= 0 (16)

Equation (11) can be solved by separating variables as in w(x,t) = X(x)T(t). This ap-
proach permits the separation of Equation (11) into two sub-equations, which can be solved
separately to yield temporal and spatial results. The total solution can be obtained by
combining the two results. As stated above, the temporal solution depends upon the
initial conditions, which vary from case to case. Given the boundary conditions, the spatial
part yields:

X(x) = cosh(βnx) + cos(βnx) + σn[sinh(βnx) + sin(βnx)] (17)
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where βn and σn are the coefficients depending on the mode considered. For the first
resonant mode, βnl is 1.875, while σn is 0.7341 [78]. The first mode shape of a cantilevered
beam actuated at resonance is shown in Figure 6 along with the beam in an initial state.
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Figure 6. Deformation of a cantilever beam at resonance.

3.1. Resonantly Actuated Scanners

In scanning fiber endoscopes, cantilevered fibers are usually excited at resonance
to scan the light beam. The main advantage of using the driving frequency equal to
the resonant frequency consists in obtaining a higher tip displacement of the free end of
the fiber, which results in high-resolution images (higher number of pixels in the FOV).
It is possible to excite the cantilevered fiber using a variety of micro-actuators, such as
piezoelectric [51,79–81], electromagnetic [82–84], electrothermal [85–87], shape memory
alloys [88], or electroactive ionic polymer [89] actuators. The distal end of the fiber follows
the mode shape shown in Figure 6. Each actuation method is better suited for the excitation
frequency in certain ranges based on their working principle, which will be described in
detail later in the paper. Various resonant scanners in the literature are compared in [90].

Depending upon the actuation technique used to excite the cantilever beam, it is
possible to observe the development of 2D motion of the fiber tip by exciting the fiber
along one direction. The so-called whirling motion, causing the fiber tip to follow an
elliptical-shaped pattern instead of its linear motion, is caused by the cross-coupling of the
motion between the planes perpendicular to the beam axes. It is possible to obtain a stable
whirling motion within a small frequency range [91,92]. The cross-coupling motion can be
avoided by exciting the cantilever beam along certain eigendirections [93]. On the other
hand, Wu et al. developed a fiber optic scanner able to obtain 2D scanning using nonlinear
cross-couplings [94].

3.2. Non-Resonantly Actuated Scanner

Some actuation methods such as electrothermal actuators are unable to generate
motion at very high frequency. It is difficult to generate resonant scanners characterized
with a low resonant frequency as they require long and slender beams, compromising their
mechanical stability. In addition, the fiber tip displacement occurs symmetrically to the
optical axis and is difficult to offset in resonant scanners. In such cases, the cantilevered
optical fibers are excited at a frequency different from their resonant frequency. Even though
there is less tip displacement for a given excitation power, it is possible to achieve beam
scanning at low frequency and offset the center of the scan by adding a bias voltage [90].

In such scanners, the deflection of the distal tip of the fiber
(

δtip

)

is related to the
displacement of the actuator exciting the vibration (δs) by:

δtip = δs

[

1 +
3(1 − a)

2a

]

+
qgL4

8EI
(18)
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with L, a, q, E, I, g being the length of the cantilevered portion of the fiber, length ratio of
the fixed end, mass per unit length of the fiber, Young’s modulus, the moment of the inertia
of the fiber, and acceleration of the gravity, respectively [95].

Zhang et al. proposed a similar scanner where a 45-mm-long fiber was electrother-
mally actuated using a micro-electro-mechanical (MEMS) actuator operating at no more
than 6 V [95]. A similar scanner was developed by Park et al., where a 40-mm-long fiber,
used as an endoscopic OCT probe, was actuated using a 3 V power source [96]. Some re-
searchers were able to develop cantilevered scanners working at a frequency not too far
from their resonance frequency. In such semi-resonant scanners, the fiber tip provided an
intermediate displacement, and no nonlinear whirling effects were present. Moon et al. de-
veloped an OCT probe where the cantilever scanner was excited at 63 Hz using a piezo-tube
actuator [97].

4. Actuators in Cantilever-Based Endoscopic Devices

The miniature size of MEMS devices, along with their light weight and stable perfor-
mance characteristics, makes them attractive for micro and nano applications, among which
are endoscopic optical devices. On the basis of the working principle, MEMS actuators can
be subdivided into piezoelectric, electrostatic, electrothermal, electromagnetic, and shape
memory alloy actuators. The piezoelectric actuators are widely used in endoscopic catheter
design due to their compact size, low power consumption, and large output force. On the
other hand, the actuation displacement is limited in such devices. Electrostatic actuators
are the second most used actuation method in medical scanning devices due to their fast
response and ease of fabrication. However, it is difficult to produce such devices at very
small dimensions, which limits their use in systems requiring a distal actuation. Electrother-
mal actuators generate high actuation displacement and force, but the elevated working
temperature and low working frequency limit their use in some cases. Electromagnetic
and shape memory alloy actuators find limited applications in cantilevered fiber optic
endoscopic scanners [98]. All these actuation methods are described in this section in
great detail and compared in Table 2, where the number of ticks qualitatively indicates the
intensity of a certain pattern [6].

4.1. Piezoelectric Actuators

The working principle of piezoelectric actuators is based on the so-called piezoelectric
effect. Piezoelectric materials have the ability to change the material polarization in the
presence of a mechanical stress and conversely generate strain or force in the presence of
an external electric field. Among the various crystalline, ceramic, and polymeric materials,
aluminum nitride (AlN) and lead zirconate titanate (PZT) are most frequently used in
MEMS devices [99]. Piezoelectric actuators are characterized by providing fast response,
low driving voltage, and low power consumption [100].

The relationship between the electric field applied to the material and the mechanical
deformation exhibited by the material is nonlinear due to the presence of hysteresis and
drift. For a small variation in electric field, the material behavior is almost linear and can
be described by:

ε = Ed + c−1σ (19)

where ε is the strain tensor, E is the electric field vector, σ is the stress tensor, d is the
piezoelectric tensor (vector of strain coefficients), and c is the elastic tensor. In the case of
no external force, the second component on the right-hand side of Equation (19) becomes
zero. The piezoelectric strain depends upon the direction of the mechanical and electrical
fields [101].

Piezoelectric materials often show a nonlinear hysteresis behavior, which causes the
relationship curve between the displacement exhibited by the material and the applied
electric field to be different in ascending and descending directions. Various models have
been proposed to describe this hysteresis phenomena. Bahadur and Mills proposed a
hysteresis model to characterize the symmetric and asymmetric rate-dependent hysteresis.
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The output charge (q) is related to the endpoint displacement (x) and the applied voltage
(Vp) by:

q = C0Vp + Temx (20)

with C0 and Tem being the capacitance of the piezoelectric element and the electromechani-
cal coupling factor, respectively [102].

Table 2. Comparison between different actuation methods used in cantilevered endoscopes [6].

Electrostatic Electro-Thermal Piezoelectric Electromagnetic
Shape

Memory
Alloy

Force 3 3 333 33 333

Displacement
amplitude

33 333 3 333 33

Compactness 333 333 33 3 33

Power
consumption

33 3 3 333 333

Working
principle

Electrostatic force Thermal expansion Piezoelectric effect Magnetization effect
Material de-
formation

Motion range 1D/2D 1D/2D 2D 1D 1D

Scanning pattern Spiral Lissajous Spiral Linear Linear

Advantages

Fast response, low
voltage required,

easy fabrication, and
no hysteresis

Large displacement,
low operating
voltage, small

dimensions

Large force generated,
wide operating

frequency range, low
power consumption

Large displacement
obtained, quick and
linear response, easy

to control

Flexibility,
large

frequency
response

Disadvantages

Large device
dimensions, pull-in

problem,
complicated circuit

High working
temperature, not
operable at very
high frequencies

Limited displacement
Large device

dimensions, difficult
to manufacture

Low dis-
placement

Normally, piezoelectric devices are restricted for 1D operation with force/displacement
occurring along the axis defined by the electric field. In these so-called longitudinally trans-
lating piezo chips, the electric field is applied parallel to the polarization direction of
the material, which causes the displacement in the same direction of the field normal to
the surface of the electrodes. In shear piezo elements, the polarization is obtained in the
direction perpendicular to the field direction. Thus, there is an orthogonal relationship
between the direction of the displacement and that of the electric field [103].

Piezoelectric actuators are available in single disc/plate and tubular configurations.
These configurations are described below in detail.

4.1.1. Disc Piezoelectric Actuator

Flat disc piezoelectric actuators can be constructed using a single piezo element (uni-
morph actuators) or using two different piezo elements (bimorph actuators). In either case,
piezo elements are connected to a base material. There is an expansion or contraction of the
piezo material in the presence of an electric current, which provides the bending motion of
the actuator. The schematic diagram showing the working principle of a piezo bending
actuator is shown in Figure 7. When a positive voltage is applied to the piezoelectric
ceramic layer, it elongates in x direction, while the base material does not change its length,
resulting in convex bending of actuator towards the conductive layer, as in Figure 7b.
Similarly, bending in the opposite direction occurs by applying a negative voltage to the
piezoelectric sheet. Li et al. fabricated a scanning fiber probe for an OCT endoscope, where
an optical fiber was placed in the middle of the two piezoelectric plates with a common
copper substrate element. The bending of the fiber tip in the vertical direction was obtained
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by exciting the two piezo elements with the same voltage, i.e., the structure will bend along
the positive or negative directions by elongating or contracting both elements. On the other
side, the motion of the tip along the horizontal axis was obtained by applying an opposite
polarity voltage to the two elements. A two-dimensional Lissajous scanning pattern was
obtained by the fiber tip by controlling the voltages on the two layers [57].
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Figure 7. Piezoelectric bending actuator: (a) schematic diagram; (b) working principle.

Tekpinar et al. developed a piezoelectric fiber scanner where two planar piezo bimorph
cantilever actuators were placed perpendicular to each other to generate the 2D motion of
an optical fiber connected to them. In this case, the dimensions of the cantilevered fiber
and the mode optimization allowed the fiber tip to interchangeably follow a raster, spiral,
or Lissajous scanning pattern by simply changing the actuation parameters. A schematic
diagram of such a model is shown in Figure 8A [104]. The different scanning patterns
were projected on a United States Air Force (USAF) resolution target to evaluate the image
uniformity. From Figure 8B, it can be seen that a raster scan provides a uniform illumination
on the target ((a) within Figure 8B), while the spiral one is characterized by decreasing
illumination along the radius ((b) within Figure 8B). The illumination in the case of a
Lissajous scan is highly dependent on the fill factor ((c) within Figure 8B) [104].

Rivera et al. developed a compact multiphoton endoscope (with an outer diameter of
3 mm) where two bimorph piezoelectric actuators were used to excite a DCF. Two bimorph
structures were placed in such a configuration to have perpendicular bending axes. A raster
scanning pattern was generated by exciting the fiber in two directions. The fast-scanning
motion was obtained by exciting one of the actuators at the resonant frequency of the
extending cantilevered DCF, and slow axis scanning was performed by exciting the other
actuator at a frequency much lower than the resonance frequency. The mechanical assembly
of the described endoscope is illustrated in Figure 9a [105]. The developed prototype and
the optical path diagram inside the endoscopic tip are shown in Figure 9b,c [105]. Using
the developed probes, the authors were able to obtain the fluorescence images of an ex
vivo mouse lung tissue at depths comparable to a commercial multiphoton microscope.
The finer resolution (lateral and axial resolution of 0.8 and 9.4 µm, respectively) enabled
the probe to clearly identify the alveolar walls and lumens in the unstained lung tissue,
as in Figure 9d [105].
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Figure 8. Multiple patterns generating fiber scanner: (A) schematic diagram of the scanner;

(B) achieved scanning patterns projected on a USAF target (taken with permission of [104]).2021, , x FOR PEER REVIEW 17 of 39 
 

 

Figure 9. Raster scanning endoscope: (A) mechanical assembly; (B) developed prototype; (C) optical

path diagram; (D) fluorescence image of an unstained ex vivo lung tissue (taken with the permission

of [105]).

It is possible to enhance the cantilever fiber deflection with low power consumption
by using very thin piezoelectric ceramic layers. Recent developments in the field showed
the ability to form piezoelectric layers with thicknesses at submicron levels. A variety
of methods were implemented to deposit the thin film of these materials. Such methods
included arc discharged reactive ion-plating, epitaxial process, sol–gel spin-coating, and
sputtering [100].
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4.1.2. Tubular Piezoelectric Actuator

In the tubular structure, a thin ceramic sheet is bent into a cylindrical shape and can
experience axial, radial, or bending motion. The tube shrinks radially and axially in the
presence of a voltage difference between the inner and outer electrodes of the tube. In these
actuators, the load can be mounted either on the curved surface for radial displacement
or on the rims for axial displacement. These devices are very rapidly responsive, but the
generated force is limited. Usually, the displacement produced by a piezoelectric device is
very small. Thus, it is possible to stack up various piezoelectric disks or tubes to amplify
the generated displacement [99].

As described earlier, piezoelectric actuators are most commonly used in cantilever-
based endoscopic probes, especially the tubular piezoelectric actuators. In this case, the tube
structure is divided into four electrodes and placed near the blocked end of the cantilever
fiber. The base excitation of the fiber along a certain direction is obtained by applying
voltage to two opposite electrodes. Seibel et al. used this configuration to obtain a 2D
displacement of the fiber tip. In this small-sized endoscope, the drive voltage at two pairs
of electrodes had an increasing amplitude and a phase shift of 90◦, which resulted in a
spiral pattern followed by the fiber tip [9,10]. The schematic diagram of the scanning fiber
endoscope is shown in Figure 10 along with an enlarged view of the scanning portion show-
ing the cantilevered fiber’s connection with the tubular actuator [15]. Some in-vivo testing
images of airways of a live pig taken with this endoscope (Figure 11b) were compared with
the corresponding images from a conventional Pentax bronchoscope (Figure 11a). The two
devices showed comparable images in terms of resolution and field of view [15].
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Figure 10. Schematic diagram of a scanning fiber endoscope (taken with permission of [15]).
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(b) scanning fiber endoscope (taken with permission of [15]).

A similar fiber optic scanner using a tubular piezoelectric actuator, packaged within a
2 mm housing tube, was developed by Liang et al. as a two-photon and second harmonic
endoscope. This novel endo-microscope enabled label-free histological imaging of tissue
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structures with subcellular resolution. The schematic diagram of the developed two-photon
endoscope is illustrated in Figure 12a [106]. An overlaid two-photon and second harmonic
generation image of a mouse liver acquired with such an endoscope is shown in Figure 12b,
where the collagen fibers (in red) and vitamin A granules (in bright green) dispersed in the
cytoplasm (dark green) can be clearly identified [106].
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Figure 12. Nonlinear optical endoscope: (a) schematic diagram; (b) two-photon and second harmonic

generation structural image of a resected mouse liver (taken with permission of [106]).

Vilches et al. developed a fiber scanner for OCT where a piezoelectric tubular actuator
provided the base excitation motion to an optical fiber having a GRIN lens attached to its
free end. In this configuration, schematized in Figure 13a, the beam scanning was attained
by rotating the angle of the collimated beam, which provided high-resolution imaging
while avoiding optical aberrations [107]. The cross-sectional tomogram of a human finger
obtained with this scanner is shown in Figure 13b [107].
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Figure 13. Fourier-plane fiber scanner: (a) schematic diagram; (b) cross-sectional tomogram of

human finger (taken with permission of [107]).
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4.2. Electrothermal Actuators

The working principle of an electrothermal actuator is based on the Joule effect.
The electric resistivity causes an increase in temperature in the presence of the current flow
through the actuator. The amount of heat generated in a material is directly proportional
to the material’s resistivity, current, and the length of the actuator, while it is inversely
proportional to the cross-sectional area of the device. Generated heat causes thermal
expansion and consequently the deformation of the material.

In electrothermal actuators, the cross-section is usually much smaller than the length
of the actuator to make it more resistive and, consequently, cause higher temperature varia-
tions for a given input power. Thus, the temperature along the actuator can be calculated
using a one-dimensional model. A correction factor can be included in the equation to
consider this approximation. The nonlinear partial differential equation describing the
temperature variation (T) in space and time can be obtained using the conservation of
energy [108]. In the case of a rectangular section bar (with width w, and height h), the partial
differential equation (PDE) describing the heat transfer along the length x becomes:

ρcp
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∂t
dx = J2ρrdx −
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d

dx
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−kp
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dx

)

dx +
(

T − Tp

)

(

S

hRT

)

dx +

(
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+

λhc f

h

)
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h

(
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4
)
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]

(21)

with ρ, cp, ρr, kp being the density, specific heat, resistivity, and the thermal conductivity
of the material characterizing the actuator, respectively. hcs and hcf are the convection
coefficients for the side walls and the faces of the actuator element, respectively. λ is the
coefficient describing the heat loss. εx and σ are the surface emissivity and the Stefan–
Boltzmann constant for radiation heat transfer, respectively, while Tp and Ta are the sub-
strate and ambient temperature, respectively. RT is the thermal resistance between the
actuator surface and the substrate material. J is the current density along the actuator given
by the current passing through it per unit section of the actuator material. S is the shape
factor and is a function of total heat flux defined as:

S =
h

w

(

2tv

h
+ 1

)

+ 1 (22)

where tv is the air gap between the actuator material and the substrate [108,109].
The heat transfer through convection and radiation is evident at very high tempera-

tures. In electrothermal actuators, the operable temperature is limited to avoid damage to
the material. Thus, the corresponding terms in Equation (21) can be neglected [108,110].
Therefore, Equation (21) can be simplified to:

ρcp
∂T

∂t
= J2ρr + kp

d2T

dx2
−

(

T − Tp

)

(

S

hRT

)

(23)

The temperature profile along the actuator can be determined knowing the initial
temperature of the actuator and the two boundary conditions.

On the basis of configuration, electrothermal actuators can be divided into hot-and-
cold arm, chevron, and bimorph actuators.

4.2.1. Hot-and-Cold Arm Actuators

These actuators are also called U-shaped actuators, folded beam actuators, heatuators,
or pseudo bimorph actuators. As the name implies, the structure of the actuator is made
up of at least one hot arm and one cold arm. The actuator is usually made up of a
homogenous material with folded arms in a U-shaped pattern that are constrained by
anchors. Usually, the anchor surfaces are characterized by having a large surface area,
required to ensure heat dissipation. Two arms of the actuator characterized by different
cross-sections are connected in series to an electric circuit. The current flows through the
structure with different current densities within the two arms. Therefore, more heat is
produced within the thin arm through the Joule heating principle compared to that of the
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wide arm. This differential thermal expansion of the material causes the thin arm to expand
more and bend towards the wide section, generating the bending moment [98,111].

At the base of the cold arm, there is a thin section flexure arm which helps the bending
deflection at the tip of the actuator in the shape of an arc in the actuator plane. The length
of the flexure arm plays an important role in the value of the tip deflection. In the original
model proposed by Guckel at al., the length of the flexure arm and the wide arm were equal
to half of the length of the thin arm [112]. Huang and Lee developed the mathematical
model describing the tip displacement of the actuator tip with respect to the function of
the air gap between the two arms and the geometry of the arm structures. The smaller
gap between the two arms led to a higher tip displacement, and the optimal length for the
flexure arm was around 14–18% of the total length of the thin arm [113].

The temperature along the beam can be obtained by unfolding the beam and applying
Equation (23). In the case of no external load acting on the tip, the lateral deflection of the
tip at the free end of these actuators can be described by:

δy =
1

2

(

a4 − a2 + 2a
)

Arα∆TnetL
2

5a4 I + a4r2 A − 2a3 I + 5aI + r2aA + I + a5 I − 2a2 I
(24)

where L, a, A, r, α, I are the actuator length, ratio of flexure arm length to hot arm length,
cross-section area of the flexure and hot arm, center gap between the hot arm and the
flexure component, coefficient of thermal expansion, and the moment of inertia of the
hot arm (flexure arm), respectively. ∆Tnet is the net temperature difference defined as
the temperature which would cause the expansion of the hot arm alone and is the same
as the net expansion in the real actuator case, where a small expansion of the cold arm
corresponds to a decrease in the flexure component and results in a decrease in the net
expansion between the two arms [114].

Hot-and-cold arm actuators are used widely in MEMS devices. There are large
variations in the geometry of the actuators to achieve asymmetric thermal expansion. It is
possible to obtain the in- plane deflection by changing the length of the arms instead of
the cross-section [115], or using a combination of both the difference in the length and
cross-section [116], or connecting the two arms of the actuator in parallel instead of series,
enabling higher current density in the thick arm, causing the tip deflection towards the
thin arm [117], or changing the resistivity of one arm by selectively doping it.

Lara-Castro et al. designed an array of four electrothermal actuators based on the
hot-and-cold arm configuration to obtain out-of-plane displacement. Four actuators are
used to control the rotation of a MEMS mirror for endoscopic OCT purposes [118]. Some
other changes in the geometry of the actuator include using two hot arms [66,119]. Seo et al.
used this kind of double hot arm electrothermal actuator to obtain the lateral in-plane
displacement of the optical fiber for endoscopic purposes [66,120]. An optical fiber was
firmly connected to the linking bridge connecting the two hot arms and the cold arm.
The differential thermal expansion between hot and cold arms allowed the cantilevered
fiber to move in a lateral direction (in-plane motion), while that between the actuator surface
and the fiber gave the vertical motion, causing the fiber tip to follow a Lissajous scanning
pattern [66]. The schematic diagram of a 1.65 mm diameter confocal endo-microscope
catheter developed using this type of actuator is shown in Figure 14 [65].
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Figure 14. Electrothermally actuated confocal endo-microscope: (a) schematic diagram; (b) working

principle (taken with permission of [65]).

4.2.2. Chevron Actuators

Chevron actuators are also called bent-beam actuators or V-shaped actuators and
are the other type of in-plane electrothermal actuator, with a slightly different working
principle. In this case, the in-plane displacement of the tip of the actuator is obtained from
the total thermal expansion of the components instead of a differential expansion [98].

In a V-shaped electrothermal actuator, two symmetrical slanted beams are connected
at a certain angle to a central shuttle beam at the apex to the base with anchors. The current
passing through the actuator causes the thermal expansion of both slanted beams due to
the Joule heating principle. As the movement of the beam is constrained by the anchors
and the central shuttle, the thermal expansion causes a compression force and a bending
moment, which gives rise to the lateral displacement of the shuttle beam [121].

Similar to the U-shaped beams, the temperature distribution along the arms of the
actuator can be obtained using Equation (23). Enikov et al. described the analytical model
for V-shaped thermal actuators. The analysis of the beam deformation was considered
by taking into account the buckling effect in the beam due to the axial thermal load and
transversely applied force, if any. The numerical solution of the thermoelastic buckling
model of the beam led to the tip deflection of the beam or the central shuttle beam [121].
However, Sinclair presented a simplified model describing the tip displacement to be:

δ =
[

l2 + 2(l)l′ − l cos(θ)2
]1/2

− l sin(θ) (25)

where θ is the initial tilt angle of the arm beam, l is the length of the single actuator arm,
and l’ is the elongation due to thermal expansion [122].

These actuators provide certain advantages over the bent-beam actuators described
earlier, such as rectilinear displacement, larger exhibited force at the tip, and lower power
consumption [98]. The displacement of the central tip of the actuator can be increased
by using longer arm components or reducing the bending angle θ. The opposite changes
increase the exhibited force. Moreover, it is possible to amplify the motion of the shuttle
beam by connecting the two bent-beam actuators in cascade. In the cascaded configuration,
two V-shaped electrothermal actuators are anchored to the substrate and connected together
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with secondary V-shaped beams. The current can be passed either through the primary
units only or through all the structural components [123]. Similarly, it is possible to increase
the output force without changing the displacement from the device by placing multiple
V-shaped actuators in parallel [122]. It is even possible to combine the parallel and cascade
configurations to obtain the desired displacement and force outputs [124].

Another variation in chevron actuators consists of changing the geometry of the
actuator to obtain a wide range of output properties. Among these, the most frequently
used are the electrothermal actuators with Z-shaped patterned arms. In this configuration,
the thermal expansion of the beams is blocked due to symmetry constraints, leading to the
bending of the beams and thus the in-plane displacement of the central shuttle element.
Z-shaped actuators permit smaller feature sizes and larger displacement compared to the
V-shaped electrothermal actuators [98,125]. Another alternative in chevron actuators is
a combination of straight and bent beams, or the so-called kink actuator. This kind of
actuator consists primarily of straight arms which undergo thermal expansion by the Joule
effect, while the small kink in the middle serves to guide the motion of the actuator. Kink
actuators provide higher displacement at lower power levels as compared to V-shaped
actuators [126].

Chevron actuators find use in some cantilever-based optical scanners. Kaur et al.
developed a sub-millimeter-sized cantilevered fiber optical scanner that can find use as a
forward-viewing endoscopic probe. In this design, shown in Figure 15a, an electrothermal
chevron actuator made with two parallel legs excites an SMF at resonance. In this case,
the total thermal expansion of the actuating material provides a base excitation motion
to the cantilevered fiber [127]. A resolution target image captured with this scanner is
provided in Figure 15b.
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Figure 15. Cantilevered fiber scanner using chevron actuator: (a) schematic diagram; (b) reconstructed image of a

resolution target.

4.2.3. Bimorph Actuators

A third class of electrothermal MEMS actuators is bimorph or bi-material type actu-
ators. In this kind of actuator, two or more materials with different thermal expansion
coefficients are stacked on top of each other. The different thermal expansion causes the
actuator to bend or curl due to the induced strain generated by the Joule heating during
actuation, which results in an out-of-plane motion [111].

The basic design of a bimorph electrothermal actuator consists of a cantilever-shaped
micro-actuator fabricated using two layers of different materials connected to each other.
The bending direction of the actuator tip during actuation will be dictated by the material
with the higher thermal expansion coefficient compared to the one with the lower thermal
expansion coefficient. The mathematical model for the tip deflection of such a micro-
actuator is described by Chu et al. [128]. Assuming a constant curvature, the deflection at
the free end of a cantilevered bi-material actuator is given by:

δ = kL2/2 (26)
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with L being the length of the cantilevered bi-metallic beam, and k being the curvature,
which is:

k =
1

r
=

6b1b2E1E2t1t2(t1 + t2)(α2 − α1)∆T

(b1E1t1
2)

2 + (b2E2t2
2)

2 + 2b1b2E1E2t1t2(2t1
2 + 3t1t2 + 2t2

2)
(27)

where r is the radius of curvature, b, t, E, α are the width, thickness, Young’s modulus
of elasticity, and the thermal expansion coefficient, respectively, of the two materials
characterizing the actuator. ∆T is the change in temperature due to Joule heating [128].

As with other electrothermal actuators, it is possible to place the different bimorph
actuators in a cascaded configuration to amplify the obtainable tip displacement. In such
structures, the various bimorphs are placed together in a serpentine direction, which causes
the tip deflection from each bimorph to be added in series, yielding the higher overall
tip displacement. It is possible to use different geometries for the bimorph structures to
adapt according to the required spacing limitations in the microdevices. Large numbers
of bimorph structures can be connected in a vertical cascaded form to generate a large
out-of-plane displacement. Many bimorph structures can also be placed in parallel to lift
the high load mirror surface [129].

Bimorph actuators are the most frequently used electrothermal actuators and find use
in a large number of scanning mirror MEMS devices. Zhang et al. developed a cantilevered
fiber scanner excited non-resonantly using a MEMS stage. This platform, placed at a
certain distance from the fixed end of the fiber, was connected to the fixed surface using
three-segment bimorph actuators at four edges. Three segments of the Al-SiO2 bimorph
actuators were placed in a configuration, shown in the schematic of Figure 16, to cancel
out the lateral motion generating large vertical motion at the fiber tip [95]. Such a device
along with imaging optics was packaged in a 5.5 mm probe to use as an endoscopic OCT
probe [96].
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Figure 16. Schematic diagram of a non-resonant fiber scanner using bimorph electrothermal actuation

technique (taken with the permission of [95]).

4.3. Electromagnetic Actuators

The working principle that governs the motion in these actuators is the so-called
electromagnetic principle, where the conversion from electric/magnetic energy to me-
chanical energy takes place by means of a magnetic field. Similar to an electrostatic
actuator, there are stationary and moving parts, named the stator and the rotor, respectively.
Depending on whether the magnetic field is generated by the static or rotor component,
there are two different configurations available for these actuators. Both configurations are
described below in detail.

53



Sensors 2021, 21, 251

4.3.1. Moving Magnet Configuration

In this configuration of MEMS electromagnetic actuators, a bulk magnet is placed
inside an electric coil. When the current flows inside the wire coil, it generates a magnetic
field. The intensity of the generated magnetic field depends upon the current passing
through the coil, the radius of the coil surface, and the distance from the coil. For a circular
coil, the generated magnetic field is given by the Biot–Savart equation:

H(z) =
µ0NI r2

2(r2 + z2)
3/2

(28)

where µ0 is the permeability constant, N is the number of turns, I is the current, r is the
mean radius, and z is the distance along central axis [130].

In the moving magnet configuration, a permanent magnet with net magnetization
vector M is placed inside an external magnetic field Hext created by one or more electric
coils at angle α. The external field applies a torque on the moveable magnet given by:

TH =
∣

∣VmagM × Hext

∣

∣ = Vmag MHextsin(α) (29)

with Vmag being the magnetic volume. Using a soft magnetic material, the generated torque
TH rotates M moving it away from the equilibrium position (easy axis) by an angle θ. An
anisotropy magnetic torque Ta will be generated inside the magnet, tending to realign it to
its initial position.

Ta = −Kasin(2θ) (30)

Ka is the magnetic-anisotropy constant. An opposite torque Ta is exerted on the easy
axis and thus on the magnet itself [64]. If the direction of Hext remains constant at an angle
γ (α = γ at the beginning) from the easy axis, the torque becomes:

TH = Vmag MHextsin(γ − θ) (31)

In a permanent magnet, M = Ms (saturated magnetization), and θ = 0. The magnetiza-
tion of soft magnets changes with the applied external magnetic field and Ms.

The external magnetization vector acting along the direction of M is:

Ha = Hextcos(γ − θ) (32)

Thus, the change in M induces the poles at the end of magnet, which generates a
demagnetized field Hd in the opposite direction of Ha:

Hd = −NM M/µ0 (33)

where NM is the shape anisotropy coefficient. The net field (Hi) inside the sample changes
to the sum of the applied and demagnetized field. The sample moves to reduce Hi and
cause the magnetization vector to be:

M = min

[

µ0Hextcos(γ − θ)

NM
, Ms

]

(34)

In equilibrium, the field torque TH rotates M from easy axis and is balanced by the
anisotropy torque Ta and tends to align M and vibrate the magnetic component [131].

Joos et al. developed an OCT probe for imaging based on this technique. In this probe,
an electromagnetic coil was placed at the outer surface in the center, in which a magnet was
placed carrying a thin-walled 28-gauge tube. An SMF fiber was contained in a “S”-shaped
34-gauge stainless-steel tube placed within the 28-gauge tube, as in the schematic shown
in Figure 17a. In the presence of an electric current at the coil, the electromagnetic force
generated the sliding motion of the 28-gauge tube along the curved part of the inner
S-shaped tube, allowing the fiber to move in the lateral direction [132]. The performance of
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the device was tested by imaging the ocular tissue structures. A real-time OCT image of
ocular conjunctiva is shown in Figure 17b, where different tenons and sclera layers can be
clearly identified [132].
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Figure 17. Forward-viewing OCT probe based on electromagnetic actuation: (a) schematic diagram;

(b) real-time image of conjunctiva (taken with the permission of [132]) © The Optical Society.

Sun et al. developed a cantilevered fiber scanner for medical endoscopic applications,
where an SMF with a collimating lens was excited at resonance using an electromagnetic
actuator working on this principle. The researchers fixed a soft cylindrical magnet to an
optical fiber using a 1 mm diameter polyimide pipe, and a tilted coil was fabricated using a
microfabrication lithography technique [133]. The schematic of the design is illustrated
in Figure 18. In the presence of an AC current applied to the coil, a magnetic field was
generated within the coil and vibrated the magnet fixed to the fiber, resulting in excitation
of the fiber [133]. Two tilted coils can be used to drive the fiber in two directions to obtain a
2D image [134].
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Figure 18. Schematic of an electromagnetically driven fiber scanner (taken with the permission of [133]).

A similar probe, schematized in Figure 19, was recently developed by Yao et al., where
a cantilevered fiber containing a mass element and a lens at its tip was excited at a second
resonance mode using a pair of flexible driving coils. The geometry of the cantilevered
portion generated a 2D elliptical motion, with a larger scan angle at the fiber tip in the
presence of a magnetic force generated by the soft magnet in the presence of a magnetic
field [64].
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Figure 19. Schematic design of a fiber scanner excited at second resonance mode using an electro-

magnetic actuator (taken with the permission of [64]).

4.3.2. Moving Coil Configuration

In the moving coil configuration, an electric coil is fabricated on the scanner and is
placed inside a static magnetic field created by external magnets. When the current flows
through the coil in the presence of an external magnetic field, a force is exerted on the coil,
designated as the Lorentz force. The force generated on the coil is given by:

F = |IL × B| = BILsin(θ) (35)

where B is the external magnetic field, I is the current, L is the length of the conductor,
and θ is the angle between the direction of the current and magnetic field [135]. The force
produced can be written in terms of Equation (28) as well. Usually, the conductor is placed
perpendicularly to the magnetic field to obtain the maximum exerted force. Equation (35)
will be simplified to:

F = BIL (36)

In the case of a coil with N turns, the generated magnetic torque on the coil is:

Tmag = 2
N

∑
n=1

BILrn (37)

with rn being the distance of the nth coil turn from the center [90].
As in the previous case, the actuator (coil surface) deforms due to the generated

torque, and a restorative torque will arise in the coil to bring it to its initial state, causing
the vibration of the moving coil. This technique is frequently used to actuate micromirror
surfaces [136,137] and finds limited use in cantilevered fiber scanners.

4.3.3. Magnetostrictive Actuation

Magnetic materials are characterized by a special property which allows them to
change their dimensions in the presence of a magnetic field. This effect is called magne-
tostriction. The material can undergo a change in dimension until it reaches the value of
saturation magnetostriction, which depends on the magnetization and, therefore, on the
applied magnetic field [138].

Bourouina et al. developed a 2D optical scanner based on the magnetostrictive effect.
In this case, a silicon cantilever was coated with a magnetostrictive film. Due to the uniaxial
nature of the magnetostrictive material, bending and torsion vibrations were generated
simultaneously in the presence of an AC magnetic field generated by the electric coils
placed in its surroundings. Later, a piezoresistive detector was incorporated in the device
to measure the bending and torsional vibrations [139,140].

A slightly different fiber optic scanner was developed by a group of researchers from
the University of Texas. In this design, an optical fiber was coated with a ferromagnetic
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gel which experienced a bending motion in the presence of an external magnetic field
generated by a magnet placed at the outer surface. The schematic configuration of this
device is shown in Figure 20 [141].

2021, , x FOR PEER REVIEW 27 of 39 
 

ý௘௦ = ýÿýସ2ýଶ
ε

Figure 20. Schematic of a magnetically actuated fiber-based imaging system (reprinted with permis-

sion from [141]).

4.4. Electrostatic Actuators

An electrostatic actuator includes at least two pairs of electrodes attached to two
plates separated by a gap. One of these plates is fixed by anchors and is named the stator,
while the other plate is able to move and is designated the shuttle. In the presence of a
voltage difference between the two plates, an attractive electrostatic force generates among
them, causing the movement of the shuttle plate towards the stator. The amount of the
electrostatic force generated between the two components depends on the gap and the
dielectric constant of the media separating the two plates. The generated electrostatic force
is given by:

Fes =
AεV4

2g2
(38)

where A is the electrode area, ε is the dielectric constant of the air, V is the total voltage
difference applied to the plates, and g is the air-gap distance [142]. The maximum voltage
that can be applied to a pair of electrostatic electrodes is delimited by the pull-in voltage.
The electrostatic force increases with the applied voltage until the point when the force
causes the two plates to collapse together. The maximum applicable voltage without
causing this phenomenon is called pull-in point voltage. The electrostatic actuators can be
classified into parallel plate and comb drive, which are described below.

4.4.1. Parallel Plate Actuator

In a parallel plate configuration, two electrodes are placed parallel to each other in
an interdigitated finger configuration. In optical scanners, the moving electrode is mostly
represented by a polysilicon mirror used to deflect the light.

Another variation of a parallel plate actuator is a system where the moving electrode
has a rotational degree of freedom. The application of the voltage to the electrodes in
this case causes the rotation of the moving electrode with a tilt angle obtained from the
equilibrium between the electrostatic torque generated by the electrostatic force and the
restoring torque. The large deflection angle in this case requires a large air gap between the
electrodes. The maximum deflection of the rotating electrode should be less than one third
of the air gap to avoid the pull-in phenomenon [143].
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Most of the torsional electrostatic actuators are divided into small-sized scanner arrays
causing large tilting angles with small air gaps. There are some systems developed with
tapered electrodes to allow large tilting angles.

One of the main drawbacks of electrostatic actuators is that a large driving voltage is
required to obtain moderate deflection angles. It is possible to partially overcome this by
using tapered electrodes instead of the parallel-shaped ones [144].

4.4.2. Comb Drive Actuator

In electrostatic comb actuators, multiple plates are connected to make interdigitated
static and mobile rows. Such a configuration enables an increase in the interaction area
between the two electrodes, and, consequently, high electrostatic forces are generated. As in
the parallel plate configuration, the out-of-plane motion of the mobile mirror structure
can be obtained by making a vertical offset between the torsional support and the driving
arm [143].

In vertical comb drives, the moving comb motion is out-of-plane with the motion of
the fixed comb, which avoids the pull-in phenomenon. Moreover, the deflecting mirror
can be decoupled from the actuating part, permitting a large possible deflection of the
mirror itself. The higher electrostatic torque generated by the comb structure leads to the
possibility of higher driving frequencies and thus a higher scan speed [145].

Vertical comb drives are used frequently to actuate micromirrors [146–148]. It is
possible to place the moving comb structures at a certain angle with respect to the fixed
ones to obtain an angular vertical comb drive. The initial angle between the comb structures
determines the obtainable maximum angle rotation of the mirror connected to it [61].

A group of researchers at Fraunhofer University studied the design optimization for
comb drive micro-actuators. It was more convenient to place the electrodes in a star-shaped
pattern to obtain a higher deflection of the mirror surface [149].

Both types of actuators are mainly used to actuate micromirrors [100]. Munce et al.
developed an electrostatically driven fiber optic scanner (shown in Figure 21a) where a
single-mode fiber was placed in a platinum coil. The packaged probe had a diameter
of 2.2 mm. There were two insulated wires placed around the optical fiber which acted
as electrodes. An electrostatic force was generated around the fiber in the presence of a
potential difference between the two electrodes, which allowed the fiber tip to vibrate [150].
An in-vivo Doppler OCT image of the heart of a Xenopus laevis tadpole, taken with this
device (Figure 21b), enabled clear visualization of the left and right aortic arches [150].
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Figure 21. Electrostatically driven fiber scanner: (a) schematic diagram; (b) Doppler OCT image of a tadpole heart (taken

with permission of [150]) © The Optical Society.
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4.5. Shape Memory Alloy Actuators

Shape memory alloys (SMAs) are unique metallic alloys having the ability to return to
their original shape after being deformed plastically. The deformation recovery is usually
obtained by increasing the temperature of the material, which releases the state of stress.

SMA material is available in either a wire or a sheet shape. Frequently used SMA
actuators take the form of a coil structure as they can provide a larger stroke as compared
to a straight wire per unit length. The shear modulus and the spring constant of a SMA
coil/spring depend on the composition, temperature, strain, and shape memory treatment
applied to the material. In the design of an SMA actuator, the material is deformed at a low
temperature and thermally treated to remember its shape. The shape recovery of the coil is
obtained by increasing the temperature via the Joule effect by passing a current through
the wire [151].

SMA coil actuators show a one-way shape memory effect. Thus, a bias spring or
a second SMA coil spring is combined with an SMA coil actuator to obtain a two-way
actuation. When a current is passed through the SMA coil, it tends to return to its original
shape, which exerts a force on the second spring/coil, permitting motion in one direction.
When the current is stopped, the SMA coil cools down and it is re-deformed by the force
applied by a bias spring or activating the second coil [152].

SMA coils are largely used in endoscopes to bend the distal tip for a long time. Maeda
et al. fabricated a 2 mm diameter endoscope head where an actuation ring connected to two
SMA springs guided the bending motion of the endoscope tip which contained the optical
guide fibers by pulling or releasing the pull wire connected to it. The schematic diagram
showing the structure of the described design is shown in Figure 22 [153]. When an SMA
coil spring (1) is heated, it tends to recover its shape and rotates the actuation ring to the
right, which in turn pulls the wire, causing the bending motion of the tip. By stopping the
current in that coil and heating the other coil, the tip returns to its original position [153].
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Figure 22. Schematic design of endoscopic tip guided using SMA coils (taken with the permission

of [153]).

Haga et al. used three SMA coil actuators at equilateral triangle locations between
two links to form a joint. The bending motion generated by these actuators allowed the
snake-like movement of the central working channel of the endoscope, i.e., guided the
endoscope [154].

A similar endoscope was designed by Makishi et al., where the active bending motion
of the endoscopic tip, containing a CCD imager, was obtained using three SMA coil
actuators [155]. The endoscope design showing the structure of the device is illustrated
in Figure 23 [155]. Another similar endoscope was developed by Kobayashi et al., where
the bending motion of the endoscopic central channel containing a CMOS imager and
three LEDs was obtained using three SMA wires and a stopper coil. In this case, a large
bending angle was obtained at low cost by allowing the SMA wires to follow an arc-shaped
deformation [71].
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Figure 23. Active bending endoscope using SMA coil actuators: (a) endoscope design; (b) enlarged

view of the actuation mechanism (taken with the permission of [155]).

5. Discussion

Optical endoscopic imaging enabled the visualization of cellular and subcellular
structures in real time, enabling early interventions and improved diagnostic yield from
fewer biopsies. Moreover, the less invasive nature of the imaging device results in reduced
tissue trauma, low risk of complications and operational costs, and fast recovery times.
In cantilever fiber endoscopes, an optical fiber is rigidly fixed to an actuator’s substrate
surface, leaving a few millimeters of free end at its distal end. Most often, this free end is
vibrated at resonance to obtain a large tip displacement, which in these imaging devices is
directly related to the resolution of the obtained image. Various imaging applications, such
as confocal endo-microscopy, OCT, photoacoustic imaging, etc., can be found using such
endoscopes.

Frequently used MEMS actuators in fiber optic endoscopic devices comprise piezo-
electric, electrothermal, electromagnetic, electrostatic, and shape memory alloy actuators.
Piezoelectric actuators are available in plate or tubular structure, among which the latter
is largely used as it provides the base excitation to the fiber held in the center along two
directions. By linearly increasing the amplitude of sinusoidal voltages at two pairs of
electrodes with a 180◦ phase shift, one can obtain a spiral scanning pattern.

Electrothermal actuators are available in three different types including hot-and-cold
arm, chevron, and bimorph actuators. In a hot-and-cold arm actuator, the different geome-
tries of the two legs produce asymmetric heat generation and, consequently, an asymmetric
thermal expansion, generating a bending motion at the actuator tip. Similarly, in bimorph
actuators, the different material properties cause the bending of the actuator tip. These
techniques can be combined with other actuation methods to obtain a 2D Lissajous scan-
ning pattern. Chevron actuators have symmetrical legs and provide linear 1D motion at
the tip.

Electrostatic actuators are available in parallel plate and comb drive configurations.
These actuators find limited use in fiberoptic scanners due to their large dimensions but
are frequently used in scanners having proximal scanning devices such as mirrors.

The shape recovery property of shape memory alloy materials makes them an excellent
alternative for providing a large actuation force in compact dimensions.

Various imaging endoscopic devices using these actuators are described in this paper.
The performance of some recently developed fiber optic cantilever-based scanners is
summarized and compared with the clinically available endoscopes in Table 3.
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As stated earlier, scanning fiber endoscopes were introduced recently in the field.
Most of the devices mentioned in this paper find limited use in clinical application but are
more in the transition from research to clinical phase. The only commercially available
cantilever-based endoscopes for clinical use are those developed by Pentax [73] and Mauna
Kea [32] Technologies.

The choice of an endoscopic device depends on the target imaging region, ease of use,
and cost of the device. The cost of an endoscopic device comprises fabrication and operating
cost. The operating costs mainly consist in decontamination and sterilization, which can be
performed at high temperature such as autoclaving or hot air oven or at low temperature
using chemical agents. The fabrication cost of an endoscope highly depends on the cost
of the laser source, actuation, and detection mechanisms. Among the various actuators
studied in this paper, electrothermal actuators are economic ones. However, the high
working temperature can limit their usage at a high frequency. Otherwise, piezoelectric
tubular actuators are cost-effective in terms of possible bidirectional actuation at high
actuation frequency. The development of MEMS actuators enabled batch production of
miniaturized actuators, reducing the fabrication costs to great extent and permitting the
fabrication of disposable endoscopic scanners.

6. Conclusions

The actuation and scanning devices for cantilever-based endoscopic probes are de-
scribed in this review paper along with their design and working principles. The size
of an actuator is an important factor in a cantilevered endoscopic device. The develop-
ments in the MEMS field permit the mass production of small-sized actuators, enabling the
fabrication of small-sized imaging probes. The endoscopic technology is aiming towards
the design of low-cost disposable imaging devices as the reprocessing and sanitation of
an endoscopic device is a complex and expensive process. The fabrication of small-sized
actuation mechanisms helps to reduce the price of device. Moreover, small-sized probes
can be advanced further to image the small body cavities, enabling early detection of
pre-cancerous surfaces and helping in the diagnostic procedure to control the lesion at a
preliminary stage.
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Abstract: High-speed tactile roughness measurements set high demand on the trackability of the

stylus probe. Because of the features of low mass, low probing force, and high signal linearity, the

piezoresistive silicon microprobe is a hopeful candidate for high-speed roughness measurements.

This paper investigates the trackability of these microprobes through building a theoretical dynamic

model, measuring their resonant response, and performing tip-flight experiments on surfaces with

sharp variations. Two microprobes are investigated and compared: one with an integrated silicon

tip and one with a diamond tip glued to the end of the cantilever. The result indicates that the

microprobe with the silicon tip has high trackability for measurements up to traverse speeds of

10 mm/s, while the resonant response of the microprobe with diamond tip needs to be improved for

the application in high-speed topography measurements.

Keywords: roughness measurement; piezoresistive microprobe; high-speed surface measurement

1. Introduction

Surface roughness plays a great role in diverse fields, such as semiconductor technol-
ogy, automotive manufacturing, and medicine engineering. It is an important predictor
of the performance of a mechanical component [1,2]. The international standard ISO
4287/4288 [3,4] specifies various parameters, Ra, Rq, Rz, Rsk, etc., for the evaluation of
the surface roughness. One of the most widely used parameters, the arithmetical mean
deviation of the surface height Ra is expressed mathematically by

Ra =
1

N

N

∑
i=1

|Zi| (1)

where N is the number of measured points in a sampling length, and Zi is the ordinate
values of the roughness profile.

The measurement of surface roughness demands a technology with high accuracy,
high throughput, relatively large measurement range, and low probing force. The mea-
surement methods of surface texture and roughness can be divided into two categories:
contact stylus instruments and optical instruments such as vertical scanning interferometry
(VSI). Although the optical methods have the advantages of high throughput and no
probing force, their utilization is limited by the optical properties and surface structures
of the artifacts. The optical instruments have difficulties in measuring the surfaces with
slopes. Undesirable light reflection and diffraction effects decrease signal quality. A study
performed by Jaturunruangsri [5] proves that the stylus method is more accurate than the
VSI instrument in the roughness measurements for hard materials.
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However, one drawback of the contact stylus instruments lies in the low throughput.
During the measurement, the stylus scans line by line. It is especially time-consuming
for large range measurements. The measurement throughput of the contact stylus instru-
ment depends on the traverse speed of the motion stages during the measurement. The
maximum traverse speeds of the state-of-the-art stylus instruments are in the range of
1–3 mm/s [6,7]. The work of Arvithe Davinci et al. [7] indicates that the traverse speed
of the stylus profilometer affects the roughness measurement results significantly. When
the speed is below 500 µm/s, the roughness measurement results are stable. If the speed
is further increased, a sharp variation in the results happens. This points out that an
improvement of the trackability of the stylus at high speed is necessary.

As to the research on more rapid stylus instruments, Morrison developed a prototype
stylus profilometer that can measure with speeds up to 5 mm/s in 1995 [8,9]. Since then,
there was very little progress on developing stylus instruments with higher traverse speeds.
One obstacle to further improving the traverse speed of the stylus lies in the fact that the
stylus probe will lose contact to the surface and thus profile fidelity as it moves over steep
features. No loss of tracking and signal fidelity at high traverse speeds above 10 mm/s is a
hard requirement for stylus probes.

The Physikalisch-Technische Bundesanstalt (PTB) developed a slender piezoresistive
silicon cantilever type microprobe together with the Institute for Semiconductor Technology
of Technical University of Braunschweig and the Forschungsinstitut für Mikrosensorik
GmbH (CiS) Erfurt [10–16]. Cantilevers of 5 mm length, 200 µm width, 50 µm thickness,
and a mass of about 0.1 mg, as shown in Figure 1 were used, which are commercially
available as CAN50-2-5 from the CiS GmbH (https://www.cismst.de/en/loesungen/
mikrotastspitzen/ (accessed on 4 January 2021)). At the free end of the microprobe is
an integrated probing tip with a height of more than 100 µm, a cone angle of 40◦, and a
radius of about 0.1 µm. The long and sharp tip enables the microprobe for the roughness
measurement on the surface with Ra value under 25 µm [17].

 

(a) (b) 

 

Figure 1. The scanning electron microscope images of the microprobe. (a) Sample of 5-mm long

piezoresistive microprobe; (b) integrated silicon tip.

When a force acts vertically on the probing tip, the cantilever is deflected and a full
bridge piezoresistive strain gauge on the cantilever close to its clamping measures the
bending of the cantilever. The microprobe converts the deflection into a voltage output.
The nonlinearity of the conversion influences the measurement accuracy directly. The
nonlinearity between the output voltage variation and the deflection is about 0.3%. The
deflection range of the microprobe is up to 200 µm. It means that the error caused by the
conversion nonlinearity is less than 0.6 µm in measuring a height of 200 µm.

The signal fidelity of the contact stylus probe is influenced by many factors, such as:

1. The geometrical structure of the probe tip, such as the opening angle and the tip
radius. Inappropriate tip geometry leads to contact positions other than the tip
end and results in measurement deviations from the artifact surface. This is called
tip-sample convolution effect [18].

2. The non-linearity between the probe output signal and the surface variation.
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3. The dynamic behavior of the probe. The probe loses track as it traverses over steep
features if the dynamics of the probe are not high enough.

4. The measurement bandwidth of the probe [19], usually defined by the first free
resonant frequency of the probe.

Among the above factors, the demand on the last two factors, the dynamics and the
measurement bandwidth of the probe, increases with the traverse speed. Hence these
two factors become especially important in high-speed measurements. Compared to the
existing conventional styli (with masses of several mg, the first free resonant frequency in
the order of hundreds of Hz, and a cone angle of either 60◦ or 90◦), the microprobe has a
much lower mass, higher resonant frequency, and a sharper tip. It is suggested that the
microprobe has a high potential for high-speed measurements.

This paper demonstrates the microprobe as a promising stylus probe candidate for
high-speed roughness measurement at 10 mm/s. It is intended to give an uncomplicated
method to evaluate the trackability of the microprobe. The analysis results can be proved
with simple and feasible experiments, and the theoretical analysis and experimental results
will indicate the improvement direction of the microprobe for better performance.

In the following, a theoretical model is proposed to investigate the dynamics of the
microprobe. The steepest feature that the microprobe can measure without loss of tracking
is examined, the resonant frequencies of the microprobes are analyzed and measured, and
proof-of-principle experiments were performed and detailed.

2. Modelling the Dynamic Behavior of the Microprobe

Since the limited tracking fidelity is noticed first at steep features, we investigate the
behavior of the microprobe on artifact surfaces with sharp variations.

The steepest feature that a probe can measure is restricted by the trackability, the tip
form, and the mounting angle of the probe. In this section, we focus on the influence of the
dynamic behavior of the microprobe.

It should be noted that the tip works as a mechanical low pass Gaussian filter and
smoothens the sharp features in contact measurements [20]. If the cantilever tracks all
the frequency components passing through the low pass filter formed by the tip, it can
be considered that the cantilever can track the surface with fidelity. In other words, the
dynamics of the cantilever are high enough for the measurement.

The microprobe is supposed to traverse across a falling edge and tip trajectory is
drawn. The steepest feature on the surface should vary slower than the tip trajectory,
otherwise, the tracking will be lost.

2.1. Theoretical Analysis

It is assumed that the artifact is an ideal step artifact with 90◦ inclined sidewalls and a
height H, as presented in Figure 2. The falling edge of the top surface is set to be position 0,
the origin of the x-z coordinate system.

 
 

 

θ

Figure 2. The deflection of the microprobe changes after passing the starting point of the falling edge

(position 0) of the step artefact.
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The microprobe is mounted with tilt angle θ.
The tip traverses across the artifact surface and moves over the edge of the top surface

(position 0). It loses contact with the surface and the deflection of the cantilever decreases.
In the case the cantilever doesn’t touch the step artifact ground, i.e., under free-flight
condition there is

m
..
z + d

.
z + kz = Fz(0) = F(0) cos θ (2)

where z is the vertical deflection variation of the cantilever, F(0) is the deflection force on
the cantilever at position 0, Fz (0) is the vertical component of F(0), k is the spring constant
of the cantilever, and d is its damping factor. In this calculation it is assumed that the whole
mass of the cantilever is concentrated in the tip and m is the effective mass.

The reduced effective mass of the beam mb = 0.24M, M is the total mass of the beam [21].
The effective mass of the whole cantilever m is the sum of the tip mass mt and the reduced
effective mass of the beam mb:

m = mt + mb = mt + 0.24M (3)

The vertical speed
.
z and the deflection variation z can be calculated by single and

double integration, respectively, of the acceleration:

.
z =

.
z(0) +

∫ t

0

..
z dt (4)

z =
∫ t

0

.
z dt (5)

where t is the time it takes to move the tip from position 0 to position z,
.
z (0) is the vertical

speed of the microprobe cantilever tip at position 0.
As the top surface of the step feature is flat, the initial condition exists:

.
z(0) = 0 (6)

Based on Equations (2)–(6), the trajectory of the cantilever tip under free-flight con-
dition drawing the deflection variation z at the time t is only determined by the initial
probing force F(0) for a microprobe with the given tilt angle θ.

The angle β, the inclination of the steepest slope that the microprobe can track, is calcu-
lated through analysing the gradient of the tip trajectory ∇z(x) under free-flight condition:

β = tan−1(∇z(x)) (7)

where x is the displacement along the x axis.
In the case with constant traverse speed vx, there is

∇z(x) =

.
z

vx
(8)

The steepest slope feature is determined by the ratio of the vertical speed to traverse
speed. With the increment of the traverse speed vx, the feature that the tip can track
becomes less inclined.

The above analysis calculates the steepest slope feature that the microprobe can track.
If the slope is known with angle γ and the trackability of the microprobe on the slope is
evaluated, the effect of friction should be considered. The friction Ff is calculated by:

Ff = µ
(

F(0) cos θ − kz − d
.
z
)

cos(θ + γ)/ cos θ (9)

where µ is the coefficient of friction between the microprobe tip and the artifact surface.
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2.2. The Effect of Tip-Sample Convolution

The vertical speed of the tip at the origin is 0, the microprobe tip at this position cannot
track any slope according to Equation (8). However, it does not necessarily mean that the
microprobe will lose track at this position since tip-sample convolution effect should be
taken into consideration.

When the tip traverses across an arbitrary surface, the imaged profile is the convolution
result of the surface with the tip shape, and sharp features are smoothed. The artifact
surface after tip-sample convolution S’ is calculated by [22]

S′ = S ⊕ TIP (10)

where S is the original artefact surface, and TIP is the tip surface.
It is defined that S = s(x), TIP = tip(u), u0 ≤ u ≤ u1, and S’= s´(x). u0 and u1 are the

lower and upper limits of abscissa values of the tip outline separately. There is

s′(x) = s(x)− min
u0≤u≤u1

(tip(u)− s(x + u)) (11)

When the artifact surface other than the sampling position touches the tip, or in
other words, when the tip surface other than the tip end touches the artifact surface, the
tip-sample convolution occurs.

If the inclination of the tip trajectory under free-flight condition is larger than that of
an artefact surface after tip-sample convolution, we expect that the tip can track the surface
with fidelity.

2.3. The Dynamic Behavior of the Microprobe with a Silicon Tip

For the microprobe with parameters listed in Table 1, the vertical cantilever tip move-
ment versus time calculated using Equation (5) are drawn in Figure 3a with four different
initial probing forces 32 µN, 64 µN, 96 µN, and 130 µN. It indicates that the larger the initial
probing force is, the faster the tip drops and the larger the measurement range is. It costs
0.1 milliseconds for the tip dropping from z = 0 µm to z = −2 µm if the initial probing force
is 32 µN. The time is reduced to 0.04 milliseconds if the initial probing force is increased to
130 µN.

In the following, the trackability of the microprobe is investigated with respect to step
features with 30◦ and 70◦ inclined sidewalls.

First, the tip-sample convolution effect is simulated as shown in Figure 3b. The sur-
faces are convoluted according to Equation (11) by the tip with the radius of 0.1 µm, the
nominal radius of the microprobe silicon tip.

The tip trajectories under free-flight condition at the traverse speed of 20 µm/s,
10 mm/s, and 50 mm/s, calculated using Equation (5) are drawn in Figure 3c. The initial
probing force is 96 µN. The slopes with 30◦ and 70◦ inclinations after tip convolution are
also depicted for comparison. At the traverse speed of 10 mm/s, the tip trajectory falls
more rapidly than both slopes, which means that the probe can track both slopes with
signal fidelity. When the traverse speed is further increased to 50 mm/s, the tip trajectory
falls slower even than the convoluted 30◦ slope at the falling edge and the probe loses track,
which means the microprobe has no capability to track slopes >30◦ at a traverse speed of
50 mm/s, applying a probing force of 96 µN.

The steepest slope that the microprobe can track, only considering the dynamic
behavior, is presented in Figure 3d. The slope inclination increases rapidly from 0◦ at the
start position. Then it keeps relatively constant and begins to decrease when the cantilever
comes close to its deflection-free position. Since tip convolution smoothens sharp features,
the moderate gradient at the starting point of the tip trajectory does not restrict mapping
the surface feature if an appropriate initial probing force is selected. These curves help us
to select the appropriate probing force if rough information about the surface is available.
For example, with a traverse speed of 10 mm/s, an initial probing force of 96 µN is needed
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to track slope features with a height of 9 µm and an inclination of 70◦. The initial probing
force can be decreased to 32 µN for features of 3 µm height and an inclination of 30◦.

From the above analysis, it can be concluded that the 5 mm long silicon microprobe
has high dynamics and can track steep features with inclination variations up to 70◦ at
traverse speeds up to 10 mm/s.

10଺ μmଶ

»

୲ߣ = ܴܣ√ߨ2

(a) 

 
(b) 

(c) 

(d) 

Figure 3. The dynamic behavior of the microprobe with a silicon tip. (a) The trajectory of the microprobe tip of the

CAN50-2-5 drawing z with time under the condition of different initial probing forces; (b) The slope features before and

after the tip convolution; (c) comparison of the tip trajectories and the slope features; (d) the steepest slope inclinations that

the microprobe can track at the traverse speed of 10 mm/s.

2.4. The dynamic Behavior of the Microprobe with a Diamond Tip

Since undesired silicon tip abrasion exists in measurements, a diamond tip with a tip
radius of 2 µm was glued to the microprobe to replace the silicon tip, as defined in DIN EN
ISO 4288 [4]. The half opening angle of the diamond tip is about 45◦, as shown in Figure 4.
Limited by the half opening angle, the inclination of the slope feature that can be measured
by the microprobe with the diamond tip is smaller than 45◦.
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Figure 4. The microprobe with a glued 210 µm high diamond tip.

With a height of about 210 µm and the base area of about 5 × 106 µm2, the mass of the
conical diamond tip is about 0.012 mg. The effective mass of the cantilever is increased to
0.036 mg (from 0.024 mg for the cantilever with silicon tip) and the dynamic performance
of the microprobe is thus decreased. However, the surface variation after tip-sample
convolution is moderated stronger by the 2 µm-radius tip than the 0.1 µm-radius silicon tip
since the “cut-off” wavelength λt of the low-pass Gaussian filter formed by the 2 µm-radius
diamond tip is longer according to

λt = 2π
√

AR (12)

where R is the tip radius and A is the amplitude of the surface feature.
In consequence, the microprobe with the diamond tip can track the 45◦ slope at a

traverse speed of 10 mm/s with an initial probing force of 96 µN, as calculated using
Equation (5) and shown in Figure 5.

10ି଼ mଶܯߩ = ௧ܾ݉ݓܮߩ 

௔ܫ = ଷ12ܾݓ  10ିଵ଼ mସߠ

݂ = ߣ୶ݒ
»

Figure 5. The trajectory of the microprobe with a diamond tip at different traverse speeds, with an

initial probing force of 96 µN.
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Table 1. Nominal parameters of the microprobe used to calculate the cantilever tip trajectories in

Figures 3 and 5.

Nominal Parameters Symbol Value

Length L 5 mm
Width w 200 µm

Thickness b 50 µm
cross-section area A = wb 10−8 m2

Density ρ 2330 kg/m3

Mass of the cantilever M = ρLwb 0.1 mg

Mass of the tip mt
0.15 µg for the silicon tip of the CAN50-2-5

0.012 mg for the diamond tip

Half opening angle of the tip
20◦ for the silicon tip of the CAN50-2-5

45◦ for the diamond tip

effective mass of the cantilever m
0.024 mg for the CAN50-2-5

0.036 mg for the cantilever with a diamond tip
Spring constant k 8.45 N/m
Damping factor d 0.001

Young’s modulus E 169 GPa

Area moment of inertia Ia =
wb3

12
2.093 × 10−18 m4

Tilt angle θ 15◦

3. Frequency Response of the Microprobes

The frequency response of a probe is important since it is a decisive factor in the
measurement bandwidth of the probe. The demand on the measurement bandwidth of the
probe increases linearly with the traverse speed because the frequency f exerted to the tip
by the surface structure increases with the traverse speed vx as given by

f =
vx

λ
(13)

where λ is the spatial wavelength of the structure.
Not only the frequency response of the microprobe without contact to a surface,

but more important the frequency response of the probe in contact to a surface should
be known.

Neglecting the mass of the probing tip the fundamental resonant frequency of a
cantilever with an approximately rectangular shape and without a tip at its free end [23]
can be calculated by

f0 =
1.758

πL2

√

EIa

ρA
(14)

Using the parameters listed in Table 1, the resonant frequency of the CAN50-2-5
microprobe is calculated to be f0 = 2.8 kHz. The frequency of the microprobe with an
integrated silicon tip used in the measurement was measured to be about f0 = 3.2 kHz,
slightly higher than its nominal value, which is assigned to deviations from the nominal
dimensions due to fabrication tolerances of the CAN50-2-5. Due to the effect of the added
tip mass, a lower resonant frequency of f0 = 2.2 kHz was measured with the microprobe
with the diamond tip.

The contact resonant frequency of a probe is influenced by many factors, such as the
tip radius, the artifact material, and the probing force. The first contact resonant frequency
fc of a probe can be roughly estimated to be about three to five times of its first free resonant
frequency f0.

If the “cut-off” spatial wavelength is λt = 1 µm, the contact resonant frequency of
the probe is demanded to be above fc = 10 kHz for the traverse speed of vx = 10 mm/s
according to Equation (13). This is just a rough estimation and not a hard criterion. The
microprobe with a silicon tip (fc = 9.6 to 16 kHz) may meet this requirement while the
microprobe with a diamond tip (fc = 6.6 to 11 kHz) possibly does not.
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4. Experiment Results

4.1. “Tip Flight” Test

“Tip flight” tests (see Figure 6) were performed on flat smooth surfaces of a step
artifact to prove the trackability of the microprobes. The idea was to measure with the
microprobes across sloped features with different traverse speeds. To characterize tip flight,
a normalized flight width was defined, which is the ratio of the flight width to the step
structure height. It was used as a measure to evaluate the dynamics of the microprobes in
comparison with the modeling described in Section 2 quantitatively.

଴݂ = ଶܮߨ1.758  ඨܫܧୟܣߩ

»

Figure 6. The tip flight test to measure the dynamic behavior of the microprobe.

The test was carried out with the instrument Profilscanner, a self-developed pro-
filer at PTB [24–26]. The microprobe is glued and bonded on a microprobe holder and
mounted on the tip scanning head of the Profilscanner which consists of an XYZ piezo
stage (PI, model P-628.2CD for XY axes and P-622.ZCD for Z-axis) with a motion range of
800 µm × 800 µm × 250 µm (X × Y × Z).

Whether the XY stage can move steadily at the defined traverse speed influences the
test results. The moving speeds of the XY piezo stage were measured before the ‘flight test’
with laser interferometers and the result proves that the XY piezo stage moves steadily at a
speed up to 10 mm/s.

4.2. Artifacts and the Test Results

Two artifacts were used in the test. Artifact A is diamond turned from Cu and then
coated with 15 µm Ni and 5 µm Cr on top (see Figure 7a). The nominal height is 10 µm and
the slope inclination is about 30◦. The nominal height of artifact B (see Figure 7b) is also
10 µm, but the slope inclination is 90◦. It is made of steel. Because of the manufacturing
tolerances, the edges of the top surface of artifact B are somewhat protruding.

Figure 8 shows the measured profiles by the CAN50-2-5 microprobe with the inte-
grated silicon tip traversing across the artifacts with speeds of 20 µm/s, 5 mm/s, and
10 mm/s respectively. The initial probing forces are 96 µN for artifact A and 130 µN for
artifact B. The measured heights of both artifacts significantly deviate from the nominal
values given by the manufacturer. Since the height of artifact B is about 14 µm the static
probing force needed to be increased to end up with the tip in contact with the ground
surface of the artifact. Because of the influence of the mounting tilt angle (θ = 15◦) and
the half opening angle of the tip (20◦), the measured slope angle of the artifact B is about
55◦ instead of 90◦. For both sloped artifacts, A and B, the profiles acquired at different
traverse speeds agree well and flight widths are zero. This result proves the high fidelity of
the measured profiles related to the fast-responding dynamics of the microprobe with a
silicon tip.
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(a) 

 

(b) 

ߠ

Figure 7. Artifacts used in ”tip flight” test. (a) artifact A; (b) artifact B. The artifacts aren’t drawn to scale.

The tip flight test was repeated with the microprobe with a diamond tip. Since the
mounting tilt angle (θ = 15◦) and the half opening angle of the diamond tip (45◦) leads to
that the inclination that the diamond tip can measure is no more than 30◦, only artifact A
was measured with the microprobe with a diamond tip. Again, an initial static probing
force of 96 µN was used. As shown in Figure 9, the tip flight widths at different traverse
speeds again were zero. This indicates the dynamics of the microprobe with the diamond
tip is good enough for measuring the slope of 30◦ inclination up to traverse speeds of
10 mm/s, confirming the theoretical model developed above. However, the tip vibrated
during the measurements on the artifact surface at the higher speeds of 5 mm/s and
10 mm/s. It means that the resonant response of the microprobe with the diamond tip is
not high enough for such high-speed measurements. The bandwidth of the microprobe
with the diamond tip will have to be improved by increasing the stiffness or decreasing the
mass of the tip.
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ߠ

(a) 

(b) 

Figure 8. Measured profiles with the CAN50-2-5 microprobe with integrated silicon tip. (a) Measured

profiles on artifact A (30◦ inclined sidewall) with an initial static probing force of 96 µN, at different

traverse speeds; (b) Measured profiles on artifact B (90◦ inclined sidewall) with an initial static

probing force of 130 µN, at different traverse speeds.

 
 
 

 

 

 ł

Figure 9. Measured profiles on artifact A using the microprobe with diamond tip with an initial static

probing force of 96 µN, at different traverse speeds.
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The “tip flight” test results demonstrate that the dynamics of both microprobes are
high enough for the measurements at the speed of 10 mm/s, but the bandwidth of the
microprobe with a diamond tip should be raised to meet the demand of trackability.

In the next step of our work, we will decrease the length of the microprobe to increase
the resonance frequency and investigate the trackability further.

5. Summary

To investigate the trackability of piezoresistive silicon microprobes for high-speed
surface roughness measurements, a theoretical dynamic model was derived to examine
the dynamics of the microprobes. The resonant response of the microprobes was analyzed
and tip-flight tests were performed. Both the theoretical analysis and the experimental
results prove that the microprobes with integrated silicon tip have the capability of tracking
surfaces with high fidelity up to traverse speeds of 10 mm/s. However, the resonant
response of a microprobe with a glued diamond tip of 90◦ opening angle will have to be
improved to fulfill the demands of high-speed roughness measurements.
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Abstract: A microcantilever is a suspended micro-scale beam structure supported at one end which

can bend and/or vibrate when subjected to a load. Microcantilevers are one of the most funda-

mental miniaturized devices used in microelectromechanical systems and are ubiquitous in sensing,

imaging, time reference, and biological/biomedical applications. They are typically built using

micro and nanofabrication techniques derived from the microelectronics industry and can involve

microelectronics-related materials, polymeric materials, and biological materials. This work presents

a comprehensive review of the rich dynamical response of a microcantilever and how it has been

used for measuring the mass and rheological properties of Newtonian/non-Newtonian fluids in real

time, in ever-decreasing space and time scales, and with unprecedented resolution.

Keywords: microcantilever; mass sensing; rheology sensing; noise; non-Newtonian viscoelastic fluids

1. Introduction

Fluids play a key role in many sensing applications based on microelectromechanical
systems (MEMS), being either the substance to be tested (when measuring rheological
properties) or the support environment used to keep the substance of interest in its native
or physiological state (when detecting proteins, DNA, or other analytes in a solution).
The understanding of the interaction of the sensor with the surrounding medium is a key
topic in the process of measuring the mass of analytes with extremely high—potentially
single-molecule—accuracy, and when using MEMS sensors to study the rheology of simple
and complex fluids. Such wide sensing applications span the fields of the food and process
industry, environmental monitoring, healthcare, microfluidics, and others. Several of these
problems still do not have an adequate solution, but huge progress has been made in the
last two decades by exploiting microcantilevers, miniaturized beams supported at one end.
Microcantilevers are a traditional but crucial MEMS design used for sensing, imaging, and
time-keeping applications.

This paper presents a thorough review of how the complex dynamical response
of the microcantilever excited by a periodic force and interacting with the surrounding
environment can be used for mass and rheological sensing. Some examples of the latest and
more significant results are provided, and the physical principles behind the applications
are discussed. The work is organized as follows. In Section 2, the mechanics and dynamical
response of the microcantilever are presented. The goal is to set the theoretical framework,
consisting of some classical models, to determine the resonance frequencies and quality
factors of each resonant mode in different media, which will be used throughout the rest of
the work. Section 3 contains a discussion of the mechanisms used to excite the dynamical
response of the probe, including open and closed-loop schemes typically found in sensing
applications. Particular focus is dedicated to feedback loops, which have shown significant
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promise and exciting new results in recent years, by providing relevant examples that are
currently being developed and studied to improve the performance of microcantilever-
based sensors. A thorough discussion of noise measurements and mechanisms follows.
This aspect is often overlooked in the literature, but it is a fundamental feature to consider
when designing a sensor. Section 4 is dedicated to discussing the principle of mass sensing,
sensitivities, and limits of detection and shows some examples of recent major achievements
in this area. Finally, in Section 5 it is shown how the microcantilever can be used as a
rheological sensor to measure the properties of Newtonian and non-Newtonian fluids
in real time. Section 6 summarizes current open challenges and presents an outlook on
future opportunities for microcantilever-based rheology and mass sensors with the aim of
stimulating further research in this field.

2. Cantilever Mechanics and Dynamical Response

2.1. Euler–Bernoulli Beam

The flexural vibration of a thin uniform beam can be described by the well-known
Euler–Bernoulli beam theory. This model is based on four main assumptions: (i) cantilever
aspect ratios L/w and L/h are large (L � w, h), (ii) deflections are small when compared
to the beam dimensions, (iii) the cantilever material is linear elastic and homogeneous,
and (iv) no dissipation occurs during deformation. The schematic of such a cantilever
subjected to an external force per unit length q(x, t) is shown in Figure 1a. The external
load is responsible for the existence of shear forces Fz and bending moments My that act
on each element of the beam of infinitesimal length dx, as shown in Figure 1b.

ÿ/ý ÿ/ℎ ÿ ≫ ý, ℎ
ÿ(ý, ý)ý௭ ý௬

ÿ(ý, ý)

ቐ ý௭ + ýý௭ − ý௭ + ÿ(ý, ý)ýý = ÿýýý డమௐ(௫,௧)డ௧మý௬ + ýý௬ − ý௬ − ý௭ýý + ÿ(ý, ý)ýý ௗ௫ଶ = 0 ⇒ ቐௗி೥ௗ௫ + ÿ(ý, ý) = ÿý డమௐ(௫,௧)డ௧మௗெ೤ௗ௫ = ý௭ÿ(ý, ý) ý௭ ý௬ÿ ý = ýℎÿ(ý, ý) ௗమெ೤ௗ௫మ + ÿ(ý, ý) = ÿý డమௐ(௫,௧)డ௧మ ý = ýýÿý ýÿ

Figure 1. (a) Schematic of a cantilever beam of length L, width w, and thickness h. The cantilever is subjected to a distributed

time-changing load per unit length, q(x, t); (b) longitudinal cross section of an infinitesimal element dx of the same cantilever

(red part highlighted in (a)), where the shear forces and bending moments act.

Balancing the forces (z-direction) and the bending moments (y-direction) acting on
each infinitesimal element of the device and neglecting higher order terms leads to the
following equations (see Figure 1b) [1,2]:

{

Fz + dFz − Fz + q(x, t)dx = ρAdx
∂2W(x,t)

∂t2

My + dMy − My − Fzdx + q(x, t)dx dx
2 = 0

⇒
{

dFz
dx + q(x, t) = ρA

∂2W(x,t)
∂t2

dMy

dx = Fz

, (1)

where W(x, t) is the time-varying deflection at a distance x from the support; Fz and My

are the shear forces and bending moments, respectively, acting on the element of the beam;
ρ is the density of the structural material; A = wh is the beam cross section; and q(x, t) is a
general distributed load per unit length. Merging the two equations yields:

d2My

dx2
+ q(x, t) = ρA

∂2W(x, t)

∂t2
. (2)

Upon the bending of the beam, the length of the neutral plane is given by l = Rdθ,
with R and dθ the curvature radius and span angle of the bent beam, respectively. The strain

at the planes above and below the neutral plane is given by εx = δl
l = (R+z)dθ−Rdθ

Rdθ = z
R .

Given that the material is elastic, the stress in the x-direction can then be calculated as
σx = Eεx = E z

R , with E indicating the Young’s modulus of the material [2].
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The bending moment around the y-axis, My, created by the tension forces in x-
direction, dFx = σxdA = E z

R dydz, applied to a distance z from the neutral plane, is given by:

My =
∫

dMy =
∫

−z
→
ez × dFx

→
ex =

∫

−z2 E

R
dydz = − E

R
Iz, (3)

where Iz =
∫ h/2
−h/2

∫ w/2
−w/2 z2dydz is the second moment of area of the cross section (for

standard rectangular microcantilevers Iz =
wh3

12 ). Finally, for small curvatures the radius of

the curvature can be approximated by 1
R = ∂2W(x,t)

∂x2 [2], and therefore the bending moment
can be expressed as:

My = −EIz
∂2W(x, t)

∂x2
. (4)

Substituting Equation (4) into Equation (2) results in a differential equation usually
known as the Euler–Bernoulli beam equation [1–3]:

EIz
∂4W(x, t)

∂x4
+ ρA

∂2W(x, t)

∂t2
= q(x, t). (5)

A general solution of this equation is obtained by performing a modal decomposition—
i.e., by considering the microcantilever response as the linear superposition of simple
vibrational modes. The first step in this process is to extract the natural resonance frequency
and shape of each vibrational mode, assuming zero external forces—i.e., q(x, t) = 0.

It is assumed that the deflection at any point of the beam varies harmonically with
time, so the general solution for each mode can be separated into a temporal term, ψ(t),
and a spatial term, Φ(x). The ansatz for the temporal term is a harmonic oscillation with
natural angular frequency ω0,n, where the index n describes the resonant mode, such as
ψn(t) = eiω0,nt. Therefore, the general solution of each individual mode can be written
as [4]:

Wn(x, t) = ψn(t)Φn(x). (6)

Inserting the solution of Equation (6) into Equation (5) and rearranging the terms gives:

d4Φn(x)

dx4
= β4

nΦn(x), (7)

with β4
n =

(

ρAω0,n
2

EIz

)

. The solution to Equation (7) provides the spatial term of Equation (6):

Φn(x) = c1 cos(βnx) + c2 sin(βnx) + c3 cosh(βnx) + c4 sin h(βnx). (8)

Different boundary conditions are associated with each type of end constraints of the
microresonator. For the particular case of the suspended cantilever considered in this paper,

the boundary conditions reflect the fact that the displacement, Φ(x), and slope,
dΦ(x)

dx , must
be zero at the clamped end (x = 0), while the bending moment, My, and shear force, Fz,
are zero at the free-end (x = L) [1–4]—i.e.:

Φ(0) = 0, (9a)

and
dΦ(0)

dx
= 0, (9b)

My = EIz
∂2Φ(L)

∂x2
= 0, (9c)

and Fz = EIz
∂3Φ(L)

∂x3
= 0. (9d)
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Imposing these four boundary conditions on Equation (8) results in a homogeneous
system of four equations. Nontrivial solutions are obtained when the determinant of the
matrix of the coefficients of these equations vanishes, which corresponds to the condition:

cos(βnL) cos h(βnL) + 1 = 0. (10)

Equation (10) can be numerically solved and the first consecutive roots (βnL) calcu-
lated, as shown in Figure 2a. Indicatively, (β1L) = 1.875, (β2L) = 4.694, (β3L) = 7.855,

(β4L) = 10.996, etc. The condition expressed in Equation (10) can be asymptotically approx-

imated by cos(βnL) = 0, with solutions given by βnL =
(

n − 1
2

)

π, with n = 1, 2, 3, 4, . . .

also shown in Figure 2a [2,4].

ý௭ = ýý௭ డయ஍(௅)డ௫య = 0
cos(ÿ௡ÿ) cosh(ÿ௡ÿ) + 1 = 0 (ÿ௡ÿ)(ÿଵÿ) = 1.875, (ÿଶÿ) = 4.694, (ÿଷÿ) =7.855 (ÿସÿ) = 10.996, cos(ÿ௡ÿ) = 0 ÿ௡ÿ = ቀÿ − ଵଶቁ ÿ ÿ =1, 2, 3, 4, …

ÿ௡ÿ cos(ÿ௡ÿ) = 0ÿ ൒ 2
ýଵ,ଶ,ଷ,ସ ýଵ = −ýଷ ýଶ =−ýସ, ௖మ௖భ = ୱ୧୬(ఉ೙௅)ିୱ୧୬୦ (ఉ೙௅)ୡ୭ୱ(ఉ೙௅)ାୡ୭ୱ୦ (ఉ೙௅) ÿ௡ÿ

Φ௡(ý) = ýଵ ቆcos(ÿ௡ý) − cosh(ÿ௡ý) + ୱ୧୬(ఉ೙௅)ିୱ୧୬୦ (ఉ೙௅)ୡ୭ୱ(ఉ೙௅)ାୡ୭ୱ୦ (ఉ೙௅) (sin(ÿ௡ý) −  sinh (ÿ௡ý))ቇýଵ ýଵ ÿ଴,௡ÿ௡ସ ÿ଴,௡ = ÿ௡ଶටாூ೥ఘ஺ = (ఉ೙௅)మ௛௅మ ට ாଵଶఘ
ÿ௡(ý, ý) = ÿଵÿ௜ఠబ,೙௧ ቆcos(ÿ௡ý) − cosh(ÿ௡ý) + ୱ୧୬(ఉ೙௅)ିୱ୧୬୦ (ఉ೙௅)ୡ୭ୱ(ఉ೙௅)ାୡ୭ୱ୦ (ఉ೙௅) (sin(ÿ௡ý) −  sinh (ÿ௡ý))ቇ

Figure 2. (a) Plot of Equation (10) (orange line), whose first four solutions βnL (indicated in the text)

are the crossings with zero. The blue line shows the asymptotic approximation cos(βnL) = 0, which

can be solved analytically, and that agrees with the numerical solution for n ≥ 2; (b) mode shapes of

the first four flexural modes of a cantilever.

The system of equations obtained from imposing the boundary conditions (Equa-
tion (9a)–(9d)) in Equation (8) is solved for the constants c1,2,3,4. It is found that c1 = −c3,

c2 = −c4, and c2
c1

= sin(βn L)−sin h(βn L)
cos(βn L)+cos h(βn L)

. For each particular value of βnL, the spatial solu-

tion, referred to as the flexural mode shape, is obtained by substituting these results into
Equation (8) [4]:

Φn(x) = c1

(

cos(βnx)− cosh(βnx) +
sin(βnL)− sin h(βnL)

cos(βnL) + cos h(βnL)
(sin(βnx)− sin h(βnx))

)

, (11)

where c1 remains undefined until an external force is applied. These modal shapes are
shown in Figure 2b for a generic c1. Note how the number of nodes and the slope near the
base of the cantilever increase with the mode number n.

The natural angular resonance frequency of each mode, ω0,n, can then be calculated
using the respective β4

n, thus obtaining:

ω0,n = βn
2

√

EIz

ρA
=

(βnL)2h

L2

√

E

12ρ
. (12)

Finally, the complete solution of Equation (6) is [4]:

Wn(x, t) = a1eiω0,nt

(

cos(βnx)− cosh(βnx) +
sin(βnL)− sin h(βnL)

cos(βnL) + cos h(βnL)
(sin(βnx)− sin h(βnx))

)

. (13)

The Euler–Bernoulli beam model only accounts for free vibrations of undamped
cantilevers. The free vibrations and mode shapes of clamped-clamped or supported beams
can also be predicted using the Euler–Bernoulli model by replacing Equation (9) with
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the appropriate boundary conditions [1,4]. In addition, more complex continuous beam
equations have been developed, which include the effects of rotary inertia and shear
deformation [1] or the effect of axial tensile or compressive forces [1,2]. However, these
models are seldomly used in sensing applications and therefore fall outside the scope of
this review.

2.2. Harmonic Oscillations with a Single Degree of Freedom

Although a microcantilever is a continuous system with infinite degrees of freedom, its
dynamical response can be accurately described by a single degree of freedom, given that
in most applications a specific resonant mode dominates. In fact, these simplified models
allow us to extract some useful information from the vibrations, such as the amplitude
response and energy dissipation mechanisms, beyond what is provided by the more
complex Euler–Bernoulli model. This section presents the theoretical background of the
harmonic oscillator models.

2.2.1. Simple Harmonic Oscillator

The simplest possible model for describing the oscillatory motion of the cantilever is
the undamped free oscillator. In this case, it is assumed that the cantilever is represented by
an effective mass, meff, connected to a linear elastic spring with stiffness keff, whose potential
energy is given by U(z) = 1

2 keffz
2, where z is the displacement from the equilibrium

position z = 0. By using the restitutive force of this spring, F = − dU(z)
dz = −keffz within

Newton’s law F = meff
..
z(t), one gets the following equation of motion [3,5]:

meff
..
z(t) + keff z(t) = 0, (14)

where the dots represent the time derivative. The solution of this second-order differential
equation has the form of an oscillatory motion, described by z(t) = A0ei(ωt+φ), with A0

and φ being the amplitude and phase of the motion, respectively, and ω being its frequency.
Substituting this solution into Equation (14), one gets the expression for the (angular)
natural resonance frequency (for each mode):

ω0 =

√

keff

meff
. (15)

This is the natural resonance frequency of the cantilever when it vibrates freely in vac-
uum, and it is equivalent to the resonance frequency calculated using the Euler–Bernoulli
beam theory presented in Equation (12). A classical result from structural mechanics is that

the effective stiffness of the cantilever is given by keff =
Ewh3

4L3 [2]. This indicates that each
resonant flexural mode predicted by the Euler–Bernoulli model can be described by an
equivalent harmonic oscillator with a different meff. Therefore, by comparing Equation (15)
with Equation (12), one can obtain the equivalent mass of each resonant mode in the limit
of small damping (cantilevers vibrating in vacuum or air, for example):

meff,n =
3ρhbL

(βnL)4
=

3mc

(βnL)4
, (16)

where mc = ρLhw is the total mass of the cantilever. Considering, for example, the
fundamental resonance mode, where β1L = 1.875 (see Figure 2a), one gets meff,1 = 0.24mc,
as confirmed elsewhere [6,7].

2.2.2. Forced Damped Harmonic Oscillator

By introducing an intrinsic damping coefficient c and an external driving force Fdrive(t)
in Equation (14), the equation of motion becomes [3,5]:

meff
..
z(t) + c

.
z(t) + keffz(t) = Fdrive(t). (17)
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Using Equation (15), defining a parameter γ = c
meff

= ω0
Q , where Q = meff ω0

c is called
the quality factor and depends on the damping of the system, and assuming a periodic
force Fdrive(t) = F0eiωt, Equation (17) is written as:

..
z(t) + γ

.
z(t) + ω2

0z(t) =
F0

meff
eiωt. (18)

A steady-state harmonic solution is given by z(t) = A0ei(ωt+φ), with A0 being the
amplitude of the motion and φ being the phase between the applied external force and the
induced motion. Substituting such ansatz into Equation (18) yields:

(

−ω2 + ω0
2 + iγω

)

=
F0

A0meff
e−iφ. (19)

After separating the real and imaginary parts, the following system is obtained:

{

ω0
2 − ω2 = F0

A0meff
cos(φ) (a)

−γω = F0
A0meff

sin(φ) (b)
, (20)

which can be solved to get:

A0 =
F0/meff

√

(ω0
2 − ω2)

2 +
(

ω0ω
Q

)2
, (21a)

φ = atan

(

− ω0ω

Q(ω0
2 − ω2)

)

. (21b)

Equation (21a) gives the amplitude response of the cantilever, whereas Equation (21b)
represents the phase between the driving force and the motion of the cantilever. The
amplitude and phase curves of microcantilevers with different values of Q are shown in
Figure 3.
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Figure 3. (a) Amplitude and (b) phase responses as function of the normalized excitation

frequency of a forced and damped harmonic oscillator. Four different levels of damping

(Q) are considered, typically encountered in microcantilevers vibrating in air or liquid

mediums.

If the intrinsic damping coefficient c tends to zero, then the quality factor Q tends to
infinite. In this case, the second term under the square root in Equation (21a) is negligible,
and the maximum of the amplitude response will occur at the natural frequency—that
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is, at ω = ω0. Conversely, when c increases, Q decreases and the amplitude response of
the beam shifts to the left, with the peak of maximum amplitude occurring at a frequency

lower than ω0. The maximum amplitude can be obtained by solving dA0
dω = 0, which gives

the resonance frequency of intrinsically damped vibrations.

ωres = ω0

√

1 − 1

2Q2
. (22)

As observed in Figure 3, low Qs decrease the peak amplitude, broadening the peak
and shifting the maximum of the curve towards lower values. An even more pronounced
shift occurs when the cantilever oscillates in damped environments, such as in the case of
liquids, as will be discussed in the next section. The motion of the microcantilever is in
phase with the drive force before the resonance, but lags 90◦ behind at the resonance point,
and 180◦ after resonance. Low values of Q result in a wider linear region of phase change
around the natural frequency. The phase of the resonator is of particular importance when
closed-loop excitation systems are used, as will be discussed in Section 3.

The physical definition of Q is the ratio of the energies stored, E′, and dissipated,
∆E′′ , in the resonator, both averaged per oscillation cycle, at the resonance frequency [5],

Q = 2π E′
∆E′′ . Q can be assessed experimentally from the amplitude response of the

resonator using the bandwidth method by the expression:

Q ≈ ωres

∆ω−3dB
=

ωres

(ω2 − ω1)−3dB

, (23)

where ωres corresponds to the maximum of the amplitude curve (Equation (22)), and
∆ω−3dB is the bandwidth at 3 dB below the maximum amplitude. In practice, measuring
∆ω−3dB corresponds to determining the frequencies of the two points, ω2 and ω1, at half
the power (3 dB or 70.7%) of the maximum of the amplitude response.

2.2.3. General One-Degree-of-Freedom Equation of Motion for Microcantilevers

Despite the usefulness of the simple models discussed above, these are still of limited
applicability to describe the complete dynamical response of a microcantilever in most ap-
plications. In fact, for sensing applications very often additional terms must be considered
according to the excitation strategy used, the type of samples to be tested, or the properties
of the surrounding fluid. A more general one-degree-of-freedom equation of motion can
then be introduced as:

..
z + ω0

Q

.
z + ω2

0 [1 + λ cos(Ωt + Φ)]z + α
meff

z3 + η
meff

z2 .
z + δ

meff

(

z
.
z

2
+ z2 ..

z
)

=
1

meff

[

Fdrive(t) + Finteraction

(

z,
.
z,

..
z, . . .

)]

,
(24)

where z represents the displacement of the microcantilever, meff is the effective mass, α
is the nonlinear spring constant (also known as the Duffing parameter [8,9]), η is the
coefficient of nonlinear damping, δ is the coefficient of nonlinear inertia [10,11], Fdrive(t) is a
general external drive signal, Finteraction

(

z,
.
z,

..
z, . . .

)

is a general interaction force between the
cantilever and the surrounding environment, and λ cos(Ωt + Φ) is a function (proportional
to the displacement of the beam) that is used to modulate the spring constant at frequency
Ω, phase Φ (with respect to the drive force) and gain λ. Equation (24) is capable of
describing distinct sources of non-linearities and different types of possible excitation
mechanisms and external forces, and is applicable to any vibrational mode by using the
respective effective mass and natural resonance frequency. This general equation can be
used to describe rich and complex dynamics of the vibrating beam [4,12–17] across a wide
variety of sensing applications, as will be discussed in more detail in the following sections.
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2.3. Operation in Dissipative Fluids

To theoretically describe a cantilever beam moving in a fluid, Equation (5) is used and
the general distributed load q(x, t) is substituted with a driving force to excite the motion
of the beam and a hydrodynamic load induced by the fluid [18]:

EIz
∂4W(x, t)

∂x4
+ c0

∂W(x, t)

∂t
+ m0

∂2W(x, t)

∂t2
= Fdrive(x, t) + Fhydro(x, t). (25)

Compared to Equation (5), the dissipative intrinsic viscous term per unit length,
c0 = c/L, was also introduced and m0 = ρA = ρwh is the mass of the cantilever per unit
length.

Usually, the hydrodynamic load is decomposed into two terms: a pressure drag
(inertial term, proportional to the acceleration) and a viscous drag (dissipative term, pro-
portional to the velocity) [18]—i.e.,

Fhydro(x, t) = −mA
∂2W(x, t)

∂t2
− cV

∂W(x, t)

∂t
, (26)

where mA is an added mass and cV an added damping coefficient, both expressed per unit
length. Equation (25) can then be re-written as:

EIz
∂4W(x, t)

∂x4
+ (c0 + cV)

∂W(x, t)

∂t
+ (m0 + mA)

∂2W(x, t)

∂t2
= Fdrive(x, t). (27)

In [19], Sader solved Equation (27) analytically and showed that, in the limit of small
dissipative effects (i.e., for Qn � 1), the resonance frequency of the extrinsically damped
vibrations in fluid with added mass and added damping (mA and cV), ωR,n, and the
respective quality factor, Qn, of each mode of the cantilever are given by [20]:

ωR,n

ωres,n
=

(

1 +
mA

m0

)− 1
2

, (28a)

Qn =
ωR,n (m0 + mA)

(c0 + cV)
, (28b)

where ωres,n is the resonance frequency of each mode for intrinsically damped vibrations,
calculated by Equation (22). Furthermore, Sader also showed that the amplitude response
of each mode is given by [19]:

X ∼=
(

(

ωR,n
2 − ω2

)2
+

(

ωR,nω

Qn

)2
)−1/2

, (29)

with X being a normalized amplitude. Equation (29) is readily identified as the amplitude
response of the forced damped harmonic oscillator, as given by Equation (21a).

In summary, provided the dissipation is low; Qn � 1; and, therefore, the resonant
modes do not overlap, each resonant mode of a cantilever vibrating in liquid can be
described by the harmonic oscillator model, with a resonance frequency ωR,n and a quality
factor Qn.

The added mass, mA, and added viscous damping coefficient, cV , can be analytically
calculated as functions of the properties of the liquid. This is done by solving the incom-
pressible Navier–Stokes equations [21] and determining the velocity and pressure fields in
the moving fluid that create a hydrodynamic load, Γ(ω), acting on the oscillating beam
(see [22,23] for cantilevers with circular and rectangular cross sections, respectively).

The hydrodynamic load Γ(ω) = Γ′(ω) + i Γ′′ (ω) is a dimensionless function that
contains inertial (real part, added mass) and dissipative (imaginary part, viscous damping)
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terms. For example, the added mass and viscous damping acting on a rectangular cantilever
are described by [19,20]:

mA =
π

4
ρ f w2Γrect

′(ω), (30a)

cV =
π

4
ρ f w2ωΓrect

′′ (ω), (30b)

where Γrect
′(ω) and Γrect

′′ (ω) are the real and imaginary parts of the hydrodynamic load
acting on a cantilever with rectangular cross section, Γrect(ω), which is a function of the

Reynolds number Re =
ρ f ωw2

4η , with ρ f and η being the density and viscosity of the fluid,

respectively.
Since it is not trivial to calculate Γrect(ω) analytically (see [23] for details), Sader

used the strategy of correcting the hydrodynamic load calculated by Chen for a cylindri-
cal cantilever, Γcirc(ω) [22], with an empirical function Ω(ω), in the form of Γrect(ω) =
Ω(ω)Γcirc(ω), to match the analytical results for Γrect(ω) of Tuck [23]. Although treatable,
Sader’s correction function is still lengthy and numerical [19].

In a subsequent work, Maali et al. [20] further simplified the problem, by using
simple polynomials to fit the real and imaginary parts of Sader’s solution for Γrect(ω), thus
obtaining the analytical expressions:

Γrect
′(ω) = a1 + a2

δ

w
= a1 +

a2

w

√

2η

ρ f ω
, (31a)

Γrect
′′ (ω) = b1

δ

w
+ b2

(

δ

w

)2

=
b1

w

√

2η

ρ f ω
+

2η

ρ f ω

(

b2

w

)2

, (31b)

where δ =

√

2η
ρ f ω is the thickness of the layer surrounding the cantilever in which the

velocity of the fluid drops by a factor of 1/e and a1 = 1.0553, a2 = 3.7997, b1 = 3.8018,
and b2 = 2.7364. These expressions are valid for Reynolds numbers ranging between 1
and 1000 [20], which are the typical values for most of the microcantilever-based sensing
applications, and can be applied for the first resonance modes. Equations (28)–(31) can
be used in conjunction to obtain the dependence between the resonance frequency and
quality factor of the resonant mode n and the rheological properties of the fluid, as will be
shown in Section 5.

The results discussed in this section for the flexural oscillations of a microcantilever
immersed in viscous fluids were experimentally validated in [24] and then extended to
model torsional vibrations of the cantilever in [25], which can also be used in applications
such as atomic force microscopy (AFM). The effect of a nearby wall on the frequency re-
sponse of flexural and torsional oscillations of a cantilever immersed in viscous fluids was
studied in [26]. Exact analytical solutions of the three-dimensional flow field and hydrody-
namical load were presented, for the general case of a thin-blade (cantilever) performing
flexural and torsional oscillations in viscous fluids, by Van Eysden and Sader [27]. These
analytical calculations for the three-dimensional hydrodynamical load were subsequently
incorporated in the initial analysis of flexural [19] and torsional [25] oscillations and used
for the general case of arbitrary mode orders [28].

3. Excitation Schemes and Noise

3.1. Excitation Strategies

Dynamic sensing applications, especially when operating fluids, require an external
force to induce vibrations of measurable amplitude and acceptable levels of signal-to-noise
ratio. To maximize the efficiency of excitation, an external force must be applied at different
frequencies corresponding to the microcantilevers resonant modes. This actuation is typically
accomplished by using electrical, thermal, or acoustic actuation techniques [29]. Regardless
of the physical mechanism used to generate the driving force (Fdrive in Equation (24)), the
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excitation strategy can be broadly divided into two families, according to the way Fdrive is
applied and tuned. These two methodologies, namely “external excitation” and “feedback
excitation” are briefly reviewed below.

3.1.1. External or Open-Loop Excitation Mechanisms

Traditional dynamic sensing applications are based on the assumption that the can-
tilever response can be well approximated by a single degree of freedom harmonic os-
cillator, as shown in Section 2.2.2. The adsorption of analytes on the sensor surface (for
mass sensing application) and/or changes in the properties of the surrounding fluid (for
rheology sensors) induce a shift in the natural frequency ω0 and, potentially, a change in
the quality factor Q as well. Such changes can be experimentally measured by performing
frequency sweeps of the excitation force applied to the microcantilever and recording the
corresponding amplitude response at each frequency, ideally recovering the theoretical
curves shown in Figure 3. Such excitation mode is denoted as “open-loop” or “external”,
as the force applied to the cantilever is entirely controlled by the user, without feeding back
any information from the cantilever response.

Most commonly, the excitation force is generated by a piezoelectric actuator embedded
in the cantilever support which can set it into oscillation by creating an acoustic wave that
propagates through the substrate materials. When the frequency of such wave matches (or
is reasonably close to) the resonance frequency of the cantilever, the oscillation amplitude
can be significant and detectable for measurements (as described in Section 2). This setup is
the most commonly used for imaging and sensing in air or a vacuum, due to its simplicity
and ease of operation. However, it presents major drawbacks for sensing applications in
dissipative fluids. Indeed, most of the dynamic sensing applications are based on detecting
small changes in the resonance frequency of the probe (see Sections 4 and 5), measured
by performing frequency sweeps with the excitation force and detecting the maximum
amplitude of the cantilever deflection. However, the forces acting on the cantilever by
the surrounding fluid dramatically increase the amount of dissipation, as explained in
Section 2.3, and therefore the Q factor of the resonant response is low (around 10 or below).
As shown in Figure 3, in this condition the peak in the amplitude response is not very
pronounced, making it difficult to: (i) tune the frequency of the excitation force to match
the resonance and (ii) detect small changes in the resonance frequency itself induced by
changes in the properties of the fluid. Even worse, a typical response of an acoustically
excited cantilever suffers from the well-known “forest of peaks” phenomenon, where
several spurious peaks appear in the amplitude response due to mode coupling with
oscillations in the fluid and in the sample holder [30]. In these cases, identifying the right
“peak”—corresponding to the cantilever resonance—and measuring small variations in its
position becomes very challenging, as shown in Figure 4a for the case of a microcantilever
oscillating in water and externally excited with a piezoelectric holder. The proper choice of
material to be used as mechanical holder is key to obtaining reduced spurious peaks in the
amplitude and phase curves [31].

To partially overcome these drawbacks, alternative physical sources have been consid-
ered to generate the driving force, with the aim of moving the point of excitation closer
to the cantilever free end and minimizing mode coupling with the surrounding fluid. A
common proposed technique is magnetic excitation [32], but nowadays thermal excitation,
via an additional laser shining on the microcantilever [33] or by thermal effects in bi-layer
cantilevers [34], and piezoelectric [35] or electrostatic [36] excitations are also commonly
used for exciting the microdevices. With the point of application of the exciting force being
co-located with the detection point (typically the cantilever tip), there is no need for a
travelling wave to be formed in the probe and therefore the delay/phase-shift between
excitation and deflection is minimized and there is very limited coupling with fluid vi-
bratory modes. This results in a measured amplitude spectrum that is much closer to the
theoretical one shown in Figure 3.
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Figure 4. (a) Experimental amplitude response of an acoustically excited microcantilever oscillating in water, showing

a noisy peak not accurately fitted by the theoretical amplitude curve; (b) dependence of the amplitude response of a

microcantilever on the gain of the feedback loop in the Q-control method, for ω0 = 1 rad/s, original Q = 10 (for G = 0),
F0

meff
= 1 N/kg and φ = π

2 rad.

However, irrespective of the experimental implementation details of open-loop excita-
tion, the fundamental problem of low Q factor and, correlated to this, a relatively inaccurate
measurement of the frequency of the resonance peak remains.

3.1.2. Feedback or Closed-Loop Excitation Mechanisms

An alternative approach to improve the sensitivity and signal-to-noise ratio of the
cantilever when used as a mass or rheology sensor is based on acting on the dynamic
response of the cantilever itself, instead of on the physical actuation and detection method-
ology. Theoretically, if the Q factor of the amplitude response is significantly increased,
then the issues related to poor signal-to-noise ratio in the identification of the resonance
peak and the “forest of peaks” phenomenon become less pronounced. To achieve this goal,
“feedback” or “closed-loop” approaches are needed, where the excitation force depends on
the response of the microcantilever itself. Within this umbrella, several techniques have
been proposed in the literature.

The original idea was proposed by Rodríguez et al. [37] and is commonly known as
“Q-control”, where the measured microcantilever deflection is amplified by a gain, delayed
by an user-defined quantity and then added to the external harmonic excitation with a
feedback loop. In its basic form, the equivalent single degree of freedom dynamics reads:

..
z +

ω0

Q

.
z + ω2

0z =
1

meff

[

F0 cos ωt − keffGz

(

t − φ

ω

)]

. (32)

When compared to Equation (24), Fdrive = F0 cos ωt − keffGz
(

t − φ
ω

)

consists of a

harmonic external excitation with amplitude F0 and frequency ω (same as in open-loop
strategies), added up to a forcing component obtained by delaying the instantaneous

detected deflection of the microcantilever z(t) by a time τdelay = φ
ω (with φ being a user-

defined phase shift along the feedback loop) and then amplifying the delayed deflection by
a feedback Q-control gain, keffG. It can be shown that by modulating the feedback gain G,
the effective Q factor exhibited by the cantilever response is much larger than the intrinsic
Q factor of the cantilever, as shown in Figure 4b [37].

93



Sensors 2021, 21, 115

An alternative and more effective approach, based on the concept of parametric
resonance, has been proposed by Moreno et al. and Prakash et al. [38–40]. In these works,
Equation (24) turns into:

..
z +

ω0

Q

.
z + ω2

0 [1 − G cos(2ω0t)]z +
α

meff
z3 =

Ftip−sample

meff
, (33)

where the cantilever is parametrically excited (Fdrive(t) = 0) by a signal proportional to
the displacement of the cantilever, amplified by G and at twice the natural frequency of
the beam, 2ω0, while the non-linear force acting on the tip of the cantilever, Finteraction =
Ftip−sample, was used for imaging [41]. Once again, changes in the feedback gain G translate
to variation in the effective Q factor, as shown in [14].

Similarly, Miller et al. [42] studied the possibility of using the nonlinear damping
coefficient η to parametrically control the phase of a nonlinear resonator and implement a
parametric phase-locked loop (PLL), turning Equation (24) into:

..
z +

ω0

Q

.
z + ω2

0 [1 + λ cos(2(ω0t + Φ) + δ)]z +
α

meff
z3 +

η

meff
z2 .

z = 0, (34)

where the parameter δ in Equation (34) is the phase setpoint of the PLL. Again, this
technique does not require any external force Fdrive, as the probe is self-oscillating.

It is worth noting that all the techniques discussed so far are capable of dramatically
improving the cantilever response, but the feedback gains always have upper bounds
corresponding to the probe oscillation becoming unstable and (theoretically) growing
exponentially.

A different approach has been proposed by the authors in [43], where the intrinsic
dynamics of the cantilever is first made unstable by amplifying the deflection signal and
then stabilized by introducing a nonlinear saturation in the feedback loop. The resulting
dynamics reads:

..
z +

ω0

Q

.
z + ω2

0z =
1

meff

[

sat
(

Kz
(

t − τdelay

))

− mA
..
z − cA

.
z
]

. (35)

In this work, the cantilever is subjected to a fluidic force given by Finteraction =
Ff luidic

( .
z,

..
z
)

= −mA
..
z − cA

.
z, where mA and cA describe the added mass and damp-

ing induced by the fluid. Additionally, the drive force of the cantilever has the form

Fdrive(t) = sat
(

Kz
(

t − τdelay

))

, where the deflection z of the microcantilever is delayed

by τdelay (microseconds) along the feedback loop and amplified by a gain K, before being
saturated and fed back as the driving force.

Although analytical solutions of Equation (35) are not available, accurate predictions
of the overall response can be obtained by using Harmonic Balance methods [44]. These
techniques are described in detail in [44,45], and it is assumed that the deflection in
Equation (35) is approximately harmonic—i.e.:

z(t) ∼= A0 sin(ωt). (36)

If this solution is inserted into Equation (35), the response of the saturation can be
expanded in harmonic terms (an approach known as Describing Function, see [44,45]
for details) and all the terms of the same frequency are balanced together, resulting in
analytical values for the critical gain K that initiates the self-oscillations, and amplitude and
frequency of oscillation. According to classical Nyquist theory [44], the saturation term is
required to stabilize the self-oscillations of the feedback loop for non-zero τdelay. However,
no upper bound exists for K, with the self-sustained oscillation remaining always stable,
and therefore this excitation technique requires less tuning effort when compared with the
other strategies described previously. This method was used to study a microcantilever
used for imaging [46], for mass sensing [47], and for rheology sensor [48].
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3.2. Detection Mechanisms

The mechanisms that can be employed for measuring the deflection and resonance
share some of the physical mechanisms used for actuation, and include optical, capacitive,
piezoelectric and piezoresistive sensing. Arguably the most common method to study
the vibration of microstructures are the optical lever technique, where the motion of the
cantilevers can be detected by reflecting a laser from the beam into a position-sensitive
detector, and laser Doppler vibrometry, an interference-based optical technique. The
two former methods depend on external equipment that is difficult to miniaturize or
integrate, reducing the range of applications. However, this also stimulates an on-going
effort to develop alternative optical detection methods to reduce the complexity of the
detection configuration [49], using off-the-shelf components (DVD optical pickups, for
example [50]), or implementing more recent paradigms, such as quantum sensing [51]. In
the piezoresistive technique, the cantilever is fabricated with an integrated resistor having
piezoresistive properties, and therefore the electrical resistance changes as a function of
cantilever motion [52]. The use of piezoresistive detection is advantageous compared to
optical detection because there is no need for laser or detector alignments. A disadvantage
is that the current flowing in the piezoresistive layer causes temperature fluctuations
in the cantilever, which may lead to parasitic cantilever deflection and to piezoresistive
changes [53]. Electrostatic (capacitive) detection is also a widespread approach, which
is possible to integrate with compact electronics. The capacitive detection is due to the
changes in capacitance that arise from the displacement of the resonator relative to one
or more fixed electrodes/gates (the resonator and the electrode/s are separated by a
small gap, forming a capacitor). The capacitance method provides a high sensitivity and
absolute displacement. However, the capacitance method is troublesome in an electrolyte
solution due to the Faradic current between the resonator and electrodes, which obscures
the desired signal. Another disadvantage is that capacitive sensing loses efficiency for
nanoscale devices: capacitance scales as area/separation but practical limits on resonator–
gate gaps limit reduction of their dimensions, and given the higher resonance frequencies
of NEMS compared with MEMS, a large fraction of the drive and detection signals are lost
through parasitic capacitances [54].

3.3. Noise

Many cantilever-based applications require detecting frequency shifts caused by small
changes at the sensor surface or in the surrounding medium, as discussed in Sections 4
and 5 for the cases of mass and rheology sensing, respectively. Any real case resonator
or oscillator shows fluctuations in its amplitude and frequency/phase responses, caused
by the noise present in the mechanical system, surrounding environment and equipment,
resulting in uncertainties in the measurements. Therefore, understanding how noise
affects such measurements is key to assess the ultimate sensing performance. This section
discusses how to experimentally measure noise, its physical origins, and how to use it to
estimate the minimum detectable frequency shift and corresponding limit of detection.

3.3.1. Time Domain—Allan deviation

It is possible to quantify the frequency stability of an oscillator or resonator system in
the time domain using the Allan variance (a measure of the frequency drift in a specific time
window). The Allan deviation, σy(τ), is defined as the root mean square of the differences
between consecutive relative frequency measurements taken in non-overlapping time
windows of duration τ [55–57]:

σy(τ) =

√

1

2(M − 1) ∑
M−1

i=1

(

fi+1 − fi

fc

)2

, (37)

where M is the total number of frequency measurements taken, fi is the ith frequency
measurement (averaged in the time window with duration τ), and fc is the nominal
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carrier frequency (typically the resonance frequency of the microcantilever, f0). The Allan
deviation depends on the time interval used to collect consecutive samples, commonly
denoted as τ, or the integration time.

For short integration times, the Allan variance is dominated by the frequency/phase
noise in the resonator and associated circuit. For long integration times, frequency drifts due
to temperature variations, resonator ageing and other environmental conditions dominate.
More information on the physical origin and manifestation of the noise mechanisms in
MEMS/NEMS resonators can be found in [56–59] and will be shortly discussed later.

3.3.2. Frequency Domain—Spectral Densities

Another metric to study the frequency stability of the system is the noise density
around the carrier (resonance) frequency. For continuous signals over time, such as the
vibrations of a microresonator or oscillator, power spectral densities (PSD) can be defined.
These show how the power of a signal is distributed over the frequency spectrum and
are hence customarily called power spectra. For convenience, and to be able to apply the
concept to any kind of signals (not only physical power), spectral densities are also defined
by the variance of the signal over time or, in other words, by the squared deviation of the
signal from its mean value over time. The variance of the signal at a certain frequency
is then interpreted as the energy of the signal at that frequency (measured using a well-
defined bandwidth in each frequency point).

Therefore, considering the frequency domain, frequency/phase instabilities can be
measured by the spectral density of normalized frequency/phase fluctuations. These are
given by:

Sy( f ) = y2
rms( f )

1

BW
, (38a)

SΦ( f ) = Φ2
rms( f )

1

BW
, (38b)

where Sy( f ) and SΦ( f ) are, respectively, the spectral density of frequency and phase
fluctuations; yrms( f ) and Φrms( f ) are the measured root mean squared (rms) value of
normalized frequency and phase, respectively, in a band of Fourier frequencies containing
the carrier frequency fc; and BW is the width of the frequency band in Hz. The units
of Sy( f ) are 1/Hz and of SΦ( f ) are rad2/Hz. Sy( f ) and SΦ( f ) are one-sided spectral
densities, and apply over a Fourier (or sideband) frequency range f from 0 to ∞ [60,61].
The relation between these two quantities is given by [61]:

SΦ( f ) =

(

fc

f

)2

Sy( f ). (39)

SΦ( f ) has been historically utilized in metrology, but more recently the single-sideband
phase noise, L( f ), has become the prevailing quantity to measure phase noise among manu-
facturers and users of frequency standards [60]. L( f ) is the noise power density normalized
to the carrier power and can be defined as the ratio [60]:

L( f ) =
Pnoise (1 Hz)( f )

Psignal
, (40)

where Pnoise (1 Hz)( f ) (units of dBm/ Hz) is the power density in one single sideband due
to phase modulation (PM) by noise (for a 1 Hz bandwidth), and Psignal (units of dBm) is the
power of the carrier. Usually, L( f ) is expressed in decibels as log10 L( f ) and its units are
dBc/Hz (dB below the carrier, where the power in each point was measured considering a
1 Hz bandwidth). Devices shall be characterized by a plot of L( f ) versus Fourier (or offset)
frequency f, as shown in [62], for example. The fact that Equation (40) is approximately
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half of SΦ( f ) (for small mean squared phase deviation [60]), led to a recent redefinition of
L( f ) as:

L( f ) =
1

2
SΦ( f ). (41)

3.3.3. Conversion between Frequency and Time Domain—Power Law Spectral Densities

It has been shown, from both theoretical considerations and experimental measure-
ments, that spectral densities due to random noise can be accurately modeled by power-
laws, where the spectral densities vary as a power of the Fourier frequency f [63]. More
specifically, Sy( f ) and SΦ( f ) can be written as the sums:

Sy( f ) = ∑
+2

α=−2
hα f α, 0 < f < fh, (42a)

SΦ( f ) = ∑
+2

α=−2
f 2
c hα f α−2, 0 < f < fh, (42b)

with fh as the high-frequency cut-off of an infinitely sharp low-pass filter (frequency after
which the SΦ( f ) spectrum becomes flat) and hα as the constants associated with each type
of noise process. The two equations are related by Equation (39).

The random fluctuations are often represented by the sum of five independent noise
processes: random walk frequency noise (constant h−2, f−4 dependence on Fourier fre-
quency), flicker of frequency (h−1, f−3 dependence on frequency), white frequency noise
(h0, f−2 dependence on frequency), flicker of phase (h1, f−1 dependence on frequency),
and white phase noise (h2 and f 0 dependence on frequency), as can be seen in Figure 5.

ℒ(ÿ)
ℒ(ÿ) = ௉೙೚೔ೞ೐ (భ ಹ೥)(௙)௉ೞ೔೒೙ೌ೗ ÿ௡௢௜௦௘ (ଵ ு௭)(ÿ) and ÿ௦௜௚௡௔௟ ℒ(ÿ) logଵ଴ ℒ(ÿ) ℒ(ÿ) ÿః(ÿ)ℒ(ÿ) ℒ(ÿ) = ଵଶ ÿః(ÿ)

ÿ௬(ÿ) ÿః(ÿ)ÿ௬(ÿ) = ∑ ℎఈÿఈ ,      0 < ÿ < ÿ௛ାଶఈୀିଶÿః(ÿ) = ∑ ÿ௖ଶℎఈÿఈିଶ,      0 < ÿ < ÿ௛ାଶఈୀିଶÿ௛ ÿః(ÿ) ℎఈ
ℎିଶ ÿିସℎିଵ  ÿିଷℎ଴ ÿିଶ ℎଵ ÿିଵℎଶ ÿ଴

Figure 5. Power-laws of the spectral density of phase fluctuations, SΦ( f ), and corresponding noise

mechanisms. A typical experimental curve of SΦ( f ) is plotted in light grey. The cut-off frequency (fh)

is also indicated.

Cutler and Searle derived the calculation of the Allan deviation, σy(τ), from the
spectral density of the frequency fluctuations, Sy( f ), using the formula [60,63,64]:

σy(τ) =

[

∫ ∞

0
Sy( f )|H( f )|2d f

]
1
2

=

[

2
∫ fh

0
Sy( f )

sin4(πτ f )

(πτ f )2
d f

]
1
2

, (43)

where |H( f )|2 = 2
sin4(πτ f )

(πτ f )2 is the transfer function of an infinitely sharp low-pass filter,

with 2π fhτ � 1, used to count and average the frequency values for a time τ [60,63].
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This integral can be analytically (for simple cases) or numerically solved as shown
in [56,65–67] using the expressions for Sy( f ) given by Equation (42a). For the case of
Equation (43), one obtains:

σy(τ) =
√

h−2 Aτ1 + h−1Bτ0 + h0Cτ−1 + h1Dτ−2 + h2Eτ−2, (44)

with A = 2π2

3 , B = 2 ln(2), C = 1
2 , D = 1.038+3 ln(2π fhτ)

4π2 , and E = 3 fh

4π2 . Different dependen-
cies of the Allan deviation with τ can be found. Additionally, the results depend on the
type of filter chosen (other types of filters, such as a single-pole filter, can be used).

Experimentally, the slopes observed in the SΦ( f ) (or the equivalent L( f )) spectrum
can be fitted to power laws of the form y = axb, from where the constants hα are extracted
and the Allan deviation σy(τ) for a certain integration time τ is computed.

For micromechanical resonators in an oscillator configuration, the Allan deviation
can be measured directly by probing the frequency of the signal at the oscillator output.
For this purpose, an appropriate frequency counter can be used. Alternatively, the phase
noise of the MEMS oscillator can be measured by using a high-stability reference oscillator
and a phase detector, which can provide the instantaneous phase difference between the
reference and the MEMS oscillator under test. Alternatively, a spectrum analyzer can be
used to measure the single-sideband phase noise, provided that the resolution bandwidth
of the instrument is narrower than the width of the resonance peak of the MEMS resonator.
Furthermore, the reference oscillator for such measurements must exhibit significantly
lower phase noise than the device under test. However, when using a sweeping spectrum
analyzer, the amplitude noise and the phase noise of the cantilever oscillator are convoluted.
If the amplitude noise of the device under test (MEMS oscillator or resonator) is comparable
to its phase noise, then other techniques involving phase detectors, PLLs or delay lines
must be employed to isolate and measure the phase noise (these can be found in many
signal source analyzers).

3.3.4. Physical Origins of Noise

Readers are referred to the works [57–59,68] for a thorough and detailed analysis
of some of the intrinsic noise mechanics present in MEMS resonators. In these works,
analytical expressions for the phase noise (frequency domain) and Allan deviation (time
domain) are derived for the cases of thermomechanical fluctuations, temperature fluctu-
ations, adsorption-desorption events, defect motion and moment exchange in gaseous
environments [58,59,68]. In [56], the authors show an extensive experimental work to
study the frequency fluctuations induced by the experimental setup and also by nonlinear
phenomena, such as nonlinear damping, nonlinear mechanical properties (Duffing param-
eter) or nonlinear mode coupling in the resonators. Interestingly, they conclude that the
frequency fluctuations that have been consistently observed within the MEMS community
have no known physical origin, yet, or that current practices must be rethought.

As shown in [68], the Allan deviation can be calculated for various functional forms of
the phase noise density. For example, considering a frequency noise with a 1/f component,

the frequency fluctuations are given by Sy( f ) = Z
(

fc

f

)

or, equivalently, SΦ( f ) = Z
(

fc

f

)3
,

where Z is a scale factor which encloses physical information about the noise process.
Solving Equation (43) for the Sy( f ) of 1/f noise, one obtains an Allan deviation given by:

σy(τ) =
√

2 ln(4Zπ fc)τ0. (45a)

Note that the Allan deviation caused by the 1/f frequency noise mechanism is indepen-
dent of the integration time τ. Additionally, the constant h−1 (shown in Equation (44)) can be
related with the physical parameters of this type of noise. Another example from [68] is
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related to frequency drift, in which the frequency fluctuations are given by Sy( f ) = Z
(

fc

f

)2

or, equivalently, SΦ( f ) = Z
(

fc

f

)4
, and the Allan deviation becomes:

σy(τ) =

√

2π2

3
Z fcτ1, (45b)

being now dependent on τ1, with Z related to h−2 (see Equation (44)). Finally, for white

frequency noise fluctuations, Sy( f ) = Z or, equivalently, SΦ( f ) = Z
(

fc

f

)2
, the Allan

deviation becomes:
σy(τ) =

√
πZτ−1, (45c)

dependent on τ−1 and with Z related to h0 (see Equation (44)).
To conclude this section, an expression derived in [59,68,69] for the Allan deviation

caused by events of adsorption-desorption of residual molecules around the resonator
is discussed. The Allan deviation caused the adsorption-desorption events, σyAD (τ), is
given by:

σyAD (τ) =

√

Naτrσocc
2

2
τ−1

δmAD

mc
, (46)

where δmAD is the adsorbed-desorbed molecule mass, mc is the total mass of the resonator,
σocc is the variance in the occupation probability of any given site on the surface, Na is the
Avogadro number and τr is the correlation time for an adsorption-desorption event, with τ
the integration time. This equation can be important for mass sensing applications and
will be used later in this review, in Section 4.3.

3.3.5. Minimum Detectable Frequency Shift, δfmin

A key question for any frequency-based sensing application is: what is the minimum
measurable frequency shift, δ fmin, that can be resolved in a realistic noisy system? As
suggested in [58], in principle δ fmin should be a shift comparable to the mean square noise
in an average of series of frequency measurements, or in other words:

δ fmin ≈ 1

N

√

√

√

√

N

∑
i=1

( fi − f0)
2, (47)

where fi represents the consecutive ith frequency measurements and f0 is the natural
resonance frequency of a particular resonant mode vibrating in a dissipative medium.

Alternatively, to determine this minimum frequency shift, δ fmin, one can also resort
to the definition of the Allan deviation σy(τ) measured for a given integration time τ
(Equation (37)), and think of:

δ fmin ≈ σy(τ) f0, (48)

where σy(τ) is the Allan deviation caused by all the sources of noise in the system. In the
next section, we show how this value of the minimum detectable frequency shift can be
used to determine the ultimate limits of detection of the resonating sensors.

4. Mass Sensing

MEMS devices microfabricated with a wide variety of geometries and materials
have been extensively used as mass sensors with different operating conditions. The
minimum mass resolution ever reported in the literature is 1.7 yg (the mass of a proton),
achieved by using a carbon nanotube resonator and demanding experimental conditions,
such as a low-noise measurement setup, high-vacuum and cryogenic temperatures [70].
Nanoelectromechanical (NEM) resonators working in high-vacuum conditions have also
been used as mass spectroscopes, to detect single biological molecules that adsorb in real
time on the surface of the resonators, one by one, several hundred times [71–73]. Despite
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these remarkable demonstrations of mass sensing in vacuum, in some applications the
cantilever must be able to operate in dissipative media, such as air and liquid, since these
fluids are often the substance to be tested or the support for the analytes to be detected.

In particular, microcantilevers have been used to detect single virus, organic vapors,
prostrate-specific antigen, and other analytes of interest in very small concentrations [74–78].
For some mass sensing applications, such as in the case of biosensing, the cantilever is
typically functionalized with molecules that act as receptors and have a high affinity and
selectivity for the analyte to be detected, as illustrated in Figure 6. The strategy used to
immobilize the molecular probes on the surface of the microcantilever depends on the
chemical nature of both the molecules and the surface. Depending on the target analyte to
be detected, one can use antibodies, synthetic oligonucleotides, locked nucleic acids (LNA),
or aptamers as recognition elements [79]. An illustrative comparison between the scale of
common biological entities and MEMS sensors is also given in Figure 6.

 

Figure 6. Illustration of a biosensing strategy with a microcantilever. The cantilever is functionalized

with antibodies on the top surface (these are the biorecognition agents, which are chemically bound

to the surface). Due to the specific binding of analytes (in this simple example, the red antigens

are captured by the antibodies but the green ones are not), a resonance frequency shift or a static

deflection will occur. On the bottom, the scale of the size and mass of bacteria, virus particles,

proteins, and micro RNA strands is illustrated.

Some advantages of using microcantilevers as mass sensors include the possibility of
probing the microscale, a high sensitivity due to their small dimensions, the ability to detect
several analytes simultaneously, the fact that the detection does not require the analytes to
be tagged (label-free detection), and the relative simplicity in interfacing the sensor with
electronic readout and microfluidics [80].

4.1. Dynamic vs Static Sensing Modes

Two distinct mechanisms can be used for mass sensing with a microcantilever. In the
first, called dynamic mode, the microcantilever oscillates with a constant frequency (as
discussed in Section 2) and the binding of the target analyte induces a shift in this frequency
(caused by changes in the effective mass and/or stiffness of the cantilever), which can be
detected. In the second method, called static deflection mode, the cantilever is initially
static and bends when the target analyte binds to the surface. This deflection, which can be
detected, is caused by surface stress arising from the electrostatic repulsion between the

100



Sensors 2021, 21, 115

molecules at the surface, or due to steric hindrance, for example. These two mass sensing
modes are illustrated in Figure 7. In this work, only the dynamical mass sensing mode will
be discussed. For a review of the static deflection mode, the reader is referred to [81–83].
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Figure 7. Mass sensing strategies. (a) Dynamic mode: the mass adsorbed on the surface of the

cantilever causes changes in both its effective mass and stiffness, resulting in a shift in the resonance

frequency, δ f0, to lower or higher values, depending on which effect dominates (red and green

spectra). (b) Static deflection mode: the sensor deflects by a quantity δz due to intermolecular

interactions at the surface of the sensor. In the case of a DNA biosensing experiment, the surface

stress is due to the electrostatic repulsion between the molecules at the surface when complementary

DNA (red strands) hybridizes with the initially immobilized DNA probes (green strands).

4.2. Mass Sensitivity

The dependence of the resonance frequency of the cantilever operating in vacuum
with its effective mass and stiffness is obtained by differentiating Equation (15) with respect

to these parameters, δ f0 = δ f0
δkeff

δkeff +
δ f0

δmeff
δmeff. The final result is given by [84]:

δ f0 =
1

2
f0

(

δkeff

keff
− δmeff

meff

)

, (49)

where keff and meff are the effective stiffness and mass of the resonant mode, respectively,
and δkeff and δmeff are the corresponding infinitesimal changes. This equation can be
applied to any flexural mode by using the appropriate effective mass (see Equation (16)).
Equation (49) indicates that the resonance frequency f0 of a mass sensor shifts when its
effective mass and/or stiffness change due to the adsorption of an analyte on its surface. As
discussed for the case of static mass sensing, the presence of analytes on the surface of the
cantilever results in a surface stress. This surface stress also affects the resonance frequency
of the cantilever and, therefore, the sensor behavior in the dynamical sensing mode. Several
attempts have been made to relate the presence of surface stresses with changes in the
effective stiffness of the cantilever [85,86], but a complete understanding of the physical
mechanisms still remains elusive. This, in turn, impedes us from completely decoupling the
simultaneous effects of the added mass and the surface stress (which impacts the effective
stiffness) on the resonance frequencies [87].

However, when the adsorption of mass results in a distributed and low-density layer
on the cantilever surface, or when the mass is adsorbed near its free end, the mass change
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(δmeff) effect dominates. Conversely, a high-density mass layer, or mass adsorbed near the
support end of the microcantilever, causes a dominant stiffness-change effect (δkeff) [88,89].
These two competing effects are illustrated in Figure 7 and can be simultaneously measured
by using two distinct vibrational modes of the resonator, provided that the adsorption
position of the analyte is known [90]. In general, multimode excitation can be used to
extract information about the mass, stiffness, and/or position of the analyte by measuring
the resonance frequency shifts induced by the analyte on several flexural modes [91,92].

The mass sensitivity of a sensor operating in vacuum (Smass,vac) is defined as the
frequency shift induced by a mass added to the resonators (units of Hz kg-1) and can be
evaluated from Equation (49) as:

Smass,vac =
δ f0

δmeff
= − f0

2meff
, (50)

where the stiffness change has been assumed to be negligible ( δkeff ∼ 0). This equation
shows that small cantilever effective mass and high natural resonance frequency are
advantageous features to achieve high mass sensitivities in a vacuum.

To estimate the mass sensitivity for microcantilevers vibrating in fluids, one can at
first combine Equations (15), (22), and (28a), thus expressing the resonance frequency with
added mass and added damping, ωR,n, as:

ωR,n = ωres,n

(

1 +
mA

m0

)− 1
2

=

(

keff

meff,n

)
1
2
(

1 − 1

2Q2

)
1
2
(

1 +
LmA

β′
nmeff,n

)− 1
2

, (51)

where, as defined previously, ωres,n is the resonance frequency of the nth mode of the
intrinsically damped resonator, mA and m0 are the added mass by the fluid and the mass

of the resonator, both per unit length, with mc = Lm0 =
meff,n(βn L)4

3 = β′
nmeff,n, as shown in

Equation (16).
The mass sensitivity in fluid, Smass, f luid, for the nth mode, can then be obtained

from Equation (51), by differentiating it with respect to these several parameters, δ fR =
δ fR
δkeff

δkeff +
δ fR
δQ δQ + δ fR

δLmA
δLmA + δ fR

δmeff
δmeff. After some cumbersome calculations (see [93]

for details) and admitting that the variations in the quality factor (defined in Equation
(28b)) and stiffness are negligible ( δkeff ∼ 0 and δQ ∼ 0), one obtains:

δ fR = − fR

2

(

L

mc + LmA

)

δmA − fR

2

(

β′
n

mc + LmA

)

δmeff. (52)

Finally, assuming that the properties of the fluid do not change, and therefore δmA ∼ 0
(see Equations (30a) and (31a) and Section 5 for cases where they do change), the mass
sensitivity in fluids is given by:

Smass, f luid =
δ fR

δmeff
= − fR

2

(

β′
n

mc + LmA

)

. (53)

This expression indicates that a higher mass sensitivity in fluid is obtained with
microcantilevers with reduced dimensions (eventually nanometric), which have small total
mass mc and high resonance frequency fR, and for higher resonance modes (big values of

β′
n = (βn L)4

3 ). Additionally, a smaller added mass mA from the hydrodynamic load (see
Equations (30) and (31)) is advantageous.
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4.3. Limits of Detection (LoD)

The minimum mass that a resonator can detect is called limit of detection (LoD) and
is defined as the mass of analyte that causes a frequency shift equal to three times the
minimum detectable frequency shift δ fmin [55], given a general sensitivity S:

LoD = 3
δ fmin

S
. (54)

As seen in Equations (47) and (48), δ fmin depends on the stability of the resonance
frequency, which, in its turn depends on the noise present in the system (Allan deviation).
On the other hand, the mass sensitivity (S) depends on the operating conditions and can
take the value of Smass, vac or Smass, f luid (Equations (50) and (53)).

In many applications, the sensor cannot operate under vacuum conditions. As seen,
the operation of dynamic-mode mass sensors in gas or liquid media is challenging because
the oscillation is damped by the fluid, decreasing S while increasing δ fmin, and both factors
contribute to the degradation of the mass LoD. The consequence is that MEMS flexural-
mode resonators have typical limits of detection of hundreds of pg in air and even higher in
liquids, rendering them ineffective for the detection of small analytes at low concentrations
directly in liquid media.

In Section 3, the Allan deviation and phase noise were discussed in detail, and these
formulas and methods allow the correct and complete characterization of the frequency
stability of cantilever resonators and, in particular, mass sensors, as this stability has a
critical effect on the LoD. However, in most of the mass sensing demonstrations found in
literature, noise and/or frequency stability are very rarely mentioned. Instead, some differ-
ent metrics, such as the quality factors or standard deviation, are arbitrarily used [94–109],
making it difficult to compare the LoDs achieved in the different works. Works that show
a detailed characterization of the frequency/phase stability can be found in [62,110–116].
Establishing coherent standards to be used when developing or assessing cantilever-based
mass sensor should be encouraged [117].

To conclude this section, let us consider Equation (46) of Section 3 and combine it with
Equation (50) (neglecting changes in stiffness). If it is assumed that: (i) in Equation (50), the
shift in frequency caused by the adsorption-desorption events is the minimum detectable
frequency shift ( δ f0 ∼ δ fmin); (ii) the adsorbed-desorbed mass in Equation (46) contributes
entirely for the change in effective mass of the cantilever in Equation (50), δmAD ∼ δmeff;
and (iii) mc = β′

nmeff (Equation (16)), one gets for δ fmin:

δ fmin = σyAD (τ) f0Yβ′
n, (55)

with Y =
(

2Naτrσocc
2τ−1

)− 1
2 as a numerical constant. This is a similar expression to that

obtained in [113], and shows that the δ fmin and consequently the LoD caused by mass
adsorption-desorption events depend on the Allan deviation, the integration time, the
natural frequency of the resonator, the resonance mode, and the physical constants in a
non-trivial way.

As seen in Equation (54), the limit of detection can be decreased by increasing the sen-
sitivity of the devices and/or reducing the minimum detectable frequency shift. However,
as confirmed by Equations (53) and (55), both these parameters can have very complex
dependences with geometry, vibration mode, physical processes of mass transfer or even
the added mass by the surrounding dissipative fluid. This last term gains even more
relevance when flexural vibration modes are used, since these modes displace a lot of fluid.
This effect can be greatly reduced by using torsional or extensional modes in a mass sensor,
for example, but also explored advantageously for rheological studies and the extraction of
the fluid properties, as further discussed in Section 5. Flexural cantilevers can be useful for
obtaining mass and rheology measurements simultaneously due to the close interaction
between the resonator and the medium.
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5. Viscosity Sensing

The vibrating microcantilever can be used for measuring the rheological properties
of the fluid it is immersed in. In this section, some strategies to measure the viscosity and
density of Newtonian fluids and the dynamic viscosity of non-Newtonian viscoelastic
fluids are presented and discussed. The section starts with a brief revision on the response
of viscoelastic materials to an applied shear stress.

5.1. Viscoelastic Materials

The viscosity, η, of a Newtonian incompressible fluid is defined as the proportionality
constant between an applied shear stress to the fluid and the resulting shear strain rate.
This is formally described by:

τA = η
.
δD, (56)

where τA is the applied shear stress and δD is the shear strain, with
.
δD = dδD

dt being the
shear strain rate. This equation describes a purely viscous dashpot (hence the index “D”),
where the shear force is proportional to the velocity. In a Newtonian fluid, the viscosity
is constant and does not depend on the shear strain rate. Equation (56) is the simplest
possible description of a viscous fluid and can be applied to some common liquids and
gases, such as water or air.

However, most of the fluids of interest to biological applications do not follow New-
ton’s law of viscosity (Equation (56)) and show a much more complex response to an
applied shear stress. These fluids are termed non-Newtonian and their viscosity depends
on the applied shear rate. A very common response of many solutions is shear-thinning,
in which the viscosity decreases with an increasing shear rate. This arbitrarily complex
behavior stems from the fact that these fluids have also an elastic response, in addition to
the viscous response, and are hence also called viscoelastic fluids.

A Maxwell fluid is the simplest description of a viscoelastic fluid. This model considers
that an elastic spring (obeying to Hooke’s law) is added in series with the viscous dashpot,
typical of purely viscous materials. The stress–strain relationship in an elastic spring is
given by:

.
τA = G0

.
δS, (57)

where
.
τA is the applied shear stress rate, G0 is the elasticity constant of the fluid, and

δS is the shear strain of the spring (index “S”) with
.
δS = dδS

dt the shear strain rate. The total

strain rate of the spring-dashpot series,
.
δtot =

.
δD +

.
δS, when subjected to a shear stress is

given by adding Equations (56) and (57):

τA + λ
.
τA = η

.
δtot, (58)

with λ = η
G0

as a characteristic relaxation time. In the limit G0 → ∞,
.

δS → 0,

Equation (58) reduces to Equation (56) and the fluid is purely viscous. In the case of

η → ∞,
.

δD → 0, Equation (58) reduces to Equation (57) and the fluid is purely elastic.

Assuming that the applied shear stress and consequent total strain response are periodic
with frequency ω and that the strain response of the material lags behind the applied stress
by a phase ϕ, one gets:

τA = τ0ei(ωt+ϕ), (59a)

δtot = δ0eiωt, (59b)

G∗ =
τ0

δ0
eiϕ, (59c)

where G∗ is a dynamic elastic modulus, defined by dividing the applied stress by the total
strain of the system, and τ0 and δ0 are the amplitude of the shear stress and total strain,
respectively. Equation (59c) reduces, respectively, to Hooke’s and Newton’s laws when the
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shear stress and strain are in phase (ϕ = 0, G∗ = G0) or in quadrature (ϕ = π
2 , G∗ = η).

Viscoelasticity corresponds to any other value of ϕ. By substituting Equations (59a)–(59c)
into Equation (58) and rearranging [32]:

τ0eiωt(1 + iωλ) = δ0ηiω ⇒ G∗ =
ω2λ2G0

1 + ω2λ2
+ i

ωλG0

1 + ω2λ2
⇒ G∗ = G′ + iG′′ , (60)

G∗ is therefore defined as the sum of an elastic part, G′ = ω2λ2G0

1+ω2λ2 , and a viscous part,

G′′ = ωλG0

1+ω2λ2 . The phase lag between the shear stress and the shear strain is given by

ϕ = arctan
(

G′′
G′

)

.

The dynamic modulus G∗ can be used to define a complex dynamic viscosity η∗, by
equalling Newton’s and Hooke’s laws through the shear stress applied to the system:

η∗ .
δtot = G∗δtot ⇒ η∗ =

G∗

iω
=

G′′

ω
− i

G′

ω
⇒ η∗ = η′ − iη′′ . (61)

Therefore η′ = G′′
ω = λG0

1+ω2λ2 is the purely viscous part and η′′ = G′
ω = ωλ2G0

1+ω2λ2 is the
elastic viscosity. The components of both the dynamic modulus and dynamic viscosity are
shown in Figure 8, as function of the frequency of the shear load.
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Figure 8. (a) Elastic (real) and viscous (imaginary) parts of the dynamic elastic modulus; (b) viscous (real) and elastic

(imaginary) parts of the complex viscosity for λ = 1 s, G0 = 1 Pa, and η = 1 Pa s in a Maxwell fluid.

At low excitation frequencies, the fluid is purely viscous (η′ = 1 and η′′ = 0), while
at high frequencies it is purely elastic (G′ = 1 and G′′ = 0). When excited at intermediate
frequencies, the Maxwell fluid is viscoelastic. The transition between viscous and elastic
regimes occurs when the two curves cross each other.

5.2. Measuring Rheological Properties of Fluids Using Microcantilevers

5.2.1. Newtonian Fluids

Microcantilevers have been widely used to measure the rheological properties of
Newtonian fluids. An early example of such a measurement is provided in [118], where the
dependence of the resonance frequency of a cantilever on the viscosity of several aqueous
solutions is used to monitor a chemical reaction. This section details how the rheological
properties of Newtonian fluids can be measured using the theoretical framework described
in Section 2. Two different strategies will be discussed.
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The first strategy consists of measuring the amplitude response of the nth mode of the
vibrating cantilever immersed in a viscus fluid. The experimentally measured amplitude
response is fitted to Equation (29), allowing us to simultaneously extract the resonance
frequency, ωR,n, and the quality factor, Qn. Subsequently, the added inertial mass, mA, and
the added damping coefficient, cV , are extracted from ωR,n and Qn using Equations (28a)
and (28b). Finally, the viscosity, η, and density of the fluid, ρ f , can be simultaneously
calculated using Maali’s description of the hydrodynamic load by solving the system of
equations given by (30) and (31). The sequence can be summarized as follows:

fit X ∼=
(

(

ωR,n
2 − ω2

)2
+

(

ωR,nω

Qn

)2
)−1/2

⇒
{

ωR,n

Qn
⇒
{

mA

cV
⇒
{

η
ρ f

.

This strategy has been described in [119,120], for example, and also used in [121] for
the longitudinal modes of a microcantilever (not described here) and in [122,123] with a
force applied at the free end of the cantilever. An interesting example of a self-excited
microcantilever whose phase is used to measure the viscosity of different solutions is
shown in [48].

Typically, iterative or numerical methods must be used to solve the system of equations
that allow determining η and ρ f . Additionally, an initial calibration is required in which
the resonance frequency and quality factor of the cantilever vibrating in air (ωres,n) are
measured. Furthermore, the fitted Equation (29) only describes the amplitude response
around the resonance, and therefore only the rheological properties of the fluid at this
frequency are measured.

To overcome this limitation, a second strategy has been developed in [124]. In this
method, the amplitude and phase spectra are both experimentally measured for a wide
range of excitation frequencies. Then, Equation (19), describing the complete transfer
function of the nth mode of the forced damped harmonic oscillator oscillating in a fluid

with resonance frequency ωR,n and γ = (c0+cV)
(m0+mA)

, is used:

A0meff

F0
eiφ =

1

1 −
(

ω
ωR

)2
+ i

(c0+cV)
(m0+mA)

ω
ωR

2

. (62)

Substituting Sader’s result of ωR = ωres

(

1 + mA
m0

)− 1
2

(Equation (28a)), using eiφ =

cos(φ) + i sin(φ), and considering a general ratio of amplitudes
∣

∣

∣

H(ω)
H0

∣

∣

∣
= A0meff

F0
, one gets

the following complete transfer function:

∣

∣

∣

∣

H(ω)

H0

∣

∣

∣

∣

(cos(φ) + i sin(φ)) =
1

1 −
(

ω
ωres

)2(

1 + mA
m0

)

+ i
(c0+cV )

m0

ω
ωres

2

. (63)

Finally, it is possible to use the experimentally measured amplitude H(ω) and phase
φ(ω) spectra to determine the added inertial mass and damping coefficient, mA and cV ,
respectively, for all frequencies (not only limited to resonance), by equating the real and
imaginary parts of the transfer function as:















Re
(

H(ω)
H0

)

=

∣

∣

∣

∣

H(ω)
H0

∣

∣

∣

∣

cos(φ(ω)) =

(

1 −
(

ω
ωres

)2(

1 + mA
m0

)

)
∣

∣

∣

H(ω)
H0

∣

∣

∣

2

Im
(

H(ω)
H0

)

=

∣

∣

∣

∣

H(ω)
H0

∣

∣

∣

∣

sin(φ(ω)) =
(

− (c0+cv
m0

ω
ωres

2

)∣

∣

∣

H(ω)
H0

∣

∣

∣

2 (64a)







mA =
[(

1−
∣

∣

∣

H0
H(ω)

∣

∣

∣
cos(φ(ω))

)

(ωres
ω

)2 − 1
]

m0

cV = −
∣

∣

∣

H0
H(ω)

∣

∣

∣
sin(φ(ω))ωres

2

ω m0 − c0

(64b)
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The rest of the procedure is identical to the first method: the viscosity, η, and density
of the fluid, ρ f , are determined from mA and cV using Equations (30) and (31). The fact
that the rheological properties of the fluid can be measured for all range of frequencies is
crucial for accurate measurements of viscoelastic fluids, as shown in Figure 8, since the
properties of a viscoelastic fluid depend on the frequency of the shear load. This will be
discussed in the next section.

To determine the limit of detection (LoD) of viscosity changes in a Newtonian fluid,
Equation (54) can still be used, but where S is now the viscosity sensitivity (Sviscosity, f luid).

To determine the viscosity sensitivity of the microcantilever, the inertial added mass,
given by Equations (30a) and (31a), can be differentiated with respect to the fluid viscosity

and density, δmA = δmA
δη δη + δmA

δρ f
δρ f , to obtain:

δmA =
π

4
wa2

(

ρ f

2ηω

)
1
2

δη +
π

4
w2a1δρ f +

π

4
wa2

(

η

2ρ f ω

)
1
2

δρ f . (65)

This equation can then be substituted in Equation (52) to calculate the shift in resonance
frequency caused by the added mass. Assuming that the variations in fluid density and
effective mass of the cantilever are negligible ( δρ f ∼ 0 and δmeff ∼ 0), one obtains:

δ fR = − fR

2

(

L

mc + LmA

)

(

π

4
wa2

(

ρ f

2ηω

)
1
2

)

δη. (66)

By rearranging this equation, substituting mA from Equations (30a) and (31a) and
considering the frequency of oscillation at resonance ω = 2π fR, the viscosity sensitivity in
liquids is finally obtained:

Sviscosity, f luid =
δ fR

δη
= − fR

2









(

ρ f

4π fRη

)
1
2

4mc
a2πLw + ρ f w a1

a2
+
(

ηρ f

π fR

)
1
2









. (67)

The dependence of the sensitivity with the different geometrical parameters and fluid
properties is complex and the design of the microcantilever can be optimized to reach an
improved sensitivity and LoD. For example, these ideas have been applied by Dufour et al.
for the development of a gas sensor in [125].

5.2.2. Viscoelastic Fluids

Measuring the viscoelastic properties of soft matter and fluids has become the focus of
extensive research, given the key role these fluids play in biology and food manufacturing,
just to cite two examples of relevant applications. Recently, several methods have emerged
as powerful tools to investigate the dynamics and structure of soft matter or fluids at the
micro or nanoscale [126,127]. One of these methods consists of using the microcantilever
in a standard Atomic Force Microscopy (AFM) setup [128] and using the tip-sample
interaction to probe the viscoelastic response of live cells [129,130] or soft surfaces [131].

In this section, the use of the microcantilever to measure the rheological properties of
a viscoelastic fluid, in the context of the theoretical framework developed in the previous
sections, is discussed.

This technique was initially proposed in [132,133], and the main idea is to incorporate
the dynamic complex viscosity, η∗ = η′ − iη′′ , of Equation (61) into the hydrodynamic load
(added inertial mass and viscous damping coefficient of Equations (30) and (31)), to get:

mA =
π

4
ρ f w2

(

a1 +
a2

w

√

2(η′ − iη′′ )

ρ f ω

)

, (68)
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cV =
π

4
ρ f w2ω

(

b1

w

√

2(η′ − iη′′ )

ρ f ω
+

2(η′ − iη′′ )

ρ f ω

(

b2

w

)2
)

. (69)

Using the identity of Equation (61), η′ − iη′′ = G′′
ω − i G′

ω , and since a1 ∼ 1 and
a2 ∼ b1 [20] gives, after a cumbersome rearrangement [132],

mA =
π

4
ρ f w2 +

π

2
b2

G′

ω2
+

b1π

2
√

2

√
ρ f w

ω

(
√

√

G′2 + G′′ 2 + G′
)

, (70)

cV =
π

2
b2

G′′

ω
+

b1π

2
√

2

√

ρ f w

(
√

√

G′2 + G′′ 2 − G′
)

. (71)

Figure 9 shows plots of the added mass and viscous damping per unit length as
function of the shear load frequency (corresponding to the cantilever oscillation frequency,
in the case of this work), as calculated by Equations (70) and (71), for some chosen values
of the elastic and viscous components of the dynamic modulus. It can be observed that the
added mass is more affected by variations in the elastic part of the dynamic modulus (G′)
(solid red and yellow lines), while the damping coefficient is more affected by variations in
the viscous term of the dynamic modulus (purple and green dashed lines) (G′′ ).

ÿ∗ = ÿᇱ − ÿÿᇱᇱ

ÿ஺ = గସ ÿ௙ýଶ ൬ÿଵ + ௔మ௪ ටଶ(ఎᇲି௜ఎᇲᇲ)ఘ೑ఠ ൰
ý௏ = గସ ÿ௙ýଶÿ ൬௕భ௪ ටଶ(ఎᇲି௜ఎᇲᇲ)ఘ೑ఠ + ଶ൫ఎᇲି௜ఎᇲᇲ൯ఘ೑ఠ ቀ௕మ௪ ቁଶ൰ÿᇱ − ÿÿᇱᇱ = ீᇲᇲఠ − ÿ ீᇲఠ ÿଵ~1 ÿଶ~ÿଵ

ÿ஺ = గସ ÿ௙ýଶ + గଶ ÿଶ ீᇲఠమ + ௕భగଶ√ଶ ඥఘ೑௪ఠ ൭ටඥÿᇱଶ + ÿᇱᇱଶ + ÿᇱ൱
ý௏ = గଶ ÿଶ ீᇲᇲఠ + ௕భగଶ√ଶ ඥÿ௙ý ൭ටඥÿᇱଶ + ÿᇱᇱଶ − ÿᇱ൱

ÿᇱ
ÿᇱᇱ

ρ

ÿ஺ ý௏ ÿ(ÿ)ÿ(ÿ)

Figure 9. (a) Added mass and (b) viscous damping per unit length of a rectangular microcantilever

(width w = 10 µm) as a function of the frequency of oscillation in the fluid (water, ρf = 1000 kg/m3)

and of the elastic and viscous parts of the dynamic modulus, calculated with Equations (70) and (71).

Experimentally, mA and cV are obtained from the measured amplitude, H(ω), and
phase, φ(ω), spectra using Equations (64a) and (64b), as described previously. Note that
here, contrary to the method shown in the previous section, a prior knowledge of the fluid
density is required, since the system of two equations is used to extract the two components
of the dynamic modulus assuming a constant fluid density.

108



Sensors 2021, 21, 115

By defining the variables B = b1π

2
√

2

√
ρ f w, C = π

4 ρ f w2ω, and D = πb2
2ω , Equations (70)

and (71) can be re-written as the following system of equations:















mAω = C + DG′ + B

(√

√

G′2 + G′′ 2 + G′
)

(a)

cV = DG′′ + B

(√

√

G′2 + G′′ 2 − G′
)

(b)
. (72)

This system of equations can finally be solved to get the elastic and the viscous
components of the dynamic modulus, G′ and G′′ , respectively, as functions of the added
mass, mA, and damping coefficient, cV [133,134]:

G′′ (ω) =
cV

D
− B

D
√

2D

√

√

√

√

√

(

B2

D
+ 2(mAω − C)

)2

+ 4cV
2 − B2

D
− 2(mAω − C), (73)

G′(ω) =
1

D

(

mAω − C − B2G′′

cV − DG′′

)

. (74)

The two components of the dynamic modulus, calculated with Equations (73) and (74), are
shown in Figure 10 as functions of the shear load frequency, and for some representative
values of added mass and damping coefficient. In agreement with Figure 9, the elastic part
of the dynamic modulus (G′) mostly depends on the added mass (solid blue and yellow
lines), while the viscous term of the dynamic modulus (G′′ ) depends on the damping
coefficient (purple and green dashed lines). It is also important to note that G′ ∼ ω2

and G′′ ∼ ω1, as predicted by the Maxwell model, and that G′ → 0 in the limit of low
frequencies (viscous fluid). Therefore, the fluid behaves like a viscous liquid when G′′

dominates and starts entering the viscoelastic regime when the values of G′ approach those
of G′′ [133].

ý = ௕భగଶ√ଶ ඥÿ௙ý ÿ = గସ ÿ௙ýଶÿ, ÿ = గ௕మଶఠ

©ª̈
ª§ÿ஺ÿ = ÿ + ÿÿᇱ + ý ൭ටඥÿᇱଶ + ÿᇱᇱଶ + ÿᇱ൱ (ÿ)

ý௏ = ÿÿᇱᇱ + ý ൭ටඥÿᇱଶ + ÿᇱᇱଶ − ÿᇱ൱ (b)          
ÿᇱ ÿᇱ′ÿ஺ ý௏

ÿᇱᇱ(ÿ) = ௖ೇ஽ − ஻஽√ଶ஽ ඩඨ൬஻మ஽ + 2(ÿ஺ÿ − ÿ)൰ଶ + 4ý௏ଶ − ஻మ஽ − 2(ÿ஺ÿ − ÿ)
ÿᇱ(ÿ) = ଵ஽ ቀÿ஺ÿ − ÿ − ஻మீᇲᇲ௖ೇି஽ீᇲᇲቁ

ÿᇱ ÿᇱᇱ
ÿᇱ~ÿଶ ÿᇱᇱ~ÿଵ ÿᇱ → 0ÿᇱᇱ ÿᇱÿᇱᇱ

Figure 10. (a) Elastic and (b) viscous components of the dynamic modulus of a rectangular mi-

crocantilever (width w = 10 µm) as a function of the frequency of oscillation in the fluid (water,

ρf = 1000 kg/m3) and of the added mass and viscous coefficient, calculated with Equations (73)

and (74).
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The dynamic viscosity can be calculated from Equations (73) and (74) using |η∗| =
(

η′2 + η′′ 2
)

1
2
= 1

ω

(

G′2 + G′′ 2
)

1
2
. One of the greatest advantages of this method is the

large range of frequencies that it can cover, since the microcantilever can be designed
to operate and probe high-frequency viscoelastic fluid behavior that is not accessible by
conventional rheometry [133].

6. Outlook and Further Challenges

This work presents a thorough analysis and discussion of the role of microcantilevers
in mass and rheology sensing. Despite the great progress reported in the last two decades,
many challenges, both theoretical and practical, remain to be tackled before unlocking the
full foreseen potential for these microdevices.

Overcoming these challenges will likely require a complementary progress in both the
fundamental understanding of the dynamical response of the microcantilever oscillating
and changing mass in dissipative media and of the practical implementations of sensors
based on microcantilevers.

Concerning the first set of challenges, a better understanding of the physical origins
of noise, both intrinsic to the microcantilever or induced by the measuring apparatus, is
required. As pointed out in Section 3.3.4, the noise mechanisms are yet not fully understood,
and the current practices for measuring noise may need to be rethought and standardized
among the community. This would enable the development of benchmarks and metrics that
can be used to better compare different techniques and tailor them to specific applications.
In addition, the development of more complete models and the achievement of a deeper
understanding of the dynamical non-linear response of the cantilever vibrating in a viscous
medium are essential to fully exploit the behavior of non-linear systems and propose novel
sensing approaches. Hysteresis, bifurcations, chaos, and energy transfer between coupled
modes are only some of the effects that can arise from this highly non-linear system and
that can be explored in applications. The dynamic interaction between the oscillating
cantilever and a non-Newtonian viscoelastic fluid is still not well studied but has the
potential of filling the gap between low-frequency characterization of these fluids (via bulk
rheometry) and high-frequency measurements (via Brillouin or quartz resonators). Extract
important information about the viscoelastic properties of the fluid may revolutionize
point-of-care diagnostics and food processing. Extending our knowledge of the dynamic
behavior in the presence of a non-zero flow velocity could also stimulate adoption in other
emerging fields, such as in flow chemistry. Finally, fundamental knowledge of the kinetics
of chemical reactions and optimal operation conditions that can be used for coating the
beam or detecting new analytes is required.

Regarding the second set of challenges, one may mention the expected progress in
microfabrication processes and materials, which can contribute to decrease costs and make
high-volume industrial applications accessible, to develop new opto-electromechanical
or biological functionalities to the microcantilever, or even allow the integration of sen-
sors in curvilinear or complex three-dimensional (3D)-shaped surfaces. New geometries
have started to emerge thanks to the enhanced fabrication techniques that are available
today—see, for example, hollow cantilevers [135] or probes with integrated fibre optics for
sensing [136]. Additionally, interfacing the beam with a proper circuitry, and integration
with complementary metal-oxide-semiconductor (CMOS), is equally a crucial step for any
commercial applications that will allow us to probe higher frequencies and ever-reducing
time and space scales, in real-time, contributing actively to the promised next revolution of
smart cities/homes and the Internet of Things (IoT), where common spaces can be filled
with sensing devices that continuously monitor the environment and communicate with
one another or with people.
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List of Symbols (in Order of Appearance in the Text)

L cantilever length

w cantilever width

h cantilever thickness

t time

x space coordinate (distance from the cantilever support)

q(x, t)
time-varying distributed load acting on the beam at a distance x from the

support, per unit length

W(x, t) time-varying deflection of the beam at a distance x from the support

Fz shear forces acting on the element of the beam

My bending moment acting on the element of the beam

ρ density of the structural material

A area of rectangular beam cross section

Iz second moment of area of the rectangular cross section beam

E Young’s modulus of the structural material

ψ(t) temporal term solution of harmonic oscillation

Φ(x) spacial term solution of harmonic oscillation

c1,2,3,4 constants of spacial term solution of harmonic oscillation

f0,n natural (undamped) resonance frequency of mode n

ω0,n natural (undamped) radial resonance frequency of mode n

z
displacement of the one-degree-of-freedom microcantilever from the

equilibrium position (z = 0)
.
z velocity of the one-degree-of-freedom microcantilever
..
z acceleration of the one-degree-of-freedom microcantilever

keff effective spring constant of the microcantilever

meff effective mass of the nth resonant mode of the microcantilever

mc total mass of the microcantilever

c intrinsic viscous damping coefficient

Q quality factor

ω excitation frequency

F0eiωt excitation harmonic force at ω, with amplitude F0

A0 amplitude of the motion at ω

φ phase between the applied external force and the motion at ω

ωres resonance frequency of the nth mode of intrinsically damped resonators

m0 mass of the cantilever per unit length

c0 intrinsic viscous damping coefficient per unit length

Fhydro(x, t)
time-varying distributed hydrodynamic load, acting on the beam at a distance x,

per unit length

mA added mass by interactions with the surrounding fluid, per unit length

cV
added damping coefficient by interactions with the surrounding fluid, per unit

length

ωR,n
resonance frequency of the nth mode of extrinsically damped resonators with

added mass and damping

Qn quality factor of the nth mode
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Γrect
′ (ω)

real part of the hydrodynamic load acting on a microcantilever with rectangular

cross section

Γrect
′′ (ω)

imaginary part of the hydrodynamic load acting on a microcantilever with

rectangular cross section

ρ f density of the fluid

η viscosity of the fluid

δ thickness of the layer in which the velocity of the fluid drops by a factor of 1/e

Re Reynolds number

a1, a2, b1, b2 Maali’s constants for Γrect(ω)
τ integration time

σy(τ) Allan deviation for time windows of duration τ

fi consecutive ith frequency measurements

fc nominal carrier frequency

Sy( f ) spectral density of frequency fluctuations

SΦ( f ) spectral density of phase fluctuations

yrms( f ) measured root mean squared (rms) value of normalized frequency

Φrms( f ) measured root mean squared (rms) value of normalized phase

BW width of the frequency band in Hz

Pnoise (1 Hz)( f )
power density in one single sideband due to phase modulation by noise, for a 1

Hz bandwidth (dBm/Hz)

Psignal total power of the carrier (dBm)

L( f ) single-sideband phase noise, the ratio of Pnoise (1 Hz)( f ) to Psignal (dBc/Hz)

fh cut-off frequency of an infinitely sharp low-pass filter

h−2, h−1, h0,

h1, h2

constants to fit power-laws to random walk frequency noise, flicker of frequency,

white frequency noise, flicker of phase and white phase noise, respectively

A, B, C, D, E
numerical constants for conversion between frequency (spectral densities) and

time (Allan deviation) domains

δ fmin minimum measurable frequency shift

LoD limit of detection

δ f0 shift in the natural (undamped) resonance frequency

δ fR
shift in the damped resonance frequency of microcantilevers with added mass

and damping;

δkeff
infinitesimal change of the effective stiffness of the cantilever induced by the

adsorbate

δmeff
infinitesimal change of the effective mass of the cantilever induced by the

adsorbate

δmA infinitesimal change of the added mass induced by the fluid

δη infinitesimal change in the viscosity of the fluid

δρ f infinitesimal change in the density of the fluid

S sensitivity

Smass,vac,

Smass, f luid
mass sensitivity in vacuum and in fluid

Sviscosity, f luid viscosity sensitivity

τA,
.
τA applied shear stress and shear stress rate

δD,
.
δD shear strain and shear strain rate of a viscous dashpot

δS,
.
δS shear strain and shear strain rate of an elastic spring

δtot,
.
δtot shear strain and shear strain rate of the spring-dashpot series

G0 elasticity constant of the fluid

λ characteristic relaxation time of the fluid

ω frequency of the applied shear stress and induced total strain response

ϕ phase between applied stress and total strain response

τ0 amplitude of the shear stress

δ0 amplitude of the total strain response

G∗ dynamic elastic modulus

G′, G′′ elastic and viscous parts of the dynamic elastic modulus

η∗ complex dynamic viscosity

η′, η ′′ viscous and elastic parts of the dynamic viscosity
∣

∣

∣

H(ω)
H0

∣

∣

∣

general ratio of amplitudes of the transfer function
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Abstract: This review critically summarizes the recent advances of the microcantilever-based force
sensors for atomic force microscope (AFM) applications. They are one the most common mechanical
spring–mass systems and are extremely sensitive to changes in the resonant frequency, thus finding
numerous applications especially for molecular sensing. Specifically, we comment on the latest
progress in research on the deflection detection systems, fabrication, coating and functionalization
of the microcantilevers and their application as bio- and chemical sensors. A trend on the recent
breakthroughs on the study of biological samples using high-speed atomic force microscope is also
reported in this review.
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1. Introduction

Since its debut in 1986, atomic force microscopy has evolved from a wobbly method to one of
the most utilized tool for nanoscale characterizations. The early years of atomic force microscope
(AFM) use were devoted to pushing the resolution boundary, to some unimaginable extent. However,
during the last decade, research has been dedicated more to force measurements, identification and
characterization of processes at the molecular level, force spectroscopy, and chemical force microscopy.
The atomic force microscope has the ability to detect pico-newton scale intermolecular forces using
a microcantilever as a force sensor thus aiding in the investigation of intermolecular interactions
between receptors and ligands in biological systems in addition to mechanics of the single living cells
and biomolecules [1–3].

The AFM microcantilevers are not restricted to the measurement of forces and displacements
accurately and precisely, but owing to their ability to be used as a spring, they can be used as
a motion sensor to detect nanoscale vibrations of various prokaryotic and eukaryotic cells [4].
From single-molecule to single-cell manipulation, the AFM became a multifunctional toolbox for
observing and measuring various biophysical parameters of cellular and subcellular assemblies and
machineries [5,6].

In addition to microcantilevers, microfabricated devices of different geometries such as flat pattern,
micro-fluidic devices, micropillars, and microwells have been developed, and they are used to study
the forces generated by various cells. The beauty of the micropillars, for example, is that they can
be fabricated to the submicron range by using several nanobased techniques that include molding
and lithography. In addition, the methods provide an easy way to vary the geometric parameters.
Thus, the micropillars provide a versatile platform on which various cells can be examined [7,8].
Furthermore, the micropillars can be easily modified like the microcantilevers so that the cells
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are only attracted to the top surface only, while the remaining parts are covered with a repelling
hydrogel layer. The micropillar-based sensors are promising tools for the measurements of biological
samples in addition to other sensing applications including the flow of fluids and shear stresses [9].
The microchannel devices have also been developed as sensors for biological and chemical applications.
These sensors are used for various biosensing applications because they can allow parallel processing
of numerous samples within the same chip. It has been reported that microchannel biosensors can not
only increase the detection sensitivity but also decrease the cost when compared to the conventional
detection methods [10]. Other advantages of the microchannels-based sensors include real-time
detection, high throughput, enhanced analytical performance, and portability. Moreover, it is possible
to analyze most biomolecules in their solutions so as to imitate the natural environment close to
in vivo. Thus, microchannel devices have become the most suitable methods for the development of
some specific biosensors. Microchannels have critical length dimensions in the range of 1 to 100 mm
and are characterized by a high surface area to volume ratio. The main limitation of microchannel
biosensors is that most of the techniques involved in the fabrication of these devices are only capable of
creating features with specific geometries. It is not possible to mimic those in their natural vasculature.
The sensors, however, are reported to exhibit numerous excellent characteristics including low cost,
portability, high sensitivity, and simple instrumentation [11]. Mi et al. [12] reported an amperometric
lactate biosensor based on electrodes modified by Prussian blue. They immobilized the lactate oxidase
enzyme using chitosan–carbon nanotubes. The biosensor was integrated with flow microchannels,
and they were able to achieve a high sensitivity of 567 nA mM−1 mm−2.

The atomic force microscope has several advantages when compared to other microscopic surface
characterization techniques, such as optical fluorescent microscopy (OFM), optical confocal laser
scanning microscopy (OCLSM), transmission electron microscopy (TEM), and scanning electron
microscopy (SEM). Quantifiable and accurate surface height information, down to the sub-nanometer
scale level, is attainable by using the atomic force microscope. On the contrary, OFM, OCLSL, SEM,
or TEM cannot provide three-dimensional topographies. In addition, the AFM can permit imaging
in air, aqueous, or even under vacuum conditions over a wide range of temperatures. The feasibility
of observing the samples in liquid media at room temperature [13] and the capability of scanning
an area of interest from the nanometer to the sub-millimeter scale open the possibility of studying
many systems under physiological conditions from the macro level to cells and tissues [14] at an
unrivaled resolution. Furthermore, the sample preparations are considerably easier compared
to the TEM or SEM. Researchers can take advantage of the simple sample preparation for AFM,
which allows studying living samples through surface imaging and mechanical mapping at the same
time. For example, in cancerology, the AFM has been extensively used as an innovative diagnostic tool
to explore the effects of cytotoxic drugs [15]. With a relatively simple setup and principle, AFM can
probe the tissue dynamics at the nano-scale. After image acquisitions using the AFM, other surface
mechanical/electrical/magnetic property characterizations can be performed in both quantitative and
qualitative manners [16].

Compared to AFM capable of observing high-resolution of cellular processes in their native
environments, the electron microscopy methods such as scanning electron microscope (SEM)
and transmission electron microscope (TEM) can equally achieve nanometer level resolution but
are limited in several aspects [17]. They require extensive sample preparations owing to the
high-vacuum conditions required for the operations and limited sampling speed for possible real-time
observations [18]. Furthermore, the traditional electron microscopes only allow imaging of samples
in the unhydrated state. Even with the development of the environmental electron microscope, it is
still not possible to image in a perfect liquid environment [19]. Other researchers have also reported
potential damaging of cells by the electron irradiations [20]. The damages may include breakage of the
molecular bonds, death of the cells, and generation of the reactive solvate electrons [21]. However, it has
been recently reported that there is a possibility of employing electron microscope for the study of live
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bacterial cells if the radiation dosage is a few orders above the lethal dose needed to cause reproductive
cell death [22].

AFM provides a technology that can also be integrated with other microscopic and spectroscopic
techniques such as laser scanning confocal microscopy (LSCM) [23,24], total internal reflection
fluorescence microscopy (TIRFM) [25–27], aperture correction microscopy (ACM) [28], correlative
stimulated emission depletion microscopy (STEDM) [29–31], fluorescence lifetime imaging microscopy
(FLIM) [32,33], stochastic optical reconstruction microscopy (STORM) [34,35], super-resolution
fluorescence microscopy (SRFM) [36], tip-enhanced raman spectroscopy (TERS) [37–39], scanning
near-field optical microscopy (SNOM) [40–42], and Förster resonance energy transfer (FRET) [43].
These correlative approaches offer a good spatial (nm) and high temporal (ms) resolution to study
cellular and molecular biophysics. For example, Newton and his co-workers [24] developed a
novel approach for quantifying the binding events of a single virus onto the surface receptors of
a mammalian cell surface. They integrated a force–distance-based atomic force microscopy and
fluorescence microscopy operated from below. By using the functionalized microcantilevers, they were
able to gain an insight into the initial binding effects of a single pseudo-typed rabies virus to the
avian tumor virus cells receptors artificially expressed in MDCK cells. A schematic of their set-up in
Figure 1 shows the functionalized microcantilever using amine groups probing the MDCK cells with
TVA950 receptors.

Figure 1. Combined force distance-based atomic force microscope and confocal microscopy for life
science used to study the binding effects of a single virus onto the surface of a mammalian cell.
Reprinted from the work in [24].

The microcantilever is the heart of the atomic force microscope and its existence can be associated
with the invention of the atomic force microscope over three (3) decades ago [44]. The microcantilever
sensor has a sharp probe attached to the free end. With the presence of a cantilever probe,
the amplitudes, phases, and frequencies of various modes of resonance can be utilized. Moreover,
the AFM can create nanoscale patterns with lithographic techniques using a conductive probe or
obtain mapping of sample chemical identity when combined with optical spectroscopy techniques.
They have attracted tremendous attention, and numerous biological [45], biomedical [46,47], physical,
and chemical [48–51] applications have been demonstrated.

For biological applications, the microcantilever biosensors should be sensitive, fast, and flexible
for identification of biomolecules and high-throughput screening in the pharmaceutical industries [52].
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They have also been applied in the study of biosample stiffness measurements [53], surface
morphological and mechanical analysis [54], and viscosity–density sensing in liquid media.

For physical detection, Markidou and his co-workers [55] developed a sensor that can measure the
shear and elastic modulus of a soft material using a piezoelectric microcantilever. The microcantilever
consisted of a highly piezoelectric material with a stainless steel material coating. Thus, in response
to an applied voltage, the material bends creating an axial force capable of generating stress on
the soft material. Other physical parameter detection measurements that have been conducted
using microcantilevers include viscosity measurements, thermal analysis in picoliter solid samples,
and detection and identification of trace amounts of biological species using a combination of
micro-calorimetric spectroscopy and microcantilever thermal detectors [56–59].

The ability of microcantilevers to change their vibrational frequencies or levels of deflection upon
adsorbing molecules on their surface makes them excellent probes that can act as chemical, physical,
or biological sensors at the nanoscale. Changes in the vibrational frequency of micromechanical
devices can be used to measure viscosity, density, and flow rates in various systems. Deflections
of the cantilever are due to the stress from the molecular adsorption, which can be upward or
downward depending on the type of chemical bonding of the molecule. In these systems, the change
in the frequency of a microcantilever has been reported to be proportional to the magnitude of the
adsorbed mass [48,60–62]. By using this phenomenon, the microcantilevers have been employed
in the measurement of various physical phenomena such as humidity [63–67], temperature [68,69],
and pressure [70,71]. For temperature sensing, the deflection of a silicon nitride microcantilever coated
with a different material such as gold or aluminum is monitored. When there is a temperature change,
the microcantilever bends due to the differences in the coefficients of thermal expansions of two
materials [72,73]. Such sensors are found to exhibit a linear relationship between the deflection of the
microcantilever and the changes in temperature as opposed to the thermal resistance or bi-metallic
temperature sensors. The thermal resistance temperature sensors possess high thermal nonlinearity
whereas the bi-metallic temperature sensors have a slow response and low resolution.

For humidity sensing, the microcantilevers can be coated with a water absorbing polymer [74].
For example, Singamaneni and his co-workers achieved a sensitive humidity sensor by coating a
flexible silicon nitride microcantilever with a plasma-polymerized methacrylonitrile monolayer [75].
A linear relationship was observed as a function of time for both humidification and desiccation
and a fast response time. Often, the microcantilever chemically or physically interacts with the
environment resulting in an increase in the mass of the cantilever thus decreasing the resonant
frequency. Sometimes the chemical reaction can cause an increase in the stiffness of the material.
Their beauty, however, lies in their miniature structures, simplicity, and the possibility of mass
production with good reproducibility [49].

In gas detection, for example, the gas molecules in the area surrounding the sensor are selectively
adsorbed leading to an increase in the mass of the microcantilever that causes a proportional shift in
the vibrational frequency according to the mass of the adsorbed gases. Another variable that can be
used to quantify the amount of the adsorbed gases in the microcantilever is the change in the resonant
frequency caused by the surface stresses. However, when compared to the mass loading, the effects of
such stresses on the resonant frequency are found to be insignificant [76,77].

In this review, we look at the recent developments in microcantilever-based sensors in atomic
force microscopy, latest improvements in various methods of microcantilever excitations for atomic
force microscopes, progress in microcantilever fabrication, and modification suitable for biosensors or
chemical sensors. We also address the progress in the development of ultrashort-microcantilevers and
high-speed atomic force microscopy and their application to the study of life sciences.
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2. Generic Operations of the Microcantilever

There are basically two modes of operations of the microcantilevers: static mode and dynamic
mode. In the static mode, the microcantilever remains stationary, and its deflections only depend on
surface stress variation. However in the dynamic mode, the microcantilever is externally actuated to
oscillate about its natural resonant frequency. Thus, it is possible to accurately determine any mass
change caused by adsorption of molecular layers. Typically, either the upper or both the upper and
the bottom surfaces of the cantilever are coated with an active film followed by the close observations
of the changes in the resonant frequencies or the quality factor caused by an addition of mass on the
sensor [78,79]. The general overview of the operations of the microcantilevers is shown in Figure 2.

Figure 2. A flowchart describing the modes of operation and the principle of transduction for the
microcantilevers. Adapted from the work in [80].

The microcantilever systems are simple mechanical devices with the dimension in the micrometer
regime. Often, for ease of handling, the devices are attached at one end to a chip or support.
Compared to other conventional sensors, microcantilevers are often preferred sensors due to the
numerous advantages such as high precision, high sensitivity, rapid response, large dynamic response,
miniaturization, high reliability, and large-scale integration [81–83]. Most importantly, these sensors
can be microfabricated and mass produced [84], greatly lowering their costs. The wide use of
microcantilever sensors has been contributed to their high sensitivity. The high sensitivity to surface
phenomena is contributed by their large surface area-to-mass ratios [85]. Due to their high sensitivities,
the response characteristics of the microcantilevers such as phase, amplitude of deflection, frequency
changes, and quality factors can be easily detected using either electrical or optical detection means.
Thus, it is possible to measure small forces in the pico-newton regime with relative ease. Some of the
areas of applications are outlined in Table 1.
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Table 1. Areas of applications for the microcantilevers.

S/No Areas of Application Examples

1 Biomedical applications [86,87] Biosensors (DNA, antibodies
proteins, viruses, and microorganisms)

Diagnostics
pH sensors

2 High frequency resonators [88–90] Chemical sensors
3 Food production and safety [91] Detection of heavy metals in water

To detect concentrations of herbicides
Changes in pH

4 RF switching [92–94] Broadband switches
Switches for wireless communication

5 Atomic force microscopy [3,95,96] Live cells
Reaction processes of DNA

Biomolecules
6 Environmental monitoring [97] Temperature detection

Humidity detection
Heat changes

7 Read and write storage devices [98] Storage devices
8 Home land security [99] Detection of terrorism weapons

Explosives detection
Monitor missile storage and maintenance needs

9 Energy [100,101] Energy harvesters

3. Modes of Operations of Cantilever-Based AFM

The AFM typically consists of several components including: scanner, a cantilever with a sharp
probe, a light source, an electronic feedback controller used to maintain a given set-point and a position
sensitive photodetector (PSPD). Figure 3 shows a classic example of an AFM setup. A flexible cantilever
typically fabricated from silicon or silicon nitride with a sharp tip at the free end is brought into close
proximity with the sample (several angstroms) where it interacts with the sample surface due to
the existence of the Van der Waal’s forces. This interaction force, usually in the nano-newton (nN)
range, causes a deflection of the flexible cantilever. The PSPD monitors and measures the amount
of deflection of the flexible cantilever in proportion to the strength of the interactions. A transducer,
usually piezoelectric stack actuator enables positioning of sample in the lateral direction and the
cantilever probe in the out-of-plane direction with very precise motions. The AFM controller through
an electronic feedback loop is then used to regulate the tip-sample interaction and to maintain a
constant separation between the tip and the sample. The output of this feedback loop can be used
to obtain topographical information. This simple instrument has turned out to be one of the most
powerful tool that allows visualization of objects at nanoscale.

Different microscopes that are used to extract information about a sample surface have different
“modes” of operations. For example, the backscattered or secondary electrons in scanning electron
microscopes are utilized in order to image and provide information about topography and chemical
compositions, respectively. On the other hand, the optical microscopes can operate in a polarized,
dark-field, bright-field, or phase contrast mode, depending on the optical elements used in its operation.
Similarly, the atomic force microscope can operate in a number of different modes. A few of the modes
are highlighted in this section. The various operational modes are derived from different methods of
exciting a cantilever or whether the microcantilever is in contact with the sample surface or not while
in operation.
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Figure 3. General schematic of a cantilever-based atomic force microscope (AFM) with the laser
reflecting onto the photodetector.

Contact mode (CM) is the mother of all the imaging modes and still the most popular mode
frequently used in many commercial atomic force microscopes [102]. Here, a sharp probe on the lower
side of the micro-machined cantilever is constantly in contact with the sample surface as shown in
Figure 4a. Therefore, the interaction between the cantilever and the sample is repulsive. Any variations
in the sample topography are detected using an integrated optical sensor [103–106] that senses the
deflection in the micro-machined cantilever owing to the variation in the interaction forces between the
sharp tip and the sample. Significant frictional forces are generated when the cantilever raster scans
the sample surface due to the applied force in the vertical direction. In contact mode, the operator is
able to track stiffer and rougher surfaces better at higher scan speeds [107].

Non-contact mode (NCM) AFM has transformed the field of atomic force microscopy, thanks
to Martin [108] and his research group who pioneered the technique just a year after the AFM
was discovered. NCM operates in the attractive regime of the force–distance curve. Concisely,
the cantilever together with a attached sharp probe oscillates above the sample surface at a preset scan
speed [109,110] as shown in Figure 4b. During the scanning operation, the tip and sample distance
should be maintained constant for the entire scanning period. This is made possible by tracking the
changes in the phase, amplitude, or frequency of the cantilever induced as a result of the attractive
forces (pico-Newton range). This interaction force is used in the feedback loop [108,111]. The small
interaction forces offer the ability to image soft samples without damaging them. Furthermore,
unless the tip crashes onto the sample surface, the probe remains undamaged and sharp during
the whole scanning operation thereby increasing the operational lifetime of the probe. However,
NCM usually has a limitation of slower scan speeds than contact mode in order to remedy the
adsorbed fluid layer which is sometimes excessively thick to guarantee effective measurements [112].
This mode is not frequently used for biological sample characterization.

Friction force microscopy (FFM) is a form of static mode (contact mode). Here, the microcantilever
tip and the sample surface is brought into repulsive contact. The FFM mode is often used for measuring
the friction of a surface as the cantilever twists side to side by a torque, measured as the probe
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raster scans along the sample surface. The torsional changes are simultaneously recorded using the
photodetector as a twisting of the cantilever together with the topographic features measured as
a normal bending as shown in Figure 4c. FFM is commonly used to obtain a qualitative frictional
contrast of the surface. However, the surface frictional coefficient can be calculated with an appropriate
calibration of the lateral cantilever spring constant.

During the tapping mode operation of the AFM, simultaneous phase and topographical images
can be acquired. In phase imaging (PI), the system monitors the phase lag between the signal that drives
the cantilever oscillation and its output signal (see Figure 4d). Phase images can be used for assessing
the information about the composition, adhesion, and viscoelastic properties of a sample surface.

Kelvin probe force microscopy (KPFM) was first recorded about three decades ago and enables
imaging of surface potential at nanoscale for a variety of materials. In this technique, a contact
potential difference is measured between a conductive AFM probe and the sample of interest. In KPFM,
an external bias is applied to negate the contact potential difference while monitoring the cantilever
amplitude at the resonant frequency (see Figure 4e).

When a microcantilever is coated with a magnetic material, the AFM can be used to study magnetic
domain structures of a surface with high resolution up to 10 nm depending on the sharpness of the
probe. The magnetized oscillating sharp probe first scans the surface to get topographical information,
followed by an elevation of the probe off the surface by a set distance and recording the long range
magnetic interaction force resulting in the magnetic force microscopy (MFM). A set-up showing the
basic principle of MFM is shown in Figure 4f. In addition to magnetic forces, Van der Waals forces also
act on the sample however they are weaker in magnitude. Thus, in MFM, the Van der Waals forces can
be tapped to obtain the topography of the samples.

Figure 4. The AFM working modes: (a) contact mode, (b) tapping/dynamic mode, (c) frictional force
microscopy, (d) phase mode, (e) Kelvin probe force microscopy, and (f) magnetic force microscopy.
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In the mechanical mapping mode (MMM), the AFM measures the sample stiffness, in terms of
Young’s modulus values, through a nanoindentation technique. In AFM nanoindentation, the AFM
collects indentation-force curves on the sample of interest. The obtained indentation–force curves can
be fitted using linear elastic contact mechanical models, such as the Hertz model, in order to estimate
Young’s modulus. However, the technique can be very slow with one indentation per second taking
over 60 min for single modulus mapping. Significant improvement in this aspect has been achieved
by some AFM manufacturers now able to acquire high resolution force maps within a few minutes.
At such a high acquisition speed, however, indentations of a viscoelastic time-dependent materials
may lack accuracy. In addition, the tip radius, which is vitally important for the modulus calculation,
will be increasingly inaccurate during the course of imaging.

Another imaging mode that has been developed for materials with high elastic modulus is the
contact resonance imaging (CRI). In CRI mode, the sample is oscillated at the resonance frequency
while the microcantilever tip is in contact with the sample. Mostly, the technique has been applied in
the study of biological materials. CRI can provide information about the nano-mechanical properties
from very small volumes. Moreover, the fact that CRI can measure viscous as well as elastic properties
of materials makes it a suitable tool for studying composite materials.

In the multifrequency force microscopy (MFFM), multiple cantilever frequencies (higher
harmonics and/or higher flexural eigenmodes) are excited to provide information about the tip-sample
nonlinearities are recorded [113,114]. With MFFM, there is a potential of overcoming many hurdles
including high throughput, material properties, and spatial resolution. Multiharmonic mode uses
changes in the amplitude, the phase of the oscillator, and other appropriate harmonics in order to
offer quantitative local property maps [115]. The mode enables the concurrent mapping of Young’s
modulus and the deformation and the topography of the sample [116]. Therefore, it can be used
for investigating complex cellular and biomolecular structures to offer an in-depth quantitative
multiparametric characterizations [117].

Viscoelastic mapping microscopy (VMM) is another mode that has its roots in research from
multifrequency and bimodal AFM. This technique is a dynamic force-based mode that provides both
imaging of the topography and maps of nanomechanical properties of soft-matter surfaces. In VMM,
the cantilever is oscillated at two eigenmode frequencies. The first mode enables the recording of the
surface features and loss tangent data whereas the second mode enables the recording of the frequency
variations which can be used to obtain the stiffness of the sample. Thus, it is possible to obtain both
the topography and map of the nanomechanical properties of soft-matter surfaces such as the contact
stiffness and the modulus of elasticity [118]. Some advantages of this imaging mode are high spatial
resolution, fast scanning, and low forces applied to the specimen.

Peak force tapping (PFT) was first introduced by Su and his co-workers [119] and is believed to
possess advantages including the use of sinusoidal waves and subtraction of the background algorithm
that allows the elimination of the parasitic deflection signal. With the use of PFT, it is possible to obtain
the nanomechanical properties of samples at a faster scan speed with a very low minimum peak force
in addition to high resolution mapping. The smaller force control is helpful in preventing any possible
damage to the soft biological samples. Another benefit offered by the PFT is brought about by the use
of tailor-made peak force microcantilevers with a longer tip length which allows a substantial distance
between the cantilever and the sample, thus helping in the minimization of the hydrodynamic forces
and background signal during operations [120]. Additionally, the PFT can also be employed in the
study of biophysical properties by recording the single force–distance curve when the microcantilever
probe is made to approach and retract from the sample surface. Thus, it is possible to characterize
various mechanical properties, not necessarily limited to the adhesion force and dissipation energy.

The exhaustive list of AFM imaging modes is very long. Many of the recently developed modes are
used for studying a number of biological samples, including proteins; small biological fibrils, like lipid
membranes; amyloid fibrils; and viruses with the microcantilever as the sensing element [121,122].
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Moreover, it has been demonstrated that malign and benign cell lines present significant differences in
their viscoelastic response using MMM [123].

4. Methods of Cantilever Detection

Also of importance in the microcantilever systems are the readout methods that enable the
determination of cantilever’s mechanical state at any specific time. This can be done with a good
accuracy using either optical or electrical techniques. The optical methods that have been adopted
in atomic force microscopy are typically laser-based and include optical lever techniques and laser
interferometry [124]. These techniques can be used to detect a deflection of the microcantilever in the
sub-nanometer regime. Other than optical readouts, electronic readouts comprising capacitance [125],
piezoresistivity [126,127], piezoelectricity [128–130], and metal-oxide semiconductor field effect [131]
have also been used for cantilever array detections; they show a good progress but are limited in
performance by microfabrication complexity and lack biocompatibility.

4.1. Electron Tunneling Method

In its infancy, the atomic force microscope microcantilever deflection was measured using
the electron tunneling phenomenon. Here, the exponential dependence of the tunneling current
between the scanning tunneling microscope (STM) tip and the cantilever on their separation distance
is monitored. Typically, when a sharp, conducting tip is brought close to a conductive or a
semi-conductive sample, electrons begin to tunnel from the sample to the tip or vice versa depending
on the polarity of the bias voltage. The tunneling current varies with the tip–sample distance, and this
variation in the tunneling current is the detector signal used to obtain the AFM images. This method
offers a very high sensitivity but its main disadvantages are the reliance of electron tunneling on the
surface conditions, difficulty in alignment especially in non-ambient conditions. Other limitations
include the undesirable dependence of the tunneling detection on the effective spring constant, and
changes in thermal drifts which greatly affect the force measurements. A schematic of the electron
tunneling for measuring a cantilever deflection is shown in Figure 5a.

Figure 5. Schematics of (a) electron tunneling, (b) interferometric, (c) electron beam [132],
and (d) optical diffraction microcantilever deflection detection systems [133].
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4.2. Interferometry Method

Interferometric displacement detection (see Figure 5b) is another method for measuring the
displacement of a micro-cantilever [134–136] with sub-nanometer accuracy and with high resolution,
but it is bulky and expensive. In fiber-optic interferometry, the optical interference in the micro-sized
cavity between the cantilever and the properly cleaved edge of a single-mode optical fiber is used to
detect small cantilever deflections. It is based on guiding the light entirely through an optical fiber
and using a beam splitter to route light beams while the cleaved end and the reflective surface of
the cantilever act as mirrors to produce the interfering patterns. The rationale behind this concept is
that light is always delivered and collected through the same aperture that is several micrometers in
diameter [137]. The high sensitivity and precision of a correctly calibrated displacement measurement
makes optical interferometry a suitable method for measuring the small displacements of a cantilever.
However, using optical fibers may induce additional imaging errors due to thermal drifts when the
imaging duration is long in addition to special handling of the equipment to prevent stress during the
positioning procedure [138].

4.3. Electron Beam Detection Method

The development of small cantilevers for high-speed AFM requires that the spot size of the laser
beam directed to the back of the cantilever to be small (~1 µm). If not, the laser will spill-over to the
sample surface causing problems with the detection of small cantilever deflections. Wagner et al. [132]
proposed an electron beam, instead of laser beam, for detection of the small deflections of the cantilever.
The electron beam is focused into a smaller spot size of few nanometers nearly 100 times smaller than
the spot size of the laser in the optical lever scheme permitting the detection of the deflection of smaller
AFM cantilevers with ease (see Figure 5c).

4.4. Optical Diffraction Grating

Optical diffraction grating has been implemented for detecting the deflection of the
microcantilever as shown in Figure 5d. Here, the reflected laser light forms a diffraction pattern in
which the intensity is proportional to the cantilever deflection in atomic force microscopy [133,139,140].

4.5. Piezoelectric Method

In the piezoelectricity method, the electrical potential causes a mechanical stress on the
microcantilever. The piezoelectric detectors have the advantages of consuming less power, easy to
scale, possibility to be used in liquid environments, portability, and ability to withstand environmental
damping. In addition, they can perform the dual function of actuation and sensing. Efficient actuation
and elimination of optical interference from stray reflected light by the sample common in optical beam
deflection method is a definite advantage. The on-chip actuation has the benefits of allowing multiple
arrays of cantilevers on the same chip and permit feedback control at high frequencies [141]. However,
thicker piezoelectric films are required for a significant output signals and also an electrical connection
has to be made to the microcantilever. Recently, Moore and his co-workers [142] attempted to optimize
the geometry of the piezoelectric microcantilever sensors to allow further miniaturization of such
devices. They were able to achieve increased sensitivity and resonant frequency using optimized
cantilever geometries compared to the conventional rectangular geometries. They formulated a means
for utilizing the higher modes for the piezoelectric cantilevers by maximizing the microcantilever
deflection and the measured piezoelectric charge response through strain partial distribution. Thus,
they were able to increase the sensitivities of both the actuator and the sensor with a reduced sensor
noise. Ruppert et al. [143] also demonstrated a method for optimizing the piezoelectric cantilever for
multimode operations by altering the layout of the transducer depending on the strain mode shape
without feed-through cancellation. A schematic typical of piezoelectric microcantilever deflection
detection is shown in Figure 6a.
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Figure 6. Schematics of (a) piezoelectric (adapted from [144]), (b) piezoresistive, (c) capacitive (adapted
from [145]), and (d) optical lever microcantilever deflection detection systems [133].

4.6. Piezoresistive Method

The pioneering work in the use of piezoresistors to sense the microcantilever deflection was
proven by Tortonese et al. [146] from Stanford University in 1991. Numerous piezoresistive cantilevers
have been developed since then by different researchers [147,148]. The idea is to position the p-doped
thin resistors at high stress locations along the length of the beam [149]. Due to the piezoresistive effect,
mechanical stress, induced within the resistors, leads to changes in their specific resistance. By biasing,
via a fixed current, this change is converted into an electrical voltage signal (see Figure 6b). The stress
sensitivity of the p-doped resistors linearly depends on the operating current. A typical example of a
material that exhibits such characteristics is the doped single crystal silicon [150,151]. A deflection of
the microcantilever induces stresses and therefore strains in the piezoresistor resulting into a change in
resistance. Usually, these types of detectors are appropriate for an array of microcantilevers sensors
and lab-on-chip devices. However, such sensors require sophisticated electronics to minimize parasitic
effects and temperature drift as well as to maximize the signal-to-noise ratio. Other limitations making
this method unpopular are poor sensitivity, thermal drifts and conductance, and thermal and electronic
fluctuation noises [152].

A significant improvement in performance of such cantilevers with respect to piezoresistive
deflection sensitivity and temperature stability has been achieved by using an integrated Wheatstone
bridge configuration [149,153]. For example, Yu and his co-workers [154] used the 192 Wheatstone
bridges to improve the sensitivity and noise levels of the piezoresistive microcantilevers made from
single-crystal, microcrystalline, and amorphous silicon by varying the geometry, doping levels, and
the annealing temperatures to achieve improved noise levels by up to 65%. Rasmussen et al. [155] also
used a mathematical model to improve the sensitivity of a piezoresistive read-out system and was able
to achieve a minimum detectable surface stress range [156].
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The advantage of piezoresistive detection scheme compared to standard optical techniques is
that neither additional optical components nor laser alignment are needed. Moreover, the read-out
electronics can be integrated on the same chip using CMOS fabrication process [157]. The piezoresistive
detection is unaffected by optical artifacts arising from the surrounding medium. The piezoresistive
read-out can also be accomplished by an integrated gold resistor [158]. Xia et al. [159] have developed
coated active scanning probes with piezoresistive deflection detection capable of imaging in opaque
liquids devoid of the need of an optical system. The “Positive 20” polymer used for coating can
withstand harsh chemical environments with high acidity (e.g., 35% sulfuric acid).

4.7. Capacitive Detection Scheme

The capacitive detection method involves the measurement of the capacitance between two
electrodes. Usually the separation distance between the targeted electrodes influences the sensitivity
owing to the inverse proportionality of the measured capacitance and the physical distance between
the electrodes. The capacitive detectors mostly find wide application in gaseous media due to the
sensitivity of the device to changes in the effective dielectric constant of the media between the
two electrodes. However, this detection mechanism is not commonly used because of its many
limitations [160]. Accurate measurement of the microcantilever deflection requires that the dielectric
material between the electrodes remains constant throughout the experiment, although this is not
always possible. Moreover, miniaturization of the capacitive cantilever has the limitation of lowering
the overall sensitivity because of the direct proportionality of the capacitance and the electrode
areas [161,162]. Some of the outstanding advantages of the capacitive detection system are high
sensitivity, absolute displacement measurements and simple electronic design configurations [161].
A schematic representation of a capacitive detection scheme is shown in Figure 6c.

4.8. Optical Lever Method

Meyer and Amer [105] pioneered the optical beam deflection (OBD) technique in 1988, and it has
proven to be a very reliable and simple method for detecting cantilever deflections [103]. Generally,
the cantilever deflection is measured from the displacement of the reflected laser beam from the back
of the cantilever with a quadrant photodiode. The reflected beam forms an optical lever system
which amplifies small cantilever displacements. The movements of the beam are detected by using a
position sensing photodiode, typically a quadrant photodiode. Sub-nanometer deflection sensitivity is
routinely achievable using the OBD sensor. Compared to other displacement measurement methods,
ease of implementation, ability to use a variety of cantilevers, ease of alignment, and low sensor noise
levels make the OBD sensor the most adopted deflection sensor in commercially available AFMs.
The schematic of a typical OBD sensor consisting of a laser source, a reflective cantilever, and a position
sensing photodiode (PSPD) is shown in Figure 6d. In principle, as the free end of the cantilever bends,
the position of the laser spot on the position sensing photodiode changes. Due to the fact that the
distance between the cantilever and the detector is large, a small movement of the cantilever causes a
significantly larger change in the laser spot position on the photodetector.

One of the problems that OBD presents to the user is the need for metal-coating the cantilever
backside after fabrication to improve laser reflectivity. This procedure may induce unwanted
deformation due to the bimetallic effect [132,138] but is helpful in some aspects as will be discussed
later in the photothermal excitation section. Laser alignment of the three elements involved (cantilever,
photosensitive photodiode, and the laser source) is also a tedious exercise for any new cantilever
loaded in the AFM head [163].
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5. Microcantilever Excitation Methods

Operating the microcantilever especially in the dynamic mode requires a clean resonance of the
cantilever. Spurious resonances from the mechanical elements in the microscope are common problem
especially when the piezo-acoustic method is used. The results are undesirable artifacts in the acquired
images. Therefore, in order to improve the quality of the images for various AFM applications using
microcantilever as the sensing element, the choice of cantilever excitation is important. In this section,
the recent advances for exciting the cantilevers and strategies are discussed.

5.1. Magnetic Excitation

Magnetic excitation is one of the mechanisms used to drive AFM cantilevers and different
approaches have been developed [164–166]. Basically, the object of this mechanism is to create a
magnetic cantilever or probe that is driven outwardly by coil or solenoid. The early atomic force
microscope cantilever probes were made from magnetic materials such as iron wires before silicon
cantilevers became widespread, and this allowed a simple means of magnetic excitation. Attaching
a magnet onto the surface of a cantilever using glue is one of the traditional methods of providing
magnetic properties to a cantilever [166]. However, the additional mass caused by the magnet
and the epoxy for mounting has the disadvantage of reducing the resonant frequency of the free
microcantilever. Moreover, the difficulty of crushing the magnets to the desired size and mounting on
the cantilever surface using epoxy was a problem. In order to overcome these limitations, the backside
of the cantilever is usually coated with a very thin layer (between 0.03 and 0.04 µm thick) of a
magnetic material such as cobalt using cathodic sputtering [167]. Despite the appealing nature
of magnetic excitation resulting in clearer resonant peaks in liquid environments, it has several
drawbacks [168]. Problems of reproducibility because of varying geometries of the magnet and its
magnetic properties. The mechanical properties of the cantilever are altered as a result of the integrated
magnet and the uniform repetitive magnetic cantilever production is not easy. Bending angle and
stiffness are also altered by the coating. The sample may be contaminated by the magnetic metal ions.
The process requires additional expensive equipment for deposition of the metal coating. Additionally,
the electromagnet might cause local heating to the liquid cell. Lately, magnetostrictive actuation has
been proposed where a change in the magnetic state results in a dimensional change of the magnetic
material. For low frequency cantilevers typically less than 1 MHz, it has proven to be the most efficient
method for multi-mode actuation especially in a liquid environment.

5.2. Brownian Motion

The collisions of liquid particles with the cantilever from Brownian motion can also excite
the cantilever, thermally yielding a smooth cantilever response. However, the Brownian motion
signal is hardly greater than the AFM sensor noise and therefore wrong measurements may be
obtained [169,170].

5.3. Sample Excitation

Some researchers have also attempted to excite the sample rather than cantilever [171].
The existence of complicated dynamics and sub-harmonics makes this technique very difficult to
achieve [172].

5.4. Electrostatic Actuation

Electrostatic actuation is very versatile with the capabilities of actuating in both in-plane and
out-of-plane directions. Here, the interaction forces between a conducting sample as well as a
conducting cantilever probe are regulated by a bias voltage between the two [173]. One major
limitation of electrostatic excitation method is the fact that both the cantilever and the sample need to
be conductive. This condition greatly limits the sample that can be imaged as well as the materials
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that can be used for manufacturing the probe. Moreover, weak interaction forces require that a
flexible cantilever must be used. Desbiolles et al. [174] demonstrated a method of exciting an encased
cantilever using electrostatic technique (see Figure 7a) with a built-in electrode yielding smooth
frequency resonance peaks both in air and liquid. The advantages of the built-in electrode drive
and casing eliminates the need for any alignment, the use of only ac signal helps in reduction of
the electrolytic production of gas bubbles, low noise, small cantilever amplitudes, thus reducing the
tip–sample interaction forces and a reliable means to interpret the tip–sample interaction.

Figure 7. (a) A cross section showing the encased cantilever for electrostatic excitation. The capacitance
C1, C2, and C3 are parasitic capacitances whereas C is used for actuation [174], (b) acoustic radiation
pressure excitation, (c) piezo-acoustic, and (d) photothermal excitation methods.

5.5. Acoustic Radiation Pressure Method

Some researchers have tried the acoustic radiation pressure method to excite the microcantilevers.
One important merit of this technique is the ability to excite cantilevers of different materials and
arbitrary shapes [175]. Basically, excitation is achieved by Langevin acoustic radiation pressure [176]
which is created when a target cantilever is placed in the path of an acoustic wave beam at frequencies
100–300 MHz as shown in Figure 7b. When this pressure is focused at the focal plane of the lens,
localized forces are generated to excite as well as evaluate the dynamic and static characteristics of
the cantilever.

5.6. Piezo-Acoustic Excitation

In piezo-acoustic excitation, a small piezoelectric actuator is positioned close to the cantilever
to indirectly excite the cantilevers. This method is by far the most common in AFMs. This is partly
because of ease of implementation, ease of operation, and cost effectiveness. Usually, several parts are
involved in the excitation process because the piezo-actuator cannot be mounted directly on to the
cantilever. Therefore, the excitation begins from the cantilever holder to the cantilever via the chip
on which the cantilever is mounted. Although this technique works relatively good in both air and
vacuum environment, this in-direct excitation of the cantilever results in mixed resonances due to
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mechanical impedances of the piezo, cantilever holder, and cantilever base. This leads to the so called
“forest of peaks” in liquid environment where the quality factor is low [177]. The unwanted mechanical
resonances may not only affect the detection laser in the optical beam bounced technique but also
makes it extremely difficult to choose the correct resonant frequency of the cantilever [178] because
of the complex mechanical coupling. Moreover, it has been noted that piezo acoustic excitation may
cause sample transience and movement of the molecular sample due to sonication [165]. Attempts to
minimize the forest of peaks in low Q-factor environments by designing special cantilever holders
have been fair at best [179,180]. Another method that have been proposed to help minimize the forest
of peaks is by integrating a piezoelectric material such as zinc oxide (ZnO) on the cantilever [181].
The piezoelectric material provides a means of exciting the cantilevers at fast speed (greater 10 kHz)
in tapping mode. The ZnO actuator can have dual function of exciting the cantilever and providing
motion in the Z-direction for the tip–sample distance regulation. It is always desired that the measured
quantity should be the variation in tip movement alone. However, this is not the absolute case in
piezo-acoustic excitation. This is due to cantilever bending which is not exactly equivalent of the
tip motion [168]. A schematic of a typical piezo-acoustic cantilever excitation method is shown in
Figure 7c.

5.7. Photothermal Excitation

The photothermal excitation method is based on the fact that the microcantilevers can be easily
modified by coating the upper surface with a thin layer of a different material. Owing to their difference
in the coefficient of thermal expansion, when the composite material is subjected to a temperature
change, the microcantilever deflects. In atomic force microscopy, power modulation of a focused laser
beam at the back of the microcantilever at a designated drive frequency [182] or joule heating [183] are
the two major methods used to achieve the desired heating. Photothermal excitation method has a few
drawbacks including low displacement and low efficiency [184] and the difficulty of exciting the higher
modes. The advantages of photothermal excitation are however enormous when compared to other
conventional; high bandwidth [185,186], sharp resonant peak in liquid and ease of implementation as
shown in Figure 7d and the ability to use as fabricated microcantilevers without coating. One problem
with the bimorph microcantilevers is the fact that longitudinal thermal diffusion inhibits the lateral
bending in diffusion direction. However, the implementation of the photothermal excitation on
single crystal by Nishida and his co-workers [186] a decade ago was a major breakthrough in solving
this problem. Thus it is possible to precisely excite microcantilever modes of higher frequencies.
Another common method of exciting different modes in single crystal microcantilevers is through
varying the position at which the focused laser spot hits the back of the cantilever.

5.8. Optical Excitation

Miyahara and his co-workers [187] have proposed a new method for exciting a microcantilever
sensor by combining two laser in a single-mode optical fiber using a filter wavelength division
multiplexer (FWDM) to achieve both excitation and detection. With the set-up it was possible to
eliminate the spurious mechanical resonances associated with the piezo-acoustic excitation method
(see Figure 8a). The interference of the returning light from the back of the cantilever and the fiber end
goes back to the FWDM that helps to block the reflected excitation laser signal and only allows the
detection laser to pass to the photodetector through an optical circulator. Modulation was achieved by
modulating the drive current with a power combiner. This method allows an easy modification to the
existing AFMs that use the fiber-optic interferometers for detecting the microcantilevers.
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Figure 8. (a) A schematic of the optical excitation method for the microcantilever proposed by
Miyahara et al. [187]. (b) Schematic of the experimental set-up for the laser induced photoacoustic
excitation method for the microcantilever [188].

5.9. Laser Induced Photoacoustic Excitation

Remote excitations of microcantilever based sensors by laser-induced photoacoustic (PA) waves
have recently been reported by Gao et al. [188]. This excitation technique shown in Figure 8b typically
relies on the generation of PA waves from an optical absorber, followed by effective delivery of
these propagating PA waves on the lever surface through a medium. It may enable microcantilevers
to be used as photoacoustic sensors and presents itself as a substitute method for detecting small
signals by eliminating the heating effect common in other optical excitation methods. However,
these potential applications call for a comprehensive understanding of the microcantilever response to
the laser-induced PA waves.
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6. Fabrication, Modification, and Functionalization of AFM Microcantilevers

6.1. Fabrication

Cheap, miniature, and reproducible fabrication of microcantilevers has been possible from
silicon, silicon nitride, silicon oxide, or silicon-on-insulator (SOI) by taking an advantage of the
batch silicon micromachining techniques developed for integrated circuits (IC) and CMOS process
technologies [189–192]. In fact, wide applications of microcantilevers in industries and most research
facilities have been made possible by the fact that they can be mass-produced and they are easy to
be miniaturized. The microcantilevers are available in various dimensions, shapes, and sensitivity.
Often, the geometry of the microcantilever is dictated by the mode of detection. The dimensions of
the microcantilevers range from 100 to 500 microns in length and below 5 micrometers in thickness.
Typical shapes are the “T” (rectangular) or the “V” (triangular) with a sharp tip mounted on the
free end. In the recent past, the need for small high bandwidth cantilevers has risen for high-speed
atomic force microscopy, and similar technologies have been used for their production [193–195].
Many investigators with a full access to well-established micromachining facilities have delved in the
fabrication of microcantilevers.

Other researchers have attempted the fabrication of microcantilevers using organic-based
materials such as SU-8 and Polydimethylsiloxane (PDMS) [53,196] because of their low modulus
of elasticity and versatile and simple processing procedures. By using the bottom-up approaches, the
microfabrication process of the SU-8 microcantilevers has a high output. Using polymer cantilevers
has been shown to outperform the silicon or silicon nitride microcantilevers particularly concerning
the imaging speed of the atomic force microscopy (AFM) in tapping mode by up to one order of
magnitude. However, the polymer microcantilever tips do not often have the required sharpness and
durability for imaging in contact or contact resonance mode [197]. Therefore, a way to combine the
high imaging bandwidth of polymer cantilevers with the sharp and wear-resistant tips is necessary
for a future adoption of polymer cantilevers in routine AFM uses [198]. An attempt by Martin-Olmos
and co-workers [199] to coat SU-8 microcantilever and the tips with wear-resistant graphene was
unsuccessful in creating sharp tips.

The SU-8 polymer microcantilevers have been applied in the study of different biological
phenomenon. High-resolution AFM images of DNA plasmid molecules have been presented
by Genotel and co-workers [200]. Additionally, the polymeric SU-8 microcantilevers have been
applied in high speed amplitude modulation AFM and shown improved performance due to
their high mechanical bandwidth and low mechanical quality factor (Q-factor) [201]. In a recent
article, Kramer et al. [202] proposed a simple method of fabricating ready-to-use micro-fluidic
microcantilevers by using a combination of two-photon polymerization and stereolithography 3D
additive manufacturing processes. The method offers an inexpensive, fast and more flexible way
of fabricating the microcantilevers. A microcantilever of dimensions 564 µm long, 30 µm wide,
30 µm thick was fabricated with a spring constant of about 0.0037 N/mm. The reported micro-fluidic
microcantilevers were used to puncture the cell membrane and aspiration of a single cell.

6.2. Microcantilever Tip Fabrication

A majority of the imaging and surface characterization done using an atomic force microscope
are carried out with microcantilever probes as the sensing elements. They form part of the consumable
items required for the running of the AFM especially when high spatial resolution imaging is needed.
Several methods have been used to create the sharp probes on the microcantilever suitable for high
resolution imaging. Zenhausern et al. [203] used scanning electron microscope (SEM) to fabricate
sharp carbon tips at the end of commercial silicon nitride cantilevers through electron beam induced
deposition (EBID) technique. Akiyama and his co-worker reported a successful fabrication of a sharp
tip with a radius of curvature of less than 5 nm in a microcantilever using the focused ion-beam (FIB)
method [204]. Tay and Thong used a simple field emission induced growth (FEIG) of a tungsten
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nanowire enabling the production of sharp and robust high-aspect ratio microcantilever probes for
AFM applications. They were able to achieve probe lengths up to 1500 nm with a tip radius of less
than 2 nm [205]. Dremov and his co-workers demonstrated the fabrication of robust, conductive
microcantilever tips suitable for scanning contrast or Kelvin probe force microscopy using a single
multiwalled carbon nanotube (MWCNT) by employing dielectrophoresis technique from the MWCNT
suspension [206].

Lee and his co-workers [207] demonstrated a process for fabrication of photopolymerizable
hydrogel nanoprobes with tunable mechanical properties, allowing an easy encapsulation of
nanomaterial with differing sizes and different possibilities of functionalization [208–210]. Additionally,
the hydrogel material on account of its softness could provide a good microcantilever for biological
and soft matter AFM applications [211]. The hydrogel-based cantilevers are found to have widely
tunable and low mechanical stiffness suitable for sensitive nanomechanical measurements of soft
matter. The multifunctional and programmable capabilities of the hydrogel nanoprobes were also
demonstrated including temperature sensing, material delivery, and local heating. The process involves
using ultraviolet light-induced curing of a pre-polymer solution introduced into a mold in order to
fabricate the tipless hydrogel cantilever. The tipless microcantilever is then brought into contact with a
tip mold filled with a pre-polymer solution. Curing is achieved by exposure of the hydrogel in the tip
mold using a secondary ultraviolet resulting in a strong connection between the tip and the cantilever
before coating to increase reflectivity [207]. The hydrogel filled tip mold can be optionally deformed to
apply a compressive strain to enable tunable tip sharpness and high aspect ratio. A summary of the
fabrication method for the hydrogel AFM micro-cantilever is shown in Figure 9.

Figure 9. Fabrication method for hydrogel AFM probes. A tipless hydrogel cantilever is first prepared
by ultraviolet curing of the pre-polymer solution introduced into the cantilever beam mold. The tipless
hydrogel cantilever then makes contact with a tip mold filled with pre-polymer solution with or
without encapsulated functional elements, followed by a second round of ultraviolet exposure to
cure the hydrogel in the tip mold. This results in the firm attachment between the cantilever and tip.
Before the second ultraviolet exposure, the hydrogel-filled tip mold can be optionally deformed by
applying bi-axial compressive strains to facilitate tunable tip sharpness and aspect ratio. Reprinted
from the work in [207].

6.3. AFM Microcantilever Modification

As-fabricated microcantilevers work effectively in many AFM applications. In fact, it has been
demonstrated that when they are operated in the dynamic flexural mode, they exhibit relatively good
sensitivities [212–214]. The principle of operation of such microcantilevers is based on a shift in the
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resonant frequencies owing to the fluid moved by the microcantilevers during vibration. For density
sensor applications, a decrease in mass density of the fluid surrounding the microcantilever causes the
equivalent effective mass of the microcantilever to decrease, thereby causing the resonant frequency to
decrease or vice versa [215]. The advantages of the uncoated microcantilevers are numerous such as
reductions in aging effects, thermal drift and longtime response [216]. The thermal drift is a result of
increased heat from the surface due to a temperature gradient.

The uncoated microcantilevers offer low sensitivity and are non-selective when used in special
sensor applications for gas detection or density measurement. However, the uncoated microcantilevers
suffer from a low level of reflected laser power from the back of the cantilever. In the application of the
microcantilevers for photothermal excitation, the most common principle used is the bimorph that
requires the surface of the microcantilever to be coated with a secondary material having a different
coefficient of linear expansion. The reflective metal coating with a thickness of a few tens of nanometers
offers a benefit of amplifying the reflected laser beam off the microcantilever surface thereby enhancing
the signal-to-noise ratio. In addition, the coated microcantilever can prevent the interference between
the reflected beam from a very reflective sample. The main coating materials used in microcantilevers
are gold, platinum, and aluminum. Although the use of aluminum for surface coating is cheap and
provides good reflectivity, it is not suitable for use in most biological buffers or solvents because it
is highly unstable or even dissolvable in a liquid environment. The use of gold on the other hand
offers stability because it is biologically and chemically inert. Platinum is often used for electrical or
magnetic measurements. Recently, Xia et al. [159] tried different polymer materials such as M-Bond
610, 2K-Epoxy, M-Bond 43B, and Positiv 20 for active AFM microcantilevers using dip coating process.
Positiv 20 polymer gave superior outcome in terms of coating layer thickness, good bond capability
and less corrosiveness to chemical attack. The developed polymer coated active cantilevers allowed
imaging in opaque liquid environments such as crude oil, vinegar, and immersion test in blood sample.

6.4. AFM Probe Functionalization

The atomic force microscope microcantilever tips have the flexibility of being functionalized for
chemical and biological applications to allow the attachment of the sensing molecules. Prior to
functionalization, sometimes the cantilevers are gold coated to provide a convenient platform
for chemical or biological functionalization by taking advantage of thiol-gold chemistry [217].
The customization possibilities for tips are endless. With the functionalized tips, the AFM is capable of
providing sensitive tool for measuring and mapping surface chemistry and quantifying repulsive and
adhesion forces related to the biological samples and inorganic materials. This is made possible by
controlling the chemical interactions between the AFM tip and the sample. Functionalization typically
involves chemical modifications of the tips using particular functional groups in order to carry out
a specific function in the system. Before functionalization, the tips should be carefully inspected for
quality in terms of the material, tip radius, shape and size, resonant frequency, and spring constant.
When a low quality tips are used, it can lead to imaging artifacts. The silicon nitride cantilevers are
preferred for studies involving molecular recognition [218]. Their biggest advantage is the commercial
availability of several different silica precursors highly suitable for decorating the AFM tips with the
desired functional groups.

A number of techniques have been proposed to functionalize the AFM microcantilevers for use
as chemical or biological sensors. For example, Daza et al. [219] attempted the functionalization of a
reliable and robust AFM microcantilever tips by using the activated vapor silanization (AVS) process.
The functionalized tips were able to withstand repetitive interactions with a model graphite substrate
under relatively harsh conditions with no damages to the tip. The process involved pre-heating
the tip to create a high density of hydroxyl (-OH) groups on the surface. The hydroxyl (-OH)
groups may then react with an organosilicon compound such as aminopropyltrietoxisilane (APTES)
terminated in a reactive group such as amine. More sophisticated functionalization methods have
also been proposed and explored, such as plasma enhanced chemical deposition (PECVD). The use
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of PECVD-functionalization, however, requires an activation step of the substrate, which can be
performed by creating oxygen-containing plasma before starting the functionalization process [220].
This activation step is supposed to create a high density of hydroxyl groups on the surface to which
the APTES molecules may bind covalently. Even though PECVD-functionalization allows deposition
of thick layers, the thickness of the functionalized thin film tends to be restricted to a few nanometers
(5–10 nm) [219].

Other processes that have been used to functionalize AFM microcantilever tips include
self-assembled monolayer (SAM), vacuum thermal evaporation, and sputtering. The self-assembled
monolayer functionalization method involves dropping specific reagents on the tip of the
microcantilevers and rinsing after a time duration with a different reagent. This is followed by
immersion into a solution or ultra-pure water. During the process, functional groups such as –CH3,
–COOH, or organosiloxane monolayers are formed on the tip under the controlled conditions on a
gold coated surface. By using the self-assembled monolayers to functionalize the AFM tips, a window
of opportunities have been opened that enables understanding diverse interfacial phenomena,
self-organization, and structure–property relationship [221–223]. Sputtering on the other hand is
used to functionalize the microcantilever AFM tips to induce specific properties such as ferroelectricity,
thermal, and electrical conduction and optical reflectivity [224].

Operation of the atomic force microscope in the colloidal probe mode has also proven to be
effective in quantitatively measuring the nanoscale interactions at biopolymer interfaces, drainage
of thin films, lubrication theory, mechanical properties of cells and deformation of colloidal
droplets [225–228]. It involves attaching a colloid sphere below the microcantilever thus allowing the
measurement of the surface phenomena with sub-nanometer and pico-newton resolution.

The functionalized AFM tips using various binding groups have been used widely in the
past to study interfacial interactions. For example, Ma and his co-workers [229] investigated the
generated adhesive force between a hydrophobic microcantilever tip and immobilized oligopeptides
surface. It is possible to quantify and identify the receptor–ligand interactions usually in the range
below 100 pN [230]. Different force spectroscopy techniques such as optical tweezers, atomic force
microscopes, and biomembrane force probe have been used to obtain quantitative information about
the adhesion force below nN range [231]. Often, the optical tweezers and the biomembrane force
probes methods are less preferred because they are limited in the detachable adhesion force range [232].
For atomic force microscope techniques, the single-cell force spectroscopy mode is employed to study
the cell to cell interactions mostly carried out in their physiological buffer solutions and conditions.
Additionally, it has a significantly large range of detachable forces up to 1 µN in addition to the precise
temporal and spatial control over the experiments. For example, Zhang and co-workers [233] used a
soft microcantilever functionalized with the cancer cell using biotin-conA brought in contact with the
endothelial cell monolayer grown on a surface allowing the detection global adhesion strength and
breakup of receptor–ligand bonds.

7. High-Speed Imaging

In spite of many positive aspects, one of the most limiting disadvantages of typical atomic force
microscopes is the slow scanning speed. For most commercial atomic force microscopes, image
acquisition takes several to tens of minutes [234] since the line scan speed is typically around 1 Hz.
Fortunately, there have been many improvements in the imaging speeds of AFM, especially in the
past decade. Several technological hurdles should be overcome to improve imaging speeds, and these
include the slow data acquisition systems [235,236], low resonant frequency of the nano-positioners
and scanners [234,237,238], low bandwidth of the feedback controller [234,237], and low resonant
frequency of the microcantilevers [235,236,239,240]. An effective means to excite the microcantilevers
in the MHz regime is also needed.

Extending the speed capabilities of AFM has inspired many researchers to do an extensive
work in this area. Significant efforts have been put on developing high bandwidth scanners and
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cantilevers [235,241], high bandwidth cantilever deflection detection systems [242–245], and fast
and robust feedback system with Z-scanner [109,246]. The heart of atomic force microscope is
the microcantilever sensor that interacts with the sample to measure the desired surface features.
Interestingly, the microcantilever was the biggest obstacle for raising the speed of the AFM due to
the limited bandwidth of typically available cantilevers. High bandwidth of the microcantilevers
was achieved by the advent of the robust, commercially available ultra-small cantilevers that enabled
the reduction of the overall microcantilever mass [181,237,247]. Typical dimensions of the ultra-short
microcantilevers are a few microns in length, about 10 times smaller than conventional cantilevers,
a resonance frequency above 1 MHz and a low force constant typically in a few nN/m [248] compared
to the conventional tapping mode cantilevers. A summary of the properties of the commonly available
ultra-short cantilevers (AC10 and AC7) and regular cantilevers (MLCT-E and AC40) are compared in
Table 2. The miniature cantilevers also have low spring constant (k), reduced coefficient of viscous drag
(β), and low quality factor (Q). The low quality factors and high resonance frequencies are required for

the ultra-short cantilevers to have a small response time. The total thermal noise
√

kBT
kc

, where kB is
Boltzmann’s constant, kc is the spring constant, and T is the temperature in Kelvin, is distributed over
frequencies up to slightly above the resonance frequency, fc. Thus, a cantilever with a higher fc has a
lower noise density.

Table 2. The comparison of the properties of commonly available regular (MLCT-E and AC40) and
ultra-short (AC10 and AC7) microcantilevers.

Property MLCT-E AC40 AC10 AC7

Shape V-shaped Rectangle Rectangle Rectangle
Length (µm) 140 38 8 6
Width (µm) 18 16 2 2

Thickness (nm) 600 180 130 130
K (pN/nm) 112 102 87 592

f0 in liquid (kHz) 7 31 431 1231
Q-factor in liquid 1.7 1.6 0.8 0.7

β (pNs/µm) 4.59 0.82 0.03 0.05

AC10 and AC7 are the commonly used probes because they have silicon nitride tips that allow
easy functionalization compared to the carbon AFM tips deposited using the electron beam method [3].
The ultra-short cantilevers require a small laser spot size for the detection of the cantilever deflection.
The small laser spot required for the ultra-short cantilevers are provided for either by using the power
micro-lenses or using a microscope objective [235,237].

The development of high-speed atomic force microscopy (HSAFM) has enabled the generation
of AFM images at video rate and recording of force–distance curves at high speeds [237,249–251].
The introduction of AFM to capture the live actions of biomolecules at high spatial and temporal
resolutions has been demonstrated by HSAFM [252,253]. AFM-based recognition imaging and force
spectroscopy allow unbinding force mapping of receptor–ligand interaction sites on a lipid membrane
at the single molecule level [254].

HSAFM is also a force spectroscopy tool. In force spectroscopy, the force–distance curves are
obtained. Typically, there are different force spectroscopy approaches based on the experimental setup
such as the functionalization of the tip or the type of distance modulation used. Single-cell force
spectroscopy and single-molecule force spectroscopy are used in the study of biomolecular or cell
adhesion processes at the single-biomolecule level [117,255,256]. Peak force tapping and force volume
methods are the other two force spectroscopy methods applied in the study of the nanomechanical
response of polymers, cells, inorganic, and organic interfaces [257].

High speed capabilities have been useful in the study of time-dependent dynamic and
kinetic processes that involve melting, crystallization, growth, and annealing of several surfaces
including polymers, crystals, and biological molecules [3]. The high-speed AFMs provide a way for
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understanding the mechanical properties of biological systems and processes at the nanoscale [252,258].
In fact, many biological processes present in many organisms occur over a short time scale. It is
possible to visualize cellular dynamics and various proteins at video rates [249,259]. Kodera and his
co-workers demonstrated a real-time observation of walking myosin V on an actin filament [250].
Yu et al. [260] applied the high-speed atomic force microscope with ultra-short cantilevers to unfold
the individual bacteriorhodopsin molecules in a native lipid bilayer. Matusovsky and co-workers [261]
studied the 3-state model of activation of cardiac thin filaments isolated as a complex and deposited
on a mica-supported lipid bilayer. They realized that the successful imaging of the regulatory
proteins tropomyosin and troponin complexes is dependent on the force applied by the cantilever
tip because of their low affinity to F-actin. Thus, a small force should be applied neither to break
the electrostatic bonds within the regulatory units of the cardiac thin filaments nor reconstituted
F-actin–tropomyosin–troponin complex.

8. Microcantilever Sensors in AFM Applications

The applications of AFM microcantilevers are enormous, ranging from solving problems in
different areas such as energy, health care, and agriculture, to handling environmental and process
industrial issues. For example, nano-biosensors have been used to monitor the treatment procedures
and detection of contaminants and heavy metals in industrial processes [91,262]. The microcantilever
nano-biosensors are easy to use, sensitive, small, fast, and versatile in terms of detection and
monitoring [263]. Some of the limitations of nano-biosensors, however, include the possibility of
multi-agent detections by the conversion of bimolecular activity into a measurable quantity and
disturbance from the fluid medium during the measuring and temperature control. Typically,
the microcantilever deflection or the frequency shift due to the mass change is used to determine the
concentration of the target parameters [264].

Rigo et al. [265] developed an efficient, highly sensitive nano-biosensor by functionalizing
a microcantilever with urease enzyme, and they were able to detect heavy metals such as cobalt,
zinc, nickel, and lead in water. The nano-biosensor was able to achieve a detection limit of parts
per billion for the 30 days of storage showing a relatively good stability. The functionalization
process was performed on the upper surface of a gold coated silicon cantilever using self-assembled
monolayers (SAM) process, by cross-linking agents 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide
(EDC), and N-hydroxysuccinimide (NHS). The heavy metals present in the water solution bind to the
active site groups of the urease enzyme by reacting with the sulfhydryl groups. The reaction causes a
stress tension on the cantilever surface, resulting in a deflection measured by the voltage change of the
cantilever nano-biosensor.

Muenchen et al. [266] functionalized a microcantilever for use as a biosensor using peroxidase
from vegetables for the detection of glyphosopahe herbicide with a wide spectral range. The deposition
of the peroxidase enzyme on the cantilever was done using the self-assembled monolayers (SAM).
The adsorption of the glyphosate resulted in a change in the surface tension causing a conformal
change in the structure of the peroxidase enzyme.

Rezaee et al. [267] presented a numerical model of an electrically actuated biosensor
for identification and characterization of different bio-particles. The process involved coating
the microcantilever with receptor chemicals followed by biasing before analyzing the pull-in
instability characteristics.

Sutter et al. [268] combined high-speed atomic force microscopy and X-ray crystallography to
study the structure and dynamics of the bacteria micro-compartments shell facet assembly at the
molecular resolution. Diverse insights into the structure revealed the formation of single layer sheets
of a uniform orientation from pre-assembled shell hexamers. The hexamers could also dissociate and
combine into an assembled sheet showing the flexibility in the intermolecular interaction. Having a
better concept of the bacteria micro-compartments help researchers understand their control and
potential use in nanoreactors and molecular scaffolds.
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Possas-Abreu et al. [269] recently detected the binding of 2-isobutyl-3-methoxypyrazine
to the immobilized odorant binding proteins (OBP) using a grafted OBP on a diamond
micro-cantilever by applying MEMS technology. From their work, an approximated 108 molecules of
2-isobutyl-3-methoxypyrazine was bound to the immobilized OBPs showing the possibility of using
them as reliable vapor biosensors.

Improvement in the binding efficiency of microcantilever array biosensor has been demonstrated
by Liu et al. [270] using the Yersinia detection method. They introduced an antibody to increase the
capture efficiency by enhancing the binding sites and reaction efficiency.

Bertke et al. [271] developed a sensitive micro-cantilever based particulate matter detector with a
combined electrostatic on-chip ultra-fine particle collection and separation. The microcantilevers had
collection electrodes in order to attract the charged particles naturally and an integrated microchannnel
to enhance the efficacy of the particle collection. The detection limit for the miniature sensors is
about 1 µg/m−3.

Guillaume-Gentil et al. [272] presented a simple method for extracting the endogenous soluble
elements from single cells using fluidic force microscopy for further analysis. The process involves
the insertion of the microcantilever tip with a triangular aperture of about 400 nm on the front side
of the pyramidal tip inside the single cells. After which the extracted fluid fills the probe with the
help of a negative pressure. Quantification of the extracted endogenous elements was made possible
by using an integrated optical microscopy. Because of the gentle and controlled force offered by
the flexible microcantilever during the operation of fluid force microscopy, it was observed that
even after the extraction of large volumes of cytoplasm molecules, it was possible for the cells to
undergo cell divisions and stay alive. The method demonstrates that there is a potential of extracting
smidgen elements for molecular analyses. In addition, it is possible to use undiluted samples for third
generation sequencing technologies, building and analysis of the artificial cells and determination of
epigenetic changes.

Microcantilever-based biosensors arrays have become to be reliable and very precise instruments
for the detection of cancer diseases. Wang et al. [273] reported antibody functionalized microcantilever
arrays for the detection of liver cancer. They reduced the adsorption-induced variation of the cantilever
stiffness by making a micro-cavity at the end of the microcantilever for local immobilization of the
antibody. In addition to the analytical model, they were able to increase the detection sensitivity of the
mass of the detected antigen and the overall accuracy of the liver cancer biomarker detection.

In another article, Kamble et al. [274] reported the detection biomarker for early diagnosis of
diabetes using piezoresistive microcantilevers and inter-digitated electrodes. The principle is based on
the high sensitivity and selectivity of tungsten trioxide towards acetone in an environment filled with
selected volatile organic compounds. Screen printing was used to deposit the tungsten trioxide on the
inter-digitated electrode fingers, and the resistance measurement was done by using an electrometer.
This piezoresistive-based microcantilever work showed the high sensitivity of 2.1 towards 10 ppm
acetone at 250 ◦C.

Recently, Kim et al. [275] reported a universal means of measuring the binding affinities of
nivolumab antibody drug towards the target. The method involved coating the surface of a tipless
microcantilever with nanocapsules followed by the immobilization of the nivolumab molecules
through binding between the antibody and the target protein. The nivolumab-coated AFM cantilever
and the T lymphocytes on which programmed cell death 1 molecules expressed are used for
investigations. In the experiment, the rupture forces between the programmed cell death 1 molecules
and the nivolumab molecules on the microcantilever were monitored. It was demonstrated that this
method could allow a comparison of the affinities of different antibody drugs towards a single cell
because it does not involve a chemical treatment.

Korayem et al. [276] recently used the microcantilever-based atomic force microscope to obtain
various mechanical and physical properties of the head and neck cancer cells. These properties include
the modulus of elasticity, cell topography, and viscoelastic properties. From the measurements,
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the average adhesion force recorded in contact mode for a cantilevers operated in air was
2.47 nN. The research is a step ahead towards characterizing head and neck cancer cells in a
heterogeneous population.

9. Conclusions and Prospects

This review article presents the recent developments in the microcantilevers and their applications
in various fields. It has been shown that microcantilevers play a pivotal role in the detection of
various phenomena using atomic force microscope. A variety of methods for detecting the deflection
of the microcantilever have been discussed and the improvements in the recent years have been
done to accommodate the ultra-short microcantilevers. It is possible to fabricate microcantilevers
both from silicon and selected polymers sensitive to bending moments owing to their lower spring
constants. The high sensitivities of microcantilevers have made it possible to investigate complex and
advanced chemical and biological problems. Different methods for coating and functionalization of
the microcantilever surface for chemical and biological purposes have been assessed.

There is a constant progress in the microcantilever applications with novel detection
strategies being developed for higher sensitivities in the atto-newton regime and easier operations.
Latest applications of microcantilever-based chemical and biological sensors have been presented.
The sensors are reproducible, cost effective for fabrication, robust, easy to handle, power efficient,
and small.

The developments achieved in the last few years in both hardware and software for the atomic
force microscope has enabled imaging at unprecedented speeds. Additionally, the measurements of the
mechanical properties and other surface phenomena in air, aqueous media and at cryogenic conditions
have also been conducted with relative ease. Biomaterials and soft matters that seemed impossible to
image in the past is now possible by the development of the ultra-fast, flexible microcantilevers.

It is evident that the microcantilever-based sensor is still a work in progress allowing researchers
to explore more areas of applications. Further research is required for the development and realization
of more robust microcantilever systems for the future applications.
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Abbreviations

The following abbreviations are used in this manuscript.

ACM Aperture Correction Microscopy
AFM Atomic Force Microscope
APTES Aminopropyltrietoxisilane
CM Contact Mode
CMI Contact Resonance Imaging
CMOS Complementary Metal Oxide Semiconductor
EBID Electron Beam Induced Deposition
EDC 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide
FEIG Field Emission Induced Growth
FIB Focused Ion-Beam
FLIM Fluorescence Lifetime Imaging Microscopy
FMM Friction Mode Microscopy
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FRET Förster Resonance Energy Transfer
FWDM Filter Wavelength Division Multiplexer
HSAFM High-Speed Atomic Force Microscopy
IC Integrated Circuits
KPFM Kelvin Probe Force Microscopy
LSCM Laser Scanning Confocal Microscopy
MEMS Microelectromechanical Systems
MFFM Multifrequency Force Microscopy
MFM Magnetic Force Microscopy
MMM Mechanical Mapping Mode
MWCNT Multiwalled Carbon Nanotube
NCM Non-Contact Mode
NHS N-Hydroxysuccinimide
OBD Optical Beam Deflection
OBP Odorant Binding Proteins
OCLSM Optical Confocal Laser Scanning Microscopy
OFM Optical Fluorescent Microscopy
PDMS Polydimethylsiloxane
PECVD Plasma Enhanced Chemical Vapor Deposition
PI Phase Imaging
TERS Tip-Enhanced Raman Spectroscopy
SAM Self-Assembly Monolayer
SEM Scanning Electron Microscopy
SOI Silicon-on-Insulator
SNOM Scanning Near-Field Optical Microscopy
SRFM Super-Resolution Fluorescence Microscopy
STEDM Correlative Stimulated Emission Depletion Microscopy
STORM Stochastic Optical Reconstruction Microscopy
TEM Transmission Electron Microscopy
TIRFM Total Internal Reflection Fluorescence Microscopy
VMM Viscoelastic Mapping Microscopy
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Abstract: In this work, we present a new theoretical model for use in contact resonance atomic force

microscopy. This model incorporates the effects of a long, massive sensing tip and is especially useful

to interpret operation in the so-called trolling mode. The model is based on traditional Euler–Bernoulli

beam theory, whereby the effect of the tip as well as of the sample in contact, modeled as an elastic

substrate, are captured by appropriate boundary conditions. A novel interpretation of the flexural

and torsional modes of vibration of the cantilever, when not in contact with the sample, is used

to estimate the inertia properties of the long, massive tip. Using this information, sample elastic

properties are then estimated from the in-contact resonance frequencies of the system. The predictive

capability of the proposed model is verified via finite element analysis. Different combinations

of cantilever geometry, tip geometry, and sample stiffness are investigated. The model’s accurate

predictive ranges are discussed and shown to outperform those of other popular models currently

used in contact resonance atomic force microscopy.

Keywords: cantilever based sensors; atomic force microscopy; contact resonance; trolling mode

1. Introduction

Contact Resonance (CR) atomic force microscopy (AFM) is a relatively new, popular measurement

technique used to characterize nanoscale material properties. CR AFM relies on analyzing the coupled

vibrations of an AFM cantilever probe that is resonated while in permanent, net-repulsive contact with

a sample of interest. CR AFM has been used to characterize the properties of thin metallic films [1]

and polymer blends [2]. CR AFM has also been used to measure the viscoelastic loss tangents of

polymer blends [3], study the effect of relative humidity on the viscoelastic properties of organic

thin films [4], and conduct photorheological measurements to study curing kinetics of polymers [5].

Additionally, CR AFM has been used to measure buried, subsurface nanostructures [6–9] that are

not visible in typical topographic AFM measurements. Finally, the principles of contact resonance

have been used to enhance other popular modes of AFM, such as electrochemical strain microscopy

(ESM) [10–12] and piezoresponse force microscopy [13,14] (PFM), and researchers have developed new

experimental measurement procedures and techniques for CR AFM that aim to increase the accuracy

of these coupled methods [15].

The underlying theoretical model of CR AFM utilizes the Euler–Bernoulli (EB) beam model.

To date, researchers have included the effects of tip offset [16], tip height effects [17], normal and lateral

contact springs [17], Poisson’s ratio of the sample material [18], and sample viscoelasticity effects [19].

More recent modeling efforts have included the effect of using U-shaped cantilever probes [20] and

using a Timoshenko beam model in the theoretical framework [21].

Recently, AFM cantilever sensor designs have included large sensing tips. For example, the qPlus

sensor [22] uses a massive tip affixed to a quartz tuning fork tine and is capable of conducting
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extremely sensitive measurements. Long, massive tips have been affixed to AFM cantilevers and

are used in operational modes such as “Trolling Mode” [23,24] to measure material properties of

polymers and living cells. By using long sensing tips, researchers are able to remove the main

cantilever body from liquid environments [25–27], thereby reducing unwanted hydrodynamic forces

on the cantilever [28–34] and reducing extraneous noise sources prevalent in liquid AFM imaging

environments [35]. Notwithstanding the practical importance that these techniques are gaining and

their potential to open up new sensing modalities in CR AFM, rigorous analyses of the effect that the

long, massive tip has on the system dynamics are so far lacking in the established literature. Therefore,

incomplete understanding of the behavior and idiosyncrasies of cantilever-based sensors endowed

with long, massive tips is limiting their applications and adoption in key sensing areas.

To bridge this knowledge gap, in this work, we analyze the behavior of AFM cantilever probes

with long, massive tips to determine their effect on the surface-coupled vibrations of the system.

To this aim, we modify the traditional EB model for cantilever vibration with a new set of boundary

conditions that models both the presence of a long, massive tip (via the transverse force and moment

that the tip, modeled as a rigid body, exerts on the cantilever) and contact with an elastic sample.

Since the effect of the tip is only included in the boundary conditions, possible dynamics of the tip

are not explicitly captured. However, a procedure to estimate the effective inertia and moment of

inertia of the tip, as seen by the cantilever, is proposed based on a novel interpretation of flexural and

torsional modes of vibration of the structure when not in contact with the sample. Contact with an

elastic sample is modeled via an orthogonal set of springs, coupled to the cantilever tip, capable of

linear elastic response in the transverse and in-plane directions.

An estimation procedure for the sample stiffness is then proposed based on analysis of the free

and in-contact resonance frequencies of the system. The dynamics of the system are also investigated

using a finite element model simulation to verify the proposed model and assess the impact of the

modeling hypotheses. Particular interest is placed on the flexibility of the tip and its effect on the

accuracy of the prediction. The proposed model is shown to be superior to traditional models which

ignore inertia and moment of inertia of the long, massive tip for a broad range of system dimensions

and stiffness parameters. Thus, the proposed model paves the way for correct interpretation of trolling

mode CR AFM experiments.

The remainder of the paper is organized as follows. In Section 2, we develop the theoretical model

for flexural and torsional vibrations and introduce the characteristic equations on which the estimation

procedure hinges. In Section 3, we detail our numerical experiments conducted in lieu of physical

experiments on fabricated cantilever sensors. Results and discussions are presented in Section 4, where

we discuss the limits of applicability of the proposed model. Conclusions are reported in Section 5.

2. Theory and Model Development

In this section, we develop a simple model for a cantilever beam endowed with a long, massive tip

in contact with an elastic substrate, representative of typical CR AFM configurations in trolling

mode operations. To maintain a realistic model, with manageable complexity, we introduce a

set of assumptions whose validity will be analyzed in the rest of the paper. Figure 1 depicts

a schematic representation of the idealized system under study. Small amplitude vibrations are

considered throughout.
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Figure 1. Euler–Bernoulli beam model of a cantilever with a long, massive tip in contact with an elastic

substrate. Here, the tip is assumed to be rigid. The substrate is modeled through linear springs.

2.1. The Flexural Problem

With reference to Figure 1, we first focus on flexural vibrations of the beam in the xz-plane,

exclusively. The beam is assumed to be of an isotropic and homogeneous material, with Young’s

modulus E and Poisson’s ratio ν. Furthermore, ρ denotes the mass density (per unit volume) of the

beam; A is the rectangular cross-sectional area, assumed to be constant along the axis; and L is the

length of the beam. In this model, the long sensing tip is fixed at the end of the beam, with length

Lt, mass density ρt, and circular cross-sectional area At. At this stage, the tip is assumed to be

rigid, and connected to two one-dimensional linear springs of constants k and k′ in the z- and

x-directions, respectively. These springs model the normal and lateral stiffness of the sample in

contact. The equations of motion for the transverse vibrations of the unforced system are given by [36]

ρA
∂2w(x, t)

∂t2
+ EI

∂4w(x, t)

∂x4
= 0, (1)

where I is the second area moment of inertia of the cantilever beam and w(x, t) represents the transverse

displacement of the beam at a given location x along the axis and a specified time t.

Translational and rotational inertia effects of the massive tip, along with sample stiffness,

are incorporated into the model in Equation (1) via the following boundary conditions [36]:

w(0, t) = 0, (2a)

∂w

∂x
(0, t) = 0, (2b)

EI
∂2w(L, t)

∂x2
= −It

∂3w(L, t)

∂x∂t2
− k′L2

t
∂w(L, t)

∂x
, (2c)

EI
∂3w(L, t)

∂x3
= mt

∂2w(L, t)

∂t2
+ kw(L, t), (2d)

where It is the rotational inertia and mt is the total mass of the sensing tip. In Equations (2c) and

(2d), the sensing tip has effectively been modeled as a point-mass and point-inertia. Specifically,

in Equation (2c), the cantilever end is subject to a bending moment due to the rotational inertia of the

tip, along with the reaction from the lateral stiffness of the sample. Similarly, in Equation (2d), the

cantilever end is subject to a shear force due to the translational inertia of the massive tip and to the

normal stiffness of the sample. Note that, consistent with the assumptions of small displacements

and deformations, higher order contributions to tip shear force and bending moment due to changes

in length of the cantilever are neglected. It is also important to observe that any effects that may be

related to deformability of the tip are ignored.
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For free vibrations at a given frequency ω, the boundary condition in Equation (2c) is equivalent

to the effect of a torsional spring connected to the cantilever tip, with effective torsional (dynamic)

stiffness given by KT = k′L2
t − ω2 It. Similarly, the boundary condition in Equation (2d) is equivalent

to the effect of a normal spring connected to the cantilever tip, with effective (dynamic) stiffness given

by KN = k − ω2mt. These effective dynamic stiffnesses will be used later in the discussion of the

model’s performance.

Through dimensional analysis of the equations of motion and associated boundary conditions,

we identify the following governing nondimensional parameters: α is the nondimensional ratio of

the normal spring stiffness k to the cantilever static stiffness kc = (3EI)/L3, so that α = k/kc; ∆ is

the nondimensional tip mass given by ∆ = mt/(ρAL); Ît is the nondimensional rotational inertia of

the tip given by Ît = It/(ρAL3); φ is the ratio of the lateral to the normal spring stiffnesses φ = k′/k;

and ` = Lt/L is the ratio between the tip length and cantilever length. The limit of α = 0 corresponds

to the case of an “unsprung” cantilever, and the limit of ∆ = Ît = 0 corresponds to the case of an

ideally massless tip.

Next, as in standard practice [36], we assume that the solution for w(x, t) is separable, that is

w(x, t) = W(x)T(t). Substituting this ansatz into Equation (1) results in a fourth order ordinary

differential equation (ODE) in the spatial dimension x and a second order ODE in the time dimension t.

The general form of the spatial solution is given by W(x) = C1 cos(λx) + C2 sin(λx) + C3 cosh(λx) +

C4 sinh(λx), where λ is the separation constant. The general spatial solution along with the

boundary conditions in Equation (2) form the eigenvalue problem (EVP) that governs the eigenmodes

and eigenfrequencies of the system. Solution of the EVP generates the characteristic equation

f (λL, α, ∆, Ît, φ, `) = 0, which describes the relationship between the natural frequencies of the system

and the governing nondimensional parameters. Here, λL are the countably infinite nondimensional

natural frequencies of the system given by (λL)4 = ω2(ρAL4)/(EI), where ω is the dimensional

natural frequency. The complete characteristic equation for transverse vibrations of the system is

given by

[(

− 2∆ Ît(λL)8 + (2 + (6∆`2φ + 6 Ît)α)(λL)4 − 18`2α2φ

)

cos(λL)

+6(λL) sin(λL)

(

− Ît(λL)6/3 + φ`2α(λL)2 − ∆(λL)4/3 + α

)]

cosh(λL)+

6(λL)

(

− Ît(λL)6/3 + φ`2α(λL)2 + ∆(λL)4/3 − α

)

sinh(λL) cos(λL) + 2∆ Ît(λL)8+
(

2 + (−6∆`2φ − 6 Ît)α

)

(λL)4 + 18`2α2φ = 0.

(3)

Equation (3) defines the relationship between the transverse natural frequencies of vibration

of the system, the sample stiffness in both the normal and lateral directions, and the tip mass and

rotational inertia.

2.2. The Torsional Problem

In the development of the model, we use the freely vibrating, unsprung torsional modes of

vibration of the system to estimate the rotational inertia of the massive tip. Within this approach,

we continue to assume that the tip is rigid. Note that, because of its circular cross section, the tip is

symmetric about the axes of rotation excited in transverse and torsional bending motions. This means

that the tip rotational inertia identified from torsional oscillation can reasonably be used as a proxy for

the tip rotational inertia needed in Equation (2) and, thus, in Equation (3).

With reference to the schematics in Figure 1, and focusing exclusively on torsional vibrations

about the x-axis of the beam, the equations of torsional motion of the free, unsprung system are given

by [36]

ρJ
∂2θ(x, t)

∂t2
= C

∂2θ(x, t)

∂x2
, (4)
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where J is the polar moment of inertia of the beam cross section, θ(x, t) is the twist angle of the beam,

and C is the torsional rigidity of the beam. For a rectangular cross section of thickness h and width b,

C is given by C = κGh3b, where κ is given by [37]

κ =
1

3

(

1 − 192

π5

h

b

∞

∑
i=1,3,5,...

1

i
tanh(iπ

b

h
)

)

(5)

and G = E/[2(1 + ν)] is the shear modulus of the beam. For thin cross sections with h � b, κ is well

approximated by the value 1/3, see for example [34]. The boundary conditions for Equation (4) are

given by

θ(0, t) = 0, (6a)

C
∂θ(L, t)

∂x
= −It

∂2θ(L, t)

∂t2
, (6b)

which show that the free end of the cantilever is subject to a twisting torque caused by the rotational

inertia of the tip. Equation (6b) suggests the existence of an additional nondimensional parameter,

namely, Îtor = It/(ρJL), which represents the nondimensional rotational inertia of the tip.

By assuming a separable solution for θ(x, t), we obtain the following characteristic equation

(βL) cot(βL)− Îtor(βL)2 = 0, (7)

where βL are the nondimensional natural frequencies of torsional vibration given by

βL = ωtor

√

ρJ/CL, and ωtor are the dimensional natural frequencies of torsional vibration.

Equation (7), in the symbolic form g(βL, Îtor) = 0, defines the relationship between the freely vibrating

torsional modes and the rotational inertia of the massive tip.

2.3. Sample Stiffness Identification Procedure

Figure 2 schematically depicts the identification procedure used in this work. Assuming the

availability of certain unsprung and sprung natural frequencies from an experiment, as well as of

some basic material and geometry parameters, the proposed procedure is capable of identifying the

unknown sample stiffness.

In the first step, the first freely vibrating torsional frequency T1 = ωtor,1 (assumed to be

measured from an experiment or otherwise available) is used as an input to solve Equation (7)

for the nondimensional rotational inertia of the tip Îtor. The measured value T1 is converted to the

nondimensional eigenvalue β1L via the relationship given above in the discussion of Equation (7).

Then, from Equation (7), we have

Îtor = (β1L)−1 cot(β1L). (8)

The nondimensional value Îtor, once determined, is then converted to the nondimensional

value Ît using the relation Ît = Îtor[(b2 + h2)/(12L2)], where we have used the definitions of these

nondimensional quantities and the fact that A = bh and J = (bh3 + hb3)/12 for a rectangular cross

section with width b and thickness h.
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Figure 2. Schematic flowchart of the estimation procedure. At each step, the quantities highlighted in

red are the unknowns to be estimated.

Next, Ît and the first freely vibrating unsprung transverse natural frequency B1 = ω1 (assumed to

be measured from an experiment or otherwise available) are used as input to solve Equation (3) with

α = 0, φ = 0, and ` = 0 for the nondimensional tip mass ∆. Specifically, we find from Equation (3)

∆ =
[1 + cos(λL) cosh(λL)]− Ît(λL)3[sin(λL) cosh(λL) + cos(λL) sinh(λL)]

λL{ Ît(λL)3[cos(λL) cosh(λL)− 1] + [sin(λL) cosh(λL)− cos(λL) sinh(λL)]}
, (9)

where λL should be evaluated at the λ1L value determined from B1 = ω1. The value B1 is converted

to the nondimensional natural frequency λ1L via the relationship given above in the discussion of

Equation (3). In the proposed framework, the nondimensional tip length ` only affects the moment

generated by the lateral spring in Equation (2c) and does not influence the rotational inertia of the tip.

Finally, the estimated nondimensional mass ∆ and rotational inertia Ît are used, along with the

in-contact transverse natural frequency of vibration Bc
1 = ωc

1, the lateral to normal stiffness ratio φ,

and the tip length to cantilever ratio ` to solve Equation (3) for the nondimensional stiffness of the

sample α. Equation (3) can be rearranged into the following quadratic equation in α:

c2α2 + c1α + c0 = 0, (10)

where the coefficients of this polynomial are

c2 =9`2φ

[

cosh(λcL) cos(λcL)− 1

]

, (11a)

c1 =− 3(λcL)

[(

(λcL)3(∆`2φ + Ît) cos(λcL) + sin(λcL)(φ`2(λcL)2 + 1)

)

cosh(λcL)+

sinh(λcL)(φ`2(λcL)2 − 1) cos(λcL)− (λcL)3(∆`2φ + Ît)

]

, (11b)

c0 =(λcL)4

[(

(∆ Ît(λ
cL)4 − 1) cos(λcL) + (λcL) sin(λcL)( Ît(λ

cL)2 + ∆)

)

cosh(λcL)+

(λcL) sinh(λcL)( Ît(λ
cL)2 − ∆) cos(λcL)− ∆ Ît(λ

cL)4 − 1

]

. (11c)

164



Sensors 2019, 19, 4990

Here, λc represents the in-contact eigenvalue of the problem which is related to ωc
1, as described

above in the discussion of Equation (3). It should be noted that, in this analysis, we assume that the

stiffness ratio φ and the length ratio ` are known, to simplify the estimation procedure. However,

Equation (3) could be solved with multiple measured in-contact natural frequencies to provide

simultaneous estimates of φ, `, and α, similar to the approaches discussed in [2,18,19,38].

When assuming the values of φ and ` and using a single measured in-contact natural frequency

to estimate α, situations arise in which two real solutions of α may exist for Equation (10). This occurs

when two distinct pairs of k and k′ values, such that k′ = φk, satisfy Equation (10) for the same

in-contact natural frequency. This apparent paradox is resolved by considering the mode shape of

vibration for each solution. For different pairs of k and k′, different mode shapes at the same frequency

can satisfy the equations of the system. Figure 3 shows such a case, where the mode shape for the

larger α solution is plotted in solid black and the mode shape for the smaller α solution is plotted

with a dash-dotted line. It is apparent that the solution for the lower α value is being generated by a

higher order mode. Using the mode shape data from the model, along with the knowledge of which

specific in-contact natural frequency is being used for property estimation, will ensure the proper α

branch selection.

Figure 3. Mode shapes for two distinct α value solutions, at the same frequency, of Equation (10). These

solutions represent distinct pairs of k and k′ values. The mode shapes have been normalized such that

the tip displacement equals one and the x-coordinate has been nondimensionalized by the cantilever

length L such that x̃ = x/L.

3. Numerical Experiments

To verify our identification procedure, in lieu of experimental data on the unsprung and in-contact

flexural and torsional vibrations of the prototype cantilever in Figure 1, we conduct numerical

experiments to simulate the system vibrational behavior via finite element analysis. A similar approach

was previously employed by our group in [39]. The simulations are conducted within the ANSYS

Mechanical APDL v. 17 commercial software package. Four different systems are analyzed in detail,

as discussed below. The first few modes of vibration are identified for these systems, for a variety of

sample stiffnesses. Finite element results on the unsprung flexural and torsional frequencies, as well as

on the in-contact flexural frequencies, are then used as input in the identification procedure, as depicted

in the flowchart in Figure 2.

The cantilever beam system, schematically depicted in Figure 1, is implemented in the finite

element analysis via three-dimensional 2-node beam elements, with six degrees of freedom per node.

The beam elements are based on Timoshenko beam theory [36] with shear deformability. Timoshenko

beam theory is selected in the numerical experiments as it is expected to accurately model the vibration

behavior of the real system. However, since only linear modal analyses are conducted, we do not

anticipate significant discrepancies between the Timoshenko and the EB theories for the lowest modes

of vibration of sufficiently slender beams.
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The sample stiffness during in-contact operation is implemented via one-dimensional linear

springs. Note that, as opposed to Figure 1, where we focus on a two-dimensional problem, since this

implementation is completely three-dimensional we incorporate two lateral springs k′ in the x- and

y-directions. The origin of the Cartesian coordinate system coincides with the centroid of the cross

section of the fixed end of the beam.

We assume that the cantilever material is silicon with the following properties: E = 169 GPa,

ρ = 2330 kg/m3, and ν = 0.25. Similarly, we assume that platinum is used for the tip, with the

following material properties: Et = 171 GPa, ρt = 21, 450 kg/m3, and νt = 0.39. Note that, different

from our work in Section 2, in our numerical experiment, we assume that the tip is deformable, as it

would be in a real AFM scenario. We will comment on the effect of these modeling assumptions

in the next section. Throughout the numerical campaign, we set b = 30µm and h = 2µm for the

cross-sectional dimensions of the beam and d = 3µm for the diameter of the circular cross section of

the tip. We further select φ = k′/k = 0.8 for the lateral to normal stiffness of the sample. This value is

within the theoretically allowed bounds [40,41] and is uniquely determined given the so-called reduced

Young’s modulus E∗ and reduced shear modulus G∗ of the system. For example, assuming the sample

under test is silicon, with the aforementioned properties, and that both tip and sample are comprised

of linearly elastic, homogeneous, and isotropic materials, the theoretical value for φ = 4G∗/E∗ ≈ 0.8.

Four combinations of beam length L and tip length Lt are explored as reported in Table 1. These

combinations are a long cantilever with a long tip (LCLT), a long cantilever with a short tip (LCST),

a short cantilever with a long tip (SCLT), and a short cantilever with a short tip (SCST). Table 1

also reports the nomenclature adopted in the rest of the paper as well as the pertinent values of the

nondimensional parameter `. The table further reports the so-called static and dynamic stiffness ratios,

denoted as Rs and Rd, respectively, between the tip stiffness and the cantilever stiffness. Specifically,

Rs = kc/kt, where the tip stiffness is calculated as kt = 3Et It/L3
t and represents the ratio of the

cantilever to the tip stiffnesses in static conditions. Similarly, Rd =
√

(EIρt AtL4
t )/(Et ItρAL4) gives a

measure of the overlap between the spectrum of the cantilever and of the tip as if they were independent

uncoupled systems. A small or large value of Rd indicates essentially decoupled dynamics between

the cantilever and the tip. Conversely, Rd ≈ 1 indicates large coupling between the two. In the ideal

case of a rigid tip, we have Rs = 0 and Rd = 0. Thus, the larger the corresponding numbers in Table 1,

the further the departure from the initial hypotheses of a rigid tip. However, significant numerical

departure from these values do not necessarily indicate poor predictions, as explained later.

Table 1. Geometries explored in the numerical experiments and associated nomenclature, along with

resulting values of the nondimensional parameter ` and of static and dynamic stiffness ratios Rs and

Rd, respectively.

Tip Length
Lt= 10µm Lt= 50µm

Beam Length

L = 150µm
SCST (` = 0.067) SCLT (` = 0.333)

Rs = 7.36 × 10−4 Rs = 9.21 × 10−2

Rd = 7.30 × 10−3 Rd = 1.82 × 10−1

L = 300µm
LCST (` = 0.033) LCLT (` = 0.167)
Rs = 9.21 × 10−5 Rs = 1.15 × 10−2

Rd = 1.82 × 10−3 Rd = 4.56 × 10−2

The cantilever and the tip are meshed with beam elements with a uniform length of 0.1µm. For the

shortest tip length considered in this study Lt = 10µm, this choice still leaves 100 elements along the

axis of the tip (and significantly more along the axis of the beam), which is deemed satisfactory to

capture the first few structural modes of the system. Since we are interested in the first flexural and the

first torsional frequency, for each simulation case, we extract the lowest 10 structural modes. Although

the exact ordering in the spectrum of flexural, torsional, and other out-of-plane vibrations depends on

166



Sensors 2019, 19, 4990

the particular geometric configuration, as well as on the values of the sample stiffness, the frequencies

B1, T1, and Bc
1 that are used as input in our model are always within the first ten modes and are thus

available from the simulations.

Simulations are conducted for the four geometries for α = 0, representative of the unsprung case

as well as for values of α spanning the values [10−3, 103], thus capturing a broad range of sample

stiffnesses, from very soft to very stiff, when compared to the static cantilever stiffness kc.

4. Results and Discussion

4.1. Parameter Identification

Table 2 shows the predictions of the nondimensional added mass ∆ and rotational inertia Ît for

the four cantilever cases tested using the estimation method depicted in Figure 2. In this table, we also

report values for the added mass parameter calculated as if the tip were a point mass m′
t = ρt AtLt,

and the rotational inertia parameter calculated as if the tip were a rigid rod pinned at one of its ends,

so that I′t = mtL
2
t /3. Note that m′

t and I′t are, in general, different from the values used in the boundary

conditions in Equation (2) and lead to nondimensional parameters, respectively indicated in Table 2 as

∆′ and rotational inertia Î′t . These parameters are defined as

∆′ =
m′

t

mc
=

ρt AtLt

ρAL
, (12a)

Î′t =
I′t

ρAL3
=

mtL
2
t /3

ρAL3
. (12b)

It is important to observe that the estimated nondimensional parameters are point-mass and

point-inertia representations of the physical tip. The physical tip has spatial dimensions and inherent

flexibility. Poor agreement of the estimated values with the prediction from Equation (12) does not

necessarily indicate poor model performance. Specifically, for the ∆ determinations, the discrepancy

between the values estimated and the values determined with Equation (12a) are within 10% of each

other for the long tip cases, but are very different for the short tip cases. Similarly, while discrepancies

on the Ît determinations are within approximately 30% for the long tip cases, negative values are,

surprisingly, observed for Ît for the short tip cases. This behavior is likely due to the model trying to

capture unmodeled effects caused by the dynamics of the tip that, in simulations, can lead to negative

values for Îtor in Equation (8).

Table 2. Estimated values of nondimensional added mass and rotational inertia (∆, Ît) using the

method in Figure 2 for the four cantilever cases tested. Nondimensional values (∆′, Î′t) are calculated

directly from assigned geometric and material properties from the previous section using Equation (12).

Cantilever ∆ ∆
′

Ît Î
′
t

SCST 5.55 × 10−2 7.23 × 10−2 −1.30 × 10−5 1.07 × 10−4

SCLT 3.98 × 10−1 3.62 × 10−1 2.01 × 10−2 1.34 × 10−2

LCST 2.10 × 10−2 3.62 × 10−2 −2.39 × 10−5 1.34 × 10−5

LCLT 1.66 × 10−1 1.81 × 10−1 2.28 × 10−3 1.67 × 10−3

Figure 4 shows the model results of the estimation of the nondimensional stiffness α versus the

assigned values of α used in the FEA simulations discussed in Section 3. Blue circles represent results

from the current method (CM), as described in Figure 2, which includes the effect of tip length, mass,

and rotational inertia. Red triangles represent results of the current method in which added mass and

rotational inertia effects are neglected, henceforth referred to as the “massless tip model”. The massless

tip model can be found in works such as [18]. Finally, green squares represent the results of the current

method in which tip length, mass, and rotational effects are neglected, henceforth referred to as the

“no-tip model”. No-tip models can be found in works such as [2,19]. Figure 5 shows the corresponding
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percentage error of each model relative to the prescribed α values (verification data) for the four

explored cantilever geometries in Table 1.

Figure 4. Model predictions versus FEA assigned values (verification data) for the four cantilever

geometries in Table 1. Panels (a–d) correspond to different cantilever/tip geometries indicated by the

inset figures. Black x’s represent the prescribed verification data, blue circles represent the current

model proposed in this work, red triangles represent the current model with no added mass and no

rotational inertia, and green squares represent the current model with no added mass, no rotational

inertia, and zero tip length.

In the discussion of these results, we will first focus on the performance of the current method

which incorporates tip length, added mass, and rotational inertia effects. We will then review the

effects of neglecting tip length, added mass, and rotational effects.

4.2. Detection Range

The characteristic behavior of the current method result curves (blue circles) in Figure 4 can be

summarized by observing that, independent of the particular geometry or cantilever case studied,

the current method offers accurate detection of the assigned α value in the neighborhood of α = 1.

The range of accurate estimation varies for every case studied. In particular, we see the emergence

of saturation tails at the low- and high-α ranges. The high-α saturation phenomenon was previously

observed in a variety of studies, including for example [39], and is similar to the effect of replacing the

free end of the cantilever with a simply supported end, as the sample stiffness increases with respect

to the cantilever stiffness. That is, after a sufficiently high sample stiffness, the cantilever can no longer

detect subsequent increases in stiffness and all higher stiffness can be described by the same fixity

condition. Similar to the high-α range, in which the saturation effect is due to the low stiffness of the
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cantilever system, we posit that in the low-α range, the saturation effect is due to the low stiffness of

the sample with respect to the cantilever system.

Figure 5. Percent error of the model predictions. Panels (a–d) correspond to different cantilever/tip

geometries indicated by the inset figures.

Thus, the detection range with its two characteristic asymptotic tails, which can be identified as

the range of values of α for which the current method yields essentially an “exact” prediction, see also

Figure 5, can be interpreted and estimated as follows. In a fundamental sense, and neglecting several

second order effects, the current method stipulates that the overall stiffness of the system, as described

in Equations (1) and (2), can be described by the stiffness of the cantilever kc in parallel with the

normal and tangential (dynamic) stiffnesses KN and KT , introduced in the discussion of Equation (2).

Neglecting, for simplicity, the contribution of the torsional spring, the overall stiffness of the system

can thus be written as kc + KN . On the other hand, the finite element model, which for the purpose

of this study is a proxy for a real experiment, introduces a slightly more complicated arrangement,

whereby the tip stiffness kt is to be considered in series with the (dynamic) stiffness KN . The situation

is schematically depicted in Figure 6.

Since the proposed model is required to interpret the simulation results within its assumptions,

the estimation performance can be understood by equating the analytical model and the simulation

stiffnesses, so that

kc +
ktK

(a)
N

kt + K
(a)
N

= kc + K
(e)
N , (13)
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where the superscripts (a) and (e) stand for assigned and estimated, respectively. After some

manipulation, and using the definition of KN , we have

k(e) =
kt(k(a) − ω2m

(a)
t )

kt + k(a) − ω2m
(a)
t

+ ω2m
(e)
t . (14)

Figure 6. (a) Lumped parameter schematic of the current method’s analytical model and (b) of the

finite element model used for verification.

This formula allows us to explain the behavior of the estimation performance displayed in Figure 4.

First, it is intuitive to assume that the model will yield better predictions as kt → ∞ or, in other words,

as Rs → 0. Indeed, if kt dominates the denominator of Equation (14), we obtain the ideal case

α(e) ≈ α(a) +
ω2(m

(e)
t − m

(a)
t )

kc
, (15)

which shows that the estimated value of α differs from the assigned value of α of a quantity that

depends on the tip mass properties estimation error. It can be observed that such error is magnified for

larger values of ω2/kc. This indicates that the estimation is expected to be more accurate for relatively

stiff cantilevers (“SC” cases) and for shorter tips (“ST”) cases, for which the tip mass mt is small. This is

in agreement with what was observed in Figure 4a,c for which, with the tip stiffness being equal,

the case SCST displays higher values of kc. A secondary effect further complicates this argument,

as the quantity ω2/kc can be presumed to be close to the reciprocal of the system lumped mass M.

Thus, the estimation is expected to be more accurate for relatively massive systems, which partially

explains the better performance of the model for the LCLT case versus the SCLT case, in Figure 4b,d,

respectively.

Let us now examine the case where k → ∞, in other words, the high-α range, to uncover the reason

for the saturation tails. In this case, k(a) dominates both numerator and denominator of Equation (14),

which thus reduces to k(e) = kt + ω2m
(e)
t . Dividing through by kc, we obtain

α(e) = R−1
s + ω2m

(e)
t /kc. (16)

Since Rs � 1, this first term dominates and the asymptotic value of estimated α is equal to

α(e) = R−1
s . For the four cases depicted in Figure 4, the values of R−1

s are approximately 1359 for the

SCST case in Figure 4a, 10.9 for the SCLT case in Figure 4b, 10, 858 for the LCST case in Figure 4c, and 87

for the LCLT case in Figure 4d. These values also roughly identify the starting point of the asymptotic

high-α tails. Indeed, more generally, the saturation tails start occurring for a value of α(a) roughly equal

to R−1
s . This observation, confirmed by the results in Figure 4, can be simply explained by observing

that the horizontal asymptote should begin as k(a) in the denominator of Equation (14) and becomes

comparable in magnitude to kt or, equivalently, when k(a)/kc ≈ kt/kc. As expected, model agreement
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becomes much poorer for the long tip cases (SCLT, LCLT), for which kt is comparatively lower and

R−1
s is relatively large.

Finally, we examine the case where k → 0, that is, the asymptotic horizontal branch in the low-α

region. Once again, our point of departure is Equation (14) which, in the limit of zero sample stiffness,

upon dividing through by kc reduces to

α(e) =
−ω2m

(a)
t /kc

1 − Rsω2m
(a)
t /kc

+ ω2m(e)/kc. (17)

Note that, in Equation (17), the value of α(a) does not appear explicitly and, therefore, the model

cannot be expected to correctly estimate its value. In the hypothesis of Rs � 1, Equation (17) reduces

to α(e) ≈ ω2(m(e) − m(a))/kc and, presuming that ω2/kc ≈ 1/M as above, α(e) ≈ (m(e) − m(a))/M.

In the “ST” cases, (m(e) − m(a)) < 0, as can be appreciated from the values for ∆ and ∆′ in Table 2.

Indeed, for very low values of α(a), the model yields negative values for α(e), not displayed in Figure 4.

More generally, broader accurate prediction ranges can be expected for the cases with larger kc, as the

saturation value α(e) can take on smaller values. This is confirmed in Figure 4, where the SCST case

in Figure 4a demonstrates better accuracy at low-α(a) when compared to the LCST case in Figure 4c.

The prominent low-α tails in Figure 4b,d are probably due to the massive tips causing Equation (17) to

saturate for moderately large values of α(a).

While the proposed analysis of the performance of the model is based on simplistic assumptions,

our conclusions seem to be justified in view of the numerical experiments. It should also be observed

that we have neglected the effect of rotational inertia and rotational stiffness embodied by KT in the

derivation of this simple argument. Including the rotational (dynamic) stiffness, however, is not

expected to change the qualitative nature of the results.

In addition to the discussion above, in the low-α region, we believe that the large added mass

of the tip has the effect of reducing the frequency sensitivity to changes in sample stiffness. Using a

one-dimensional approximation of the system, and neglecting the tip stiffness, i.e., presuming kt → ∞,

the natural frequency of the system is estimated as ω =
√

(k + kc)/M. The frequency sensitivity to

changes in the system stiffness is then given by dω/d(k + kc) = 1/[2
√

M
√

k + kc]. Increasing the

system mass or stiffness results in a decrease in frequency sensitivity. Thus, we expect the LCLT

case, with lower added mass and stiffness, to outperform the SCLT case, as depicted in Figure 4b,d,

and Figure 5b,d.

Importantly, model agreement for the SCLT and LCLT cases is also reduced due to the dynamic

behavior of the long tip, which can no longer be treated as rigid. For long tips, new models

incorporating the dynamics of the tip must be derived. This can be accomplished by considering an

explicit EB-type equation for the tip to be coupled with the current governing dynamics in Equation (3).

This derivation is however outside the scope of this paper, and will be tackled in subsequent work.

4.3. Performance of the Current Model Versus Traditional Models and Outlook

As discussed previously, the current method performs very well within its expected predictive

range. For the long cantilever with short tip (LCST) case in Figure 4c, both the massless tip model

and the no-tip model accurately predict within ±10% of the assigned α values for assigned α values

centered around 10. In fact, their performance is nearly identical for much of the α range. This indicates

that added mass and inertia are the primary effects to be considered for much of the α range. At high-α

values, the massless tip model performs nearly identically with the current method. This indicates that

as α is increased and the free bending mode of the cantilever tends to a highly constrained (or pinned)

configuration, the primary effect in this range is due to tip length and not added mass or rotational

inertia. Similar performance and behavior of the massless tip and no-tip model can be seen in the short

cantilever with short tip (SCST) case in Figure 4a.
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In the long tip cases (SCLT and LCLT), both the no-tip and massless tip models perform poorly.

The current method performs well for the long cantilever with long tip case (LCLT) for moderate

values of α and moderately well for the short cantilever with long tip (SCLT) case for moderate α

values. As discussed above, we believe the prediction discrepancies are mainly due to unmodeled

tip dynamics.

In the previous discussion, we have assumed perfect knowledge of the system parameters.

However, uncertainties in the parameter estimation may exist in a realistic experimental setup.

To assess the robustness of the proposed model, we have performed analyses to quantify the effect of

uncertainty in the system parameters on the numerical predictions. Table 3 shows these results for

one representative assigned αa value, well within the detection range of the model, for the SCST case.

In the analyses, we have individually varied each system parameter used in the prediction algorithm

by ±10% and calculated the resulting estimation for αe and compared it with the original estimate

using the nominal system parameters. For low values of αa (αa < 10) we see that a ±10% uncertainty

in the system parameters has a negligible effect (less than 4%) on the prediction results. The effect

of uncertainty in the system parameters increases as αa is increased, especially in the range where

model predictions with nominal parameters are already much less accurate. The largest prediction

discrepancies are associated with uncertainty in the value of L. However, we do not expect difficulties

in the experimental determination of this particular parameter within less than 10% uncertainty, for

example, via optical microscopy.

Table 3. Effect of uncertainty in system parameters on prediction results for one assigned αa = 0.8685

for the SCST case. The estimation based on nominal system parameters is αe = 0.8720.

Parameter
Parameter +10% % Difference Parameter −10% % Difference

αe Estimate Predicted αe Estimate Predicted

b 0.8638 −0.94% 0.8787 0.77%
t 0.8675 −0.51% 0.8818 1.13%
L 0.9067 3.98% 0.8588 −1.51%
Lt 0.8709 −0.13% 0.8730 0.12%
ρ 0.8755 0.41% 0.8693 −0.31%
E 0.8695 −0.29% 0.8760 0.46%
ν 0.8713 −0.08% 0.8728 0.09%

Based on the results of this study, in cases where contact resonance microscopy will be used in

conjunction with cantilevers that have tips of appreciable length and mass, it is recommended to use

the current method for modeling and analysis purposes. It can be appreciated that, even for tips that

introduce relatively small added mass, rotational inertia, and tip length effects (see for example the

LCST case), the current method extends the predictive α range to very low α values. Thus, the proposed

model will be particularly desirable when imaging soft samples in liquids, such as biological materials,

using cantilevers with long tips in the trolling mode configuration.

5. Conclusions

In this work, we have introduced an updated theoretical model for contact resonance atomic force

microscopy, incorporating the effects of a large, massive tip. The model employs a few geometric

and material parameters, in conjunction with the knowledge of a limited number of unsprung

resonance frequencies for both low-order torsional and flexural modes, for identification of some

effective parameter of the system. These identified parameters are then used in the determinations

of the in-contact sample stiffness from the knowledge of the in-contact resonance frequencies.

The performance of the proposed model has been numerically verified using, in lieu of experimental

data, results from high-fidelity finite element simulations. The updated model shows good agreement

with the verification data. In general, when performing contact resonance atomic force microscopy

using cantilevers with long, massive tips the bending stiffness of the tip should far exceed the bending
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stiffness of the cantilever. Additionally, the larger the added mass imparted to the cantilever by the tip,

the larger the cantilever stiffness should be to ensure accurate measurements.

The model presented in this work has been specifically designed to be simple and easy to use,

with only a minimum number of measured parameters to be obtained from an experimental campaign.

However, the model is also amenable to several extensions currently in use in the field of contact

resonance AFM, which may include incorporating sample viscoelasticity, including an adjustable tip

position, and using multiple modes simultaneously for parameter estimation. We expect this model

to be the first step in paving the way towards long tip, or trolling mode, configurations of contact

resonance atomic force microscopy.
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Abstract: Tracking of biological and physiological processes on the nanoscale is a central part of
the growing field of nanomedicine. Although atomic force microscopy (AFM) is one of the most
appropriate techniques in this area, investigations in non-transparent fluids such as human blood are
not possible with conventional AFMs due to limitations caused by the optical readout. Here, we show
a promising approach based on self-sensing cantilevers (SSC) as a replacement for optical readout in
biological AFM imaging. Piezo-resistors, in the form of a Wheatstone bridge, are embedded into
the cantilever, whereas two of them are placed at the bending edge. This enables the deflection
of the cantilever to be precisely recorded by measuring the changes in resistance. Furthermore,
the conventional acoustic or magnetic vibration excitation in intermittent contact mode can be
replaced by a thermal excitation using a heating loop. We show further developments of existing
approaches enabling stable measurements in turbid liquids. Different readout and excitation methods
are compared under various environmental conditions, ranging from dry state to human blood.
To demonstrate the applicability of our laser-free bio-AFM for nanomedical research, we have selected
the hemostatic process of blood coagulation as well as ultra-flat red blood cells in different turbid
fluids. Furthermore, the effects on noise and scanning speed of different media are compared.
The technical realization is shown (1) on a conventional optical beam deflection (OBD)-based AFM,
where we replaced the optical part by a new SSC nose cone, and (2) on an all-electric AFM, which we
adapted for measurements in turbid liquids.

Keywords: piezoresistive cantilever; self-sensing; self-actuating; electrical readout; platelet; all electric
AFM; blood; AFSEM

1. Introduction

Atomic force microscopy (AFM), invented in the late 1980s, has become an invaluable tool in
nanoscience. Its field of application ranges from material to life science. Particularly in the life sciences,
the unique possibility of molecular resolution under (almost) physiological conditions is convincing,
thus justifying the importance of AFM in the study of physiological processes at the single molecule
level. This unique possibility was and still is the basis for many successful research projects in which
nature has been followed in its work [1–5], opening the window to physiology and nanomedicine.
A prerequisite for all these studies was the possibility to perform investigations in transparent liquids
(e.g., physiological buffers). A large number of important questions can be answered by measurements
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at such conditions, but investigations in physiologically relevant turbid liquids are not possible.
Conventional AFMs work on the basis of optical readout of the cantilever deflection. For this purpose,
a laser beam is focused on the backside of a reflectively coated cantilever. The position of the reflected
beam is recorded by a four-segment photodiode. Although it is possible to vary the wavelength of
the laser used from UV to infrared, this detection method still fails in the case of highly turbid and
light-scattering physiological fluids, such as blood or milk.

The first successes in overcoming the disadvantages caused by optical beam deflection (OBD) were
already achieved by Tortonese and colleagues as early as the beginning of the 1990s by implementing a
p-type resistor on the surface of a cantilever [6]. Atomic resolution could be achieved by measuring the
change in resistance caused by cantilever deflection [7]. Besides the piezoresistive readout based on
doped silicon and polysilicon piezo-resistors [7–16], several other readout methods have been developed
in the past to replace the classic OBD readout, such as: capacitive [17–21], piezoelectric [22–26], thin film
metals [27] and tuning forks [28–31]. The installation of strain sensors directly into the cantilever is of
particular interest as it offers several advantages over techniques with external readout. Some of the
most important advantages are: (i) extremely small cantilevers far below the optical diffraction limit
to increase sensitivity and so imaging speed can be realized [32,33], (ii) avoiding interference with
photosensitive samples, (iii) the possibility of multi-cantilever arrays [34–36] and (iv) combining AFM
with other techniques, such as scanning electron microscopy (SEM) [37–40]. In addition to the new
readout method, advances in microfabrication have allowed the direct integration of actuators on the
cantilever, such as piezoelectric excitation [41], Lorentz excitation [42], magnetic excitation [43–46] and
thermal excitation [47]. Direct vibration excitation of the cantilever eliminates the need for an external
piezo actuator and increases precision and excitation speed [48,49]. Efforts over the last 20 years to
further optimize strain sensor readout have resulted in piezoresistive cantilevers that exceed standard
optical beam readout in terms of low-noise imaging [15]. Furthermore, a large number of different
applications in the AFM field [35,37,38,40,50–52], but also for other cantilever sensor techniques, such as
torque magnetometry [53] or gas sensors [54], have been published. Although there is a great potential
for the use of self-sensing AFM cantilevers in bio-applications, only very few attempts have been
documented to use them in liquid [55] or for imaging biological samples in liquid [56]. To the best of
our knowledge, biological AFM imaging in turbid physiological liquids has never been shown before.

In this study, we focused on the realization to perform self-sensing cantilevers (SSC)-based
AFM imaging of highly interesting biological samples and to test and compare the performance
with respect to different environmental and physical conditions. This was realized by upgrading a
conventional AFM and by using an all-electric AFM originally developed for implementation in a
SEM. We optimized both instruments for working in liquids. Initial experiments were performed in
non-conductive deionized water and subsequently in physiologically relevant fluids, such as blood,
blood serum and milk, without passivation of the cantilever. A passivation may change the physical
parameters and thus worsen the imaging quality. In the approach used here, the entire cantilever is
immersed in a sample beaker, which allows measurements in larger quantities of liquid and greatly
simplifies handling compared to measurements in small sample aliquots or droplets.

2. Materials and Methods

2.1. Optical Beam Deflection Measurements

All OBD measurements were performed on a standard Keysight 5500 SPM2 (Keysight, Santa Rosa,
CA, USA). Magnetically coated cantilevers (MAC Lever, Type VII) and magnetic excitation were used
for the measurements in magnetic excitation mode (MAC ModeTM, Keysight, Santa Rosa, CA, USA).
Measurements in intermittent contact mode with acoustic excitation and contact mode measurements
were performed using Bruker (Bruker, Billerica, MA, USA) MSCT cantilever E and cantilever D,
respectively. This applies to all measurements under ambient conditions as well as to measurements in
deionized water.
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2.2. Self-Sensing Cantilevers

For all piezoresistive readout measurements, self-scanning cantilevers of the type PRSA-L300-
F50-Si-PCB (300 × 100 µm) (SCL-Sensor.Tech., Vienna, Austria) were used. These cantilevers are
equipped with two active piezo-resistors integrated on the cantilever and two passive piezo-resistors
integrated on the chip. These four resistors are connected to a Wheatstone bridge. The resistance
was about 1 kOhm each for all cantilevers used. Different supply voltages were used for the bridge
depending on whether measurements were made in air or liquid. The standard supply voltage is 2.048 V
for the dry state. For measurements in liquid, a supply voltage of 0.51 V was used. The cantilever
itself has a size of 300 × 100 µm with a spring constant of 1–15 N/m and a resonance frequency of
30–65 kHz. Its carrier silicon chip is mounted on a Printed Circuit Board (PCB), which in turn is
equipped with a 10-pin Kyocera standard connector (Kyocera, Kyoto, Japan) for easy connection to the
AFM scanner. For the measurement of biological samples in liquids, cantilevers with spring constants
of 1–1.3 N m−1 were chosen. In addition, these cantilevers are equipped with a heating loop for thermal
excitation. Thermal excitation on the Keysight 5500 SPM2 was performed in magnetic AC (MAC)
mode configuration, the power through the heating loop was limited to approximately 0.1 W.

2.3. Implementation of the SSC in a Commercial AFM with Optical Beam Deflection

For the implementation of the SSC into a Keysight 5500 SPM2 with OBD, two main technical
developments were necessary: (i) a special nose cone (image is shown in Figure 1a left), which on the
one hand supports the PCB, including the cantilever, and on the other hand, takes over the bidirectional
signal transmission and amplification, and (ii) a second electronic unit between scanner and stage for
additional amplification of the deflection signal and to generate signals mimicking a four-quadrant
photodiode for the following hardware.
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Figure 1. The flow chart in (a) shows the essential components for the entire electrical imaging
with a commercial atomic force microscope (AFM): The self-sensing cantilever (SSC) (yellow) was
mounted on the newly developed nose cone. The self-sensing signal was amplified in the nose cone,
passed through an unmodified standard optical beam deflection (OBD) scanner and then subjected to
additional signal amplification and processing. This is done in a new hardware between scanner and
controller (new hardware components are red, unmodified are black). Part (b) of this figure shows a
commercial self-sensing cantilever AFM adapted for liquid bio-sensing. The central upgraded parts
are the extended nose ((b) left) and the new board design for the low-voltage sensor supply ((b) right)
(new hardware components are red, unmodified ones are blue).
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The mechanical part of the nose cone was milled from the high-temperature-resistant thermoplastic
polyetheretherketone (PEEK) and adapted to carry the cantilever and the required electronics.
The electronics in the nose cone consist of the following components: (i) an instrumentation amplifier
with adjustable gain, (ii) power supply for the sensor, switchable between 0.51 V for measurements
in liquid and 2.048 V for measurements in air, and (iii) the possibility to switch between thermal
excitation via the integrated heating loop or acoustic excitation via a 2 × 2 × 2 mm piezo (P.I., Lederhose,
Germany). A multi-layer rigid-flexible PCB combination was developed to connect the electronics
inside the nose cone with the sensor placed outside. The nose was designed in such a way that the
optical path for positioning the cantilever relative to the sample is still available using the AFM’s CCD
camera. This design also ensures that the electronics is as close as possible to the deflection signal’s
origin but sealed from the cantilever in liquid. In addition to the voltage supply, the ground signal and
the excitation signal (thermal/magnetic or acoustic) are taken from the scanner. The pin, originally
intended for conductive measurements, is used for the deflection signal transfer. This configuration
ensured that no changes had to be made to the original scanner hardware. The nose is connected to the
scanner via the 6 original pins.

The second electronic hardware is located between the scanner, the stage and the photodiode
connector and has two tasks: (i) additional deflection signal amplification via an adjustable
instrumentation amplifier and (ii) signal conditioning to mimic four-quadrant photodiode signals for
the following AFM hardware. For all self-built electronic components, a supply voltage of +/−10 V was
taken directly from the photodiode connector. To work with the deflection signal of the self-sensing
cantilever, a signal for a four-quadrant photodiode must be imitated for the controller. With optical
readout, typically, four signals, A, B, C and D, are obtained. A and B represent the upper part of
the four segments of the photodiode and C and D represent the lower part. From these four signals,
a single deflection signal is generated using the method given in Equation (1):

(A + B) − (C + D)

A + B + C + D
= normalized deflection signal (1)

The fact that an SSC only emits a single deflection signal means that for the original AFM hardware,
a four-quadrant photodiode signal has to be simulated. A scheme for generating the required signals
is shown in Figure 1a (right). The original single deflection signal (DS) from the SSC is inverted and an
offset voltage (OV) is added to both the original and inverted deflection signal. This results in two
new signals (DS + OV) and (−DS + OV). The OV is generated with the same constant voltage source
chip that is used for the sensor supply voltage (2.048 V). Now (DS + OV) is used for the photodiode
segments A and B, and (−DS + OV) for the segments C and D. Using this in Equation (1) results in:

2 ∗ (DS + OV) − 2 ∗ (−DS + OV)

2 ∗ (DS + OV) + 2 ∗ (−DS + OV)
=

DS
OV

= normalized deflection signal (2)

The following original controller hardware restores the single deflection signal of the SSC.
This signal processing is necessary in order to use SSCs on the Keysight 5500 SPM2 AFM without any
technical modifications to the original hardware. In the hardware realization, A is set to (DS + OV),
C to (−DS + OV), and B and D to ground. This simplifies Equation (2) to:

((DS + OV) + 0) − ((−DS + OV) + 0)
(DS + OV) + (−DS + OV)

=
DS
OV

= normalized deflection signal (3)

All the following components use the normalized single deflection.

2.4. Software Implementation

With one exception, the software settings for SSC readout are identical to those for OBD readout:
DC offset compensation is performed via the bias input field in the software. If the SSC is located
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away from the surface, the oscilloscope monitor in the software displays the amplified DC offset.
This is compensated via the bias input field, which should result in an oscilloscope signal close to
zero. For thermal excitation, the magnetic excitation is selected in the software. Here, the alternating
current through the heater excites the cantilever to oscillate at its resonant frequency due to the
bimetallic bimorph effect. The power consumption of the heating loop should not be higher than
0.1 W, otherwise damage may occur. Since the excitation is given as a percentage value in the software,
the corresponding current I was measured and the power P(heater) was calculated:

P(heater) = I2
∗R(heat) ≤ 0.1W (4)

The resistance R(heat) of the heating loop is typically 28 Ohm. Consequently, the drive percentage
has been set to a maximum of 20% to protect the cantilever heating loop.

2.5. Adaptation of the AFSEM® for Measurements in Liquids

Dry state and vacuum measurements with the AFSEM® scanner from GETec Microscopy
(GETec Microscopy GmbH, Vienna, Austria) were performed without any changes to the system.
For measurements in liquids, a new nose was designed and manufactured. This nose is shown in
Figure 1b (left). The neck of the nose cone was extended for two reasons: (i) to allow the cantilever
to be completely immersed in a sample chamber filled with liquid, and (ii) to increase the distance
between the cantilever and the z-piezo. This ensures that the electronics are not damaged by liquid
contact. Unlike the original nose, the piezo for acoustic excitation (2 × 2 × 2 mm P.I. Ceramics GmbH,
Lederhose, Germany) was mounted through a hole from the top of the nose cone and positioned as
close as possible to the sensor connector. For working in liquids, the supply voltage of the Wheatstone
bridge was reduced from 2.048 to 0.51 V. To compensate for the lower electric potential of the signal,
the gain has been increased by a factor of 4. Since the used scanner is designed as a tip-scanning AFM,
a modified homemade sample stage was designed. The sample positioning in x and y was done by
mechanical micromanipulators, while the z-axis approach was done by a fully automated z-stage with
a 2” piezo motor (Newport, Deckenpfronn, Germany). The scanner was mounted to the z-stage via a
dove tail adapter and furthermore to a damped rod (Newport, Deckenpfronn, Germany). The control
of the piezo motor is supported by the AFSEM® control system.

2.6. Preparation of the Cell Samples

Platelets: Thin glass slides (35 × 20 mm, Fischer, Austria) were cleaned by sonification in ethanol
and distilled water for 5 min each and dried under a gentle nitrogen stream. A drop of fresh blood was
taken with the help of an insulin lancet and incubated for 1, 3 and 5 min respectively, on the freshly
cleaned glass slides. After incubation, the cell samples were carefully rinsed with deionized water
and gently fixed with 0.5% formaldehyde solution for 15 min. Finally, they were again rinsed with
deionized water and dried under a gentle stream of nitrogen gas. The cell samples were stored at
4 ◦C and used within one week. For measurements in liquids, the samples were rehydrated with the
corresponding liquids of interest.

Red blood cells: The glass cover slides were cleaned as described for platelet preparation or
alternatively with isopropanol instead of ethanol. In case of gold carriers, 9 MHz QCM (quartz
crystal microbalance) crystals (Renlux Crystal, Shenzhen, China) were incubated in basic piranha
(3:1 ammonia water and hydrogen peroxide). After rinsing with deionized water (5 times), the cleaned
gold surface and the glass slides were treated identically. One drop (300 µL) of a 0.01% poly-L-lysine
(PLL) solution in deionized water was incubated for 30–90 min. Blood was freshly drawn from a
vein into 9 mL EDTA blood collection tubes (Greiner, Kremsmünster, Austria) in a local hospital.
Immediately thereafter, physiologically intact erythrocytes were separated by centrifugation. For this
purpose, 4 drops of venous blood were diluted with isotonic phosphate buffered saline (PBS) (5 mM
Na2HPO4, 150 mM NaCl, 200 µM ethylene glycol-bis(β-aminoethylether)-N,N,N′,N′tetraacetic acid
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EGTA, pH adjusted to 7.4 with HCl) and centrifuged with a microcentrifuge (Eppendorf mini spin) at
3800 rpm for 4 min. The supernatant was drained, and the pellet was resuspended in 1 mL isotonic
PBS. This procedure was repeated three times. Finally, 1.5–3 µL of the pellet was dissolved in PBS.
These purified erythrocytes were briefly incubated on the PLL-coated glass slides and immediately
chemically fixed with 200 µL of 1% glutaraldehyde in PBS for 30–45 min. All wet samples were then
washed three times with PBS for 5 min each and stored in PBS at 4 ◦C for a maximum of 2 days or
used immediately for measurements in deionized water. Some of the samples were dried with a gentle
stream of nitrogen and stored under argon for up to 4 weeks. A detailed protocol for the optimization
of this procedure with regard to membrane orientation is out of the focus of this study and will be
published elsewhere (Stainer et al., submitted).

2.7. Sample Preparations for Measurements in Blood, Blood Serum and Ink

After preparation of the erythrocyte sample and characterization under ambient conditions,
the samples were rehydrated with freshly drawn blood or blood serum. For rehydration of erythrocyte
samples with blood, the blood was diluted 1:8 with deionized water or used immediately without
further dilution. For measurements in blood serum, the freshly drawn blood was centrifuged at
3800 rpm with a micro-centrifuge (Eppendorf mini spin) for 4 min to remove blood cells. The serum was
taken from the centrifugation tube. These preparations were used for speed and noise measurements.
For measurements in ink, a standard ink cartridge was opened, and the ink was diluted 1:1 with
deionized water. All imaging solutions were used immediately after preparation.

2.8. Speed and Noise Measurements

Speed measurements were performed on a standard AFM calibration sample (HS-500MG AFM
XYZ calibration standard). The imaging speed was increased stepwise from 30 to 750 µm s−1.
Noise and speed measurements were performed using the very same PRSA-L300-F50-Si-PCB cantilever
(SCL—Sensor.Tech., Vienna, Austria). The noise measurements were done in contact mode, where the
noise was calculated from both the topography and the deflection image. Before the noise measurements
from the topography signal were performed, a topographical image of the calibration grid with
optimized feedback parameters was taken. To ensure that there is no change in topography during the
noise measurement, the x, y scan size was reduced to a minimum (~1 pm). With these parameters,
an image with 1 line per second and a resolution of 256 pixels was acquired. To determine the noise
from the deflection signal, the feedback parameters were then reduced to a minimum, just high enough
to prevent the cantilever from drifting away from the surface. These very low feedback parameters
are intended to ensure that almost the entire signal is represented in the deflection as an error signal.
Since we assume that there is no topographic change, the information of the deflection image reflects
the noise of the system. Using these parameters, again, an image with the same resolution was taken.
The deflection images were converted into distance units by determining the contact mode sensitivity.
The corresponding images were quartered using Gwyddion, and the root mean square (RMS) values
of the noise as well as the standard deviation were determined.

3. Results

3.1. System Integration and Adaptation

Replacing the conventional OBD-based detection system of an AFM with an optical-free,
self-sensing detection system is an essential prerequisite for performing nano-medically relevant
measurements in turbid fluids, such as human blood or milk. Piezo-resistors are a promising candidate
as sensing elements. These are resistors in which their resistance value changes due to mechanical
expansion or geometric changes. The integration of these piezo-resistors on a cantilever is usually
realized as a Wheatstone bridge of four piezo-resistors. Two of them are placed in the bending area
of the cantilever, while the other two are located on the cantilever chip. Before use, a voltage is

182



Sensors 2020, 20, 3715

applied to zero the Wheatstone bridge (Figure 1, left, highlighted in yellow), in order to compensate for
differences in the resistor branches. This configuration with four piezo-resistors leads to an increased
stability regarding thermal drift or self-heating compared to single sensor probes. In order to realize an
all-electric (AE) Bio-AFM with a broad applicability, we have used commercially available self-sensing
cantilevers (SSCs). We followed two approaches, the implementation of the self-sensing technology in
an OBD-based AFM and the use of the AFSEM® system, a SSC-based AFM, which we adapted for
fluid measurements.

The optimal replacement of OBD of a commercial AFM by self-sensing cantilevers requires a design
with a minimum of modifications to the existing AFM hardware and, ideally, without changing the
controller software. As the AFM system, we chose a Keysight 5500 SPM2. In this system, the cantilevers
are clamped by a simple mechanical spring. In contrast, an SSC requires electrical connections for the
Wheatstone bridge as well as for thermal excitation, in addition to the mechanical clamping. Therefore,
we have completely redesigned the nose cone (Figure 1a left).

The commercial SSCs used in this study are equipped with both a piezoresistive Wheatstone bridge
for voltage-based deflection sensing, and a heating loop for thermal actuation. The implementation of
these cantilevers in a commercial OBD setup requires a completely new nose design for the mounting
of the self-sensing cantilever as well as the supply of the sensor and the readout of the deflection
signal (Figure 1a). The new nose cone has been designed in close approximation to the original nose
design, especially with regard to perfect fluid sealing and optical access via the AFM embedded CCD
camera. A special printed circuit board was designed to mount and control the sensor. The flexible
part of the circuit board is located on the outside of the new nose cone and is equipped with a
connector for the cantilever PCB. The feed-through for the flexible part of the PCB is sealed to protect
the internal electronics from fluid damage. To amplify the signal of the Wheatstone bridge as close
as possible to its origin, the nose cone is equipped with an adjustable instrumentation amplifier.
The deflection signal amplification can be adjusted depending on the measurement conditions (dry or
liquid). The used sensor supply voltage of 2.048 V for imaging in dry conditions and 0.51 V for imaging
in liquid environment is also realized in the nose cone. Since the space for the PCB is very limited
and the smallest surface mounted device (SMD) standard had to be used, individual nose cones were
manufactured for measurements in liquid and dry environment. Furthermore, the excitation pins of
the AFM system were directly connected, either to the heating loop for thermal excitation or to the
excitation piezo. For acoustic excitation, a piezo was embedded in the nose cone as close as possible to
the cantilever. The Keysight 5500 SPM2 AFM used is designed in such a way that optical access is
possible for both the OBD laser and CCD camera. Thus, all parts for all-electric readout have been
placed outside the optical axis, which still allows the use of the CCD camera. The standard OBD
scanner has 6 pins to cover the different operating modes with different nose cones (e.g., scanning
tunneling microscopy and conductive AFM). The two pins, which are intended for cantilever excitation,
are still used, while the other pins, which are not required for standard AFM imaging, are used to
supply the new nose cone electronics with electricity/power and to transfer the amplified deflection
signal to the subsequent hardware. This configuration ensured that no changes to the original scanner
hardware were necessary.

In order to utilize the original OBD signal processing path for all-electric readout, the single
deflection signal needs to be converted into an equivalent of the OBD signals. This must be achieved by
mimicking the signal that the controller hardware typically receives from a four-segment photodiode.
A second hardware has been developed for this purpose, including: (i) a signal conditioning hardware
and (ii) an additional adjustable instrumentation amplifier. Here, the four signals of a four-segment
photodiode are simulated from the single SSC deflection. The scheme of this signal processing is
shown in Figure 1a (right), and the detailed description is given in the experimental part in Section 2.3.
In short, the original deflection signal was inverted, and an offset was added to both the original and
the inverted signal. Using the non-inverted deflection signal plus offset for the upper two segments and
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the inverted deflection signal plus offset for the two lower segments of the four-quadrant photodiode
allows the SSC to be connected to the original controller hardware.

In contrast to the implementation of SSC in an OBD AFM, the upgrade of a commercial all-electric
AFM (AE-AFM) for physiological measurements in (turbid) liquids requires an alternative approach.
The used AFSEM® was originally developed to perform measurements in vacuum (e.g., in the chamber
of a SEM) or in air. Using the original configuration would damage the nose of the scanner by immersion
in water, as open electrical connections would be short-circuited. As shown in Figure 1b (left), we have
designed a nose with a significantly longer distance between cantilever and electronics (Figure 1b (left,
arrow)). This, on the one hand, allows for safe measurements in liquids like none-conductive buffers
and, on the other hand, the small nose shape allows experiments in Petri dishes and smaller chambers.
In addition, the voltage supply for the Wheatstone bridge was reduced from 2.048 to 0.51 V to avoid
the risk of undesired electrochemical reactions. The reduction of the supply voltage thus also causes a
proportional change in signal intensity, resulting in a reduced signal-to-noise ratio. In contrast to the
lower deflection signal due to the reduced supply voltage, the gain of the instrumentation amplifier
has been changed from 100- to 400-fold. No further modifications of the system were necessary.

All these changes aimed to allow measurements in physiological fluids ranging from buffer and
blood serum to pure blood or milk. We see a high potential for AE-AFM investigations in blood.
Therefore, we have chosen blood compartments as the ideal feasibility test system to compare the
performance of AE-AFM with OBD-based AFMs. For the direct comparison of the optical and the
electrical readout, the ability to image simple calibration grids for all possible combinations was tested.
These ranged from contact mode to three different excitations for intermittent contact mode with
optical and electrical readout. As a result, we successfully performed measurements of a standard AFM
grid using electrical readout in air, deionized water and freshly drawn blood. All these measurements
were done in contact mode and in intermittent contact mode (acoustic as well as thermal excitation).
Magnetic excitation for AE-AFM imaging was not realized due to a lack of magnetically coated SSCs.
In addition, the same measurements were performed with optical beam deflection. Here, the thermal
excitation was not shown as there was a lack of optical cantilever equipped with a heating loop.
Data are shown in supplementary information (Supplementary Figure S1). It is obvious that OBD
fails in optically non-transparent liquids. In contrast, AE-AFM allowed such investigations in turbid
liquids, including blood and bovine milk.

3.2. Imaging of Biological Samples in Dry State

Besides the comparison of different readout methods and excitation modes, a direct comparison
of the image quality on highly relevant physiological samples is of interest. First, images of biologically
relevant samples using the self-sensing cantilever readout on the OBD-based AFM were taken of
human platelets in a dry state. Platelets are one of the major players in hemostasis. The conventional
OBD-based AFM has been successfully used to study the activation mechanism at the single-cell [57] and
single-molecule level using imaging, recognition imaging and single-molecule force spectroscopy [58].
The latter study was based on investigations on platelets that were partially fixed and dried in different
activation states. In contrast to this earlier study, we focused here on fast (clot formation) processes
that occur within the first minutes. Thus, fresh blood was incubated for 1, 3 or 5 min on a cleaned solid
surface, followed by careful washing, gentle fixation and drying. In this study, however, the main
purpose was to compare the performance of the AE-AFM with OBD readout in terms of topography.
The images shown in Figure 2 are taken in air and show typical and expected platelet activation,
including filopodia formation.
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Figure 2. Comparison of optical and electrical readout on physiologically relevant samples in air:
The upper part shows platelets after one (a), three (b) and five minutes (c) incubation, imaged with
optical cantilevers and magnetic excitation. In comparison, the same sample positions were imaged
with self-sensing cantilevers (d–f), yielding equal results (lower part). The scale bar is 10 µm for all
images. Z-scale: (a,d): 191 nm, (b,e): 200 nm, (c,f): 900 nm.

All three samples (1, 3 and 5 min) were initially imaged with a standard OBD readout system
and a magnetically coated optical cantilever in intermittent contact mode (Figure 2a–c, respectively).
After changing to our AE-AFM scanner nose and to a self-sensing cantilever, the same positions (guided
by the AFM’s CCD camera) were imaged (Figure 2d–f). AE-AFM imaging was also performed in
intermittent contact mode by means of acoustic excitation. Apart from the different levels of activation,
it is shown that the imaging quality and capabilities are clearly comparable, and AE-AFM is perfectly
suited for imaging biological samples. Even in the dry state, the advantages of using AE-AFM are
obvious, ranging from (i) simplified usage due to the lack of optical adjustment, (ii) higher stability due
to complete electrical readout [10] and (iii) the possibility of easy combination with other techniques
(e.g., SEM).

3.3. Combined AFM–SEM Investigations and Measurements in Different Environments

As a test system for combined simultaneous measurements with AFM and SEM, we have selected
another physiologically highly relevant blood cell, the erythrocytes (RBC—red blood cells). In order to
achieve optimal AFM and SEM resolution and to avoid artifacts caused by differences in cell stiffness,
a new preparation of ultra-flat RBC ghosts was used. The erythrocytes were immobilized on a flat gold
surface (e.g., a cleaned QCM), which allowed an adjustable membrane orientation. These samples were
characterized by correlated AFM–SEM imaging. Areas of interest were determined by SEM imaging,
followed by positioning of the SSC and acquisition of three-dimensional (3D) topographic images in the
vacuum chamber of the SEM. The results are shown in Figure 3a,b. Most of the examined cells appeared
extremely flat and represented their outer membrane. A detailed analysis showed that 35–55% of
the gold surface was covered with ultra-flat erythrocyte ghost cells. Finally, we performed AE-AFM
measurements in various fluids, ranging from deionized water to physiological media, such as blood
serum, to human blood and bovine milk. As shown in Figure 3 (right side), we first started by imaging
a calibration grid in deionized water, followed by the cell sample (Figure 3c). The same was done for
blood serum (Figure 3d) and freshly drawn human blood (Figure 3e). On the left side in Figure 3c–e,
the liquid nose of the AE-AFM is shown in the respective media. In the center, an AFM calibration grid
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measured in this liquid is presented. On the right side, a typical AFM image of ultra-flat erythrocyte
ghosts in the corresponding medium is shown. It should be mentioned that the grid for blood was
recorded in a 1:8 diluted blood:water solution to reduce contamination of the grid by products of
blood clotting. In contrast to blood serum, native blood exhibits relatively rapid clotting phenomena
induced by shear stress or compartments of the intrinsic or extrinsic coagulation cascade. Therefore,
the ultra-flat RBC membranes in pure native blood showed some differences in their topographical
appearance, which are strongly dependent on the clotting state of the blood (unaffected RBC images
taken with 1:8 diluted blood are shown in the Supplementary Materials, Figure S1, lower right).
Although artifacts can be caused, e.g., by undesired adhesion of platelets or other blood compartments
to the sensor surface, technically, stable imaging over a sufficiently long time is possible. We were
able to perform AFM imaging of such a preparation of ultra-flat RBC ghosts for more than four hours
without any loss of performance in the readout system.
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Figure 3. (left) Correlated atomic force microscopy—scanning electron microscopy (AFM—SEM):
(a) Ultra-flat erythrocyte ghosts on gold were first recorded with the SEM and imaged with the AFSEM®

inside the SEM at the same position. (b) Overview and three-dimensional (3D) single erythrocyte AFM
image at the same position. Images of ultra-flat erythrocyte ghost cells were taken in various liquids,
such as deionized water (c), blood serum (d) and freshly drawn human blood (e). For each liquid,
a proof-of-principle measurement of a calibration grid was performed ((c–e), middle), followed by
imaging of erythrocyte ghost cells ((c–e), right). The grid in (e) was recorded in 1:8 diluted blood. Scale
bars are 10 µm for AFM images in (c–e).

In summary, we were able to show comparable results on both systems, the adapted OBD AFM
and the AFSEM® adapted for working in liquids (AE-AFM). Furthermore, combined SEM and AFM
images of the same sample position in vacuum were shown. More importantly, measurements of
blood compartments such as platelets or erythrocytes are possible and were shown—for the first
time ever—in their real native environment (i.e., undiluted human blood). Nevertheless, it must be
mentioned that long-term experiments in native blood require further physiological and technical
optimizations with respect to imaging conditions, ranging from adjustable blood flow to controlled
sedimentation and passivation of the cantilever surface, but the technical limitations in general have
now been demonstrably overcome.

3.4. Detailed System Characterization

In addition to the technical realization of all-electric AFM imaging, including first measurements
of cell samples in turbid liquids like blood, we investigated and compared the imaging performance
in different media, like deionized water, ink, blood serum and pure blood. A key parameter is the
z-noise of the system. This z-noise is composed of three main parts: noise caused by the cantilever
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movement, noise caused by the measuring principle and noise of the readout electronics [15]. In both
readout methods, OBD or SSC, the combination of these three noise sources yield the limit for the
minimum detectable deflection. The latter equals to the root mean square (RMS) voltage noise [15].
The measured z-noise can be strongly influenced by external noise sources such as acoustic noise,
mechanically transmitted vibrations or electronic noise. Thus, it is necessary to minimize external
sources of interference before determination of the z-noise caused by the setup itself. To optimize the
noise level, measurements were performed with a mechanically fixed sample stage and minimized
mechanical loop in a closed glove box on a passively damped table. To exclude deviation caused
by different cantilevers, all noise measurements were always performed with the same cantilever.
The RMS AFM imaging noise was characterized by so-called two-dimensional (2D) noise images in
contact mode. For noise determination, we used two different approaches, (i) the determination of
the noise from a topographical image, and (ii) from the deflection image. Before determining the
z-noise from the topography, an image was taken from a calibration grid with optimized feedback
parameters. In order to obtain a 2D noise image without topographic changes, the x, y scan size was set
to a minimum value. To determine the noise from the deflection image, the feedback parameters were
minimized to avoid any shift of information from the deflection/error into the topographical image.
To convert the voltage signal into a length measurement, the contact mode sensitivity was determined.

As a reference, the system z-noise was determined in dry conditions (2.91 Å (topography method)).
The noise values in deionized water, diluted ink, blood serum, as well as in diluted and pure human
blood, are shown in Table 1. In liquid, the z-noise is somewhat higher, whereby, for example, a value
of 3.52 Å (topography method) was measured for blood. The noise values from the deflection images
are slightly lower compared to those from the topography method but show a similar trend (2.63 Å for
air, 3.1 Å for blood). Compared to previous noise measurements with self-sensing cantilevers of this
type, focusing on the minimal reachable z-noise [15], we are about a factor 3 higher at these typical
measuring conditions. This may be caused by the additional mechanical loop of the highly flexible
AE-AFM z-stage and the different setup design (tip scanning). We could show that changing from dry
state to different solutions, including highly turbid blood, yield very minor increases in the z-noise.
In summary, it can be said that even with measurements in pure blood, a sufficient z-resolution for
physiological measurements (i.e., 0.30 ± 0.15 nm) can be achieved.

Table 1. Comparison of z-noise values recorded in different media.

Noise in
Different Media

Dry State
[Å]

Deionized
Water [Å]

Diluted
Ink [Å]

Blood
Sera [Å]

Diluted
Blood [Å]

Pure Blood
[Å]

Topography RMS * 2.91 3.64 3.36 3.62 3.03 3.52

SD # 0.024 0.02 0.043 0.15 0.077 0.069

Deflection
RMS * 2.63 3.00 2.67 2.50 2.31 3.10

SD # 0.026 0.042 0.023 0.07 0.026 0.15

* root mean square; # standard deviation.

We further investigated the influence of the imaging speed, especially in turbid liquids, using our
optimized AE-Bio AFM. Although the used AE-AFM was not developed as a high-speed AFM system,
we investigated and analyzed the influence of different fluids on the imaging performance of moderate
and higher scanning rates. For all these measurements, the same PRSA-L300-F50-Si-CB 300 × 100
cantilever was used to allow an unbiased comparison. As a sample, we used an AFM XYZ calibration
grating and a scan size of 30 µm. The tip velocity was varied from 30 to 750 µm s−1. First, reference
measurements were taken in contact mode in air, followed by the different liquids, like deionized
water, diluted ink, serum, as well as diluted and pure human blood. Figure 4 shows a comparison of
the performance in deionized water with the most challenging environmental condition, pure fresh
human blood.
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Figure 4. Comparison of speed performance in different media. The upper part shows images acquired
in deionized water, and the lower part in pure human blood. The speed has been increased from
30 µm/s (1 s/line) to 750 µm/s (0.04 s/line). The corresponding horizontal cross-sections have been
extracted from the very same position in the middle row of the image. Measurements have been
performed on a HS-500MG AFM XYZ calibration standard. x, y scan range is 30 µm for all images.

As can be seen from the topography as well as from the corresponding cross-section (Figure 4,
upper part), imaging in deionized water works fine at standard speed (30 µm s−1) and up to an
imaging speed of about 60 µm s−1. At a speed of 60 µm s−1, the first artifacts appear and can be seen
in the cross-section (pits of the calibration grid, Figure 4, upper part, second image). With a further
stepwise increase of the speed to 240 µm s−1, the feedback artifacts increase and are clearly visible in
the topography. Especially when using imaging velocities of 750 µm s−1 or higher, the quality of the
topographical images is strongly distorted. The same results are also obtained in pure blood (Figure 4,
lower part), showing first feedback artefacts at similar scanning speed. Speed measurements at all
other environmental conditions are shown in Supplementary Figure S2. By comparing the speed
measurements at all different imaging conditions, it becomes clear that the scanning speed is not
significantly influenced by measuring in (turbid) liquids. In summary, we proved that the z-noise
in blood increases by about 35% compared to deionized water and no limitations in scanning speed
appear by measuring in turbid viscous blood compared to the reference measurement at dry conditions.
In contrast, we can conclude from the images recorded in Figure 4 that the speed performance in blood
is even slightly superior to the measurements in deionized water. The scan speed is determined by
the spring constant of the cantilever, its effective mass, the damping constant of the cantilever in the
surrounding medium and the stiffness of the sample [59]. The viscosity of human blood depends
on different factors, especially from the shear rate. It is in the range of 3.26 ± 0.43 mPa s at a shear
rate of 100 s−1 to 5.46 ± 0.84 mPa s at a shear rate of 1 s−1. In contrast, viscosity of water at 20 ◦C is
1 mPa s [60]. In blood, the damping constant and the effective mass of the cantilever are also increased.
At our moderate imaging velocities, the viscous drag effect still allows correct data but the increased
damping constant and effective mass explain the minor shift of the imaging speed limit compared to
measurements in deionized water.

4. Discussion

The technical challenge to perform biological AFM imaging in turbid liquids is now solved
by combining commercially available and sufficiently soft SSCs with upgrades in AFM design and
electronics. Although we are able—for the first time ever—to present images of blood cells in highly
turbid fresh human blood, the all-electric AFM as a tool for in-situ investigation of clot formation
is still at a very early stage. As mentioned above, mimicking arterial blood flow requires precise
control of physical, biochemical and medical parameters. In addition, anti-adhesive coatings of the
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surrounding surfaces may be required. In any case, we are convinced that all these requirements
are feasible, making the AE-AFM to a key tool in hemostatic research. By constructing a suitable
sensor nose design, AE-AFM also has the potential to observe passivation and undesired coagulation
in stents and can therefore play a crucial role in the development of stents and stent coatings.
In addition, our biosensing all-electric AFM technically allows further characterization methods,
including high-resolution elasticity mapping, gaining mechanical data, nano-indentation and functional
investigation. Simultaneous topography and recognition imaging is currently not implemented but
is in the planning stage. In contrast to conventional OBD-based AFM, our AE-AFM developments
simplify the usage of cantilever arrays for the investigation of biological samples (e.g., in blood).
This may open new great opportunities like multi-information topography and recognition imaging
using different bio-functionalized cantilever on the same sample in a parallel manner. Finally, it should
not be overlooked that AE-AFM measurements could be used as a powerful (nano-) investigation tool
in completely different areas, such as industrial applications (e.g., milk tank inspection) or biofilm
formation in optically non-transparent liquids. We believe that SSC-based bio-AFMs will become a
promising tool, especially in the biological/physiological/medical sciences.

Supplementary Materials: The following are available online at http://www.mdpi.com/1424-8220/20/13/3715/s1,
Figure S1: Comparison of electrical and optical readout, Figure S2: Comparison of AE-AFM speed measurements
at different environmental conditions.
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Abstract: Under physiological conditions, the cornea is exposed to various enzymes, some of them

have digestive actions, such as amylase and collagenase that may change the ultrastructure (collagen

morphology) and sequentially change the mechanical response of the cornea and distort vision,

such as in keratoconus. This study investigates the ultrastructure and nanomechanical properties

of porcine cornea following incubation with α-amylase and collagenase. Atomic force microscopy

(AFM) was used to capture nanoscale topographical details of stromal collagen fibrils (diameter

and D-periodicity) and calculate their elastic modulus. Samples were incubated with varying

concentrations of α-amylase and collagenase (crude and purified). Dimethylmethylene blue (DMMB)

assay was utilised to detect depleted glycosaminoglycans (GAGs) following incubation with amylase.

Collagen fibril diameters were decreased following incubation with amylase, but not D-periodicity.

Elastic modulus was gradually decreased with enzyme concentration in amylase-treated samples.

Elastic modulus, diameter, and D-periodicity were greatly reduced in collagenase-treated samples.

The effect of crude collagenase on corneal samples was more pronounced than purified collagenase.

Amylase was found to deplete GAGs from the samples. This enzymatic treatment may help in

answering some questions related to keratoconus, and possibly be used to build an empirical animal

model of keratoconic corneas with different progression levels.

Keywords: Peakforce-QNM; AFM; cornea; collagenase; amylase; nanomechanics; collagen; collagen

fibril morphology; keratoconus; collagen fibril diameter

1. Introduction

There is a need to investigate and develop a better understanding of corneal ultra-
structure and biomechanics at the nano-level. Understanding corneal ultrastructure and its
response to chemicals is important for a number of ocular disorders, such as keratoconus
that is characterised by a significant deterioration in the collagenous network resulting in a
cone-shape cornea.

The human cornea consists of five layers, in which the stroma represents about 90%
of its thickness. The stroma is composed of many lamellae that are parallel to the corneal
surface. The stroma mainly consists of Type I collagen fibrils that are arranged in a high
degree of lateral order and run in the same direction as their lamellae. Collagen fibrils
consist of several collagen molecules that are aligned together in staggered arrangement
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to form a banding pattern, which is referred to as D-periodicity. Collagen fibrils in hu-
man corneas have relatively uniform diameters of 32.5 ± 1.5 nm and a D-periodicity of
65 nm [1,2], which may be slightly higher in porcine corneas [3]. Collagen fibrils of the
stroma are associated with proteoglycans that keep them aligned and give support to
provide the overall shape and strength of the cornea. Proteoglycans contain chains of
glycosaminoglycans (GAGs), which are polysaccharide molecules that attract water and
are thought to provide the extracellular matrix with additional physical properties not
provided by collagen fibrils alone [4].

The cornea is exposed to a number of enzymes that are either secreted by lacrimal
gland or produced by the corneal cells, such as keratocytes. Some of these enzymes, such
as amylase [5] and collagenase [6] are believed to have digestive actions in the stromal
layer of the corneas. It was also found that these enzymes cause a reduction in collagenous
tissue stiffness; therefore, they may contribute in the progression of keratoconus [7].

Alpha-amylase is an active enzyme in the tear fluid that is thought to increase in
patients with keratoconus [8], where it was found that it can decrease corneal stiffness [9].
Previous studies have used extensometers to examine the effect of alpha-amylase on corneal
sections [9,10]. They found that corneal stiffness decreases with alpha-amylase incubation.
The corresponding alteration in tissue ultrastructure has not been investigated previously.

The other digestive enzyme in the cornea is collagenase, which attacks the peptide
bonds of the triple helix region on collagen. It is found in epithelial and stromal cells and
can be released into the stromal layer in response to trauma for biomechanical modulation
of the collagenous network [6,11–13]. Collagenase has been approved by United States
Food and Drug Administration (FDA) as an injection to improve the range of motion in
joints affected by advanced Dupuytren’s disease [14]. In the eye, collagenase was found
to increase in patients with keratoconus [12,15,16] due to reduction of its inhibitor [17,18].
However, no ultrastructural or nanomechanical investigation has been conducted to show
its activity on corneal tissues.

The investigation of ultrastructural topography and biomechanical properties of the
cornea requires a technique that is less destructive to the samples, such as the atomic
force microscope (AFM). Other techniques such as scanning electron microscopy (SEM)
and transmission electron microscopy (TEM) may provide ultrastructural details of the
cornea, but samples need to be sputter-coated and dried extensively, affecting measurement
of diameters and axial D-periodicity of collagen fibrils [19] as they are altered due to
significant dehydration [20]. Therefore, AFM has been selected in this paper to capture
in vitro ultrastructural topography and nanomechanical properties without extensive
dehydration and sputter-coating which leads to alteration of the ultrastructure through
extensive dehydration [3,19,20].

The use of AFM in the investigation of corneal diseases can help in addressing many
questions. Early AFM studies focused on the collagen fibrils characterisation in mammalian
corneas [21]. Other studies yielded elastic properties of corneal layers [22,23] which is
useful for understanding mechanical properties in healthy and diseased corneas. For ex-
ample, AFM was used to analyse photoablated stromal corneas in comparison to untreated
samples [24]. The study showed undulations and granule-like features on the ablated
stromal surface when a 193 nm excimer laser was used, and confirmed the precision of
laser surgery in removing submicrometric amounts of the stroma. AFM was also utilised
to investigate the ultrastructural topography in stromal layer of human corneas following
collagen cross-linking treatment with riboflavin and ultraviolet-A light [25]. However,
to date, AFM has not been used to examine ultrastructural changes in either keratoconic
corneas or corneas exposed to enzymatic degradation in vitro.

This study takes advantage of recent advances in AFM such as PFQNM-AFM (Peak
Force Quantitative Nanomechanical atomic force microscopy), which enables fast acqui-
sition and mapping of a sample’s mechanical properties [26]. PFQNM-AFM has demon-
strated utility for characterising localised mechanical properties of collagen-rich tissues
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such as the sclera [27] and arterial tissue [28]. Rapid acquisition of tissue ultrastructure is
achievable with comparable high-resolution mechanical property maps.

With PFQNM-AFM, in this study, we investigate ultrastructural and nanomechani-
cal changes following enzymatic incubation of porcine corneal tissue with amylase and
collagenase. We assess GAG depletion following amylase incubation, and also assess the
difference between crude collagenase and purified collagenase on corneal degradation. We
exploit the ability of the AFM microcantilever to act as a “force sensor” at the nano-scale
for this novel application to characterise mechanical degradation in the cornea following
in vitro degradation.

2. Materials and Methods

2.1. Tissue Samples

Eighteen porcine eyes were sourced from 5 to 6 month old pigs from a local abattoir
shortly after slaughter. They were divided into three main groups (6 corneas each group);
amylase-group, crude collagenase group, and purified collagenase group. The corneas
were dissected immediately on arrival (within an hour from slaughter) at the University
of Liverpool. Corneal samples were chosen from the apex (3 mm diameter) after desqua-
mating the epithelial layer using a cotton-tipped applicator and tweezers. The preparation
procedure included snap freezing and cryosectioning to make the corneal sample ready for
AFM experiments.

After dissecting, the samples were carefully rinsed with Phosphate Buffered Saline
(PBS) (Sigma-Aldrich, Dorset, UK), placed in a cryomould with appropriate orientation and
embedded in the non-infiltrating optimum cutting temperature resin (Tissue-Tek, CellPath,
Powys, UK).

Cryosectioning was performed by utilising a Leica cryostat (model CM1850, Leica Mi-
crosystems Ltd., Milton Keynes, UK) to section the frozen corneal samples to a thickness of
5 µm. In the amylase group (6 corneas), eleven sections of 5 µm thickness were taken from
the first third of each cornea. The first third was defined as the anterior stromal layer of
150 µm after the epithelium. In the crude collagenase group (6 corneas), five sections of
5 µm thickness were taken from the first third of each cornea. A similar number of sections
were prepared from the purified collagenase group. In all corneas, sections were taken
after a depth of 20 µm from the anterior surface of the stroma. Sections were then stored at
−80 ◦C until they were tested.

2.2. Enzymatic Treatment

For the amylase group, the cryosectioned tissue (n = 66) was treated with α-amylase
(type Aspergillus oryzae, Sigma-Aldrich, Dorset, UK) for 40 min. Amylase was diluted
in PBS to varying concentrations (0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8, and 2 mg/mL).
The control sections in this group (n = 6) were incubated in PBS only, for the same period.
One drop (40 mL) of amylase at 37.5 ◦C was applied on the amylase treated group and
kept at 37.5 ± 1.1 ◦C for 40 min. Afterwards, the corneal sections were washed with cold
PBS (4 ◦C) and left in air for 18 min in preparation for AFM testing.

For the crude collagenase group, the samples (n = 30) were incubated with crude
collagenase (type Clostridium histolyticum, Sigma-Aldrich, Dorset, UK) for 15 min at
37.4 ± 1.8 ◦C. The treated samples of this group (n = 24) were incubated with one drop
(40 mL) of crude collagenase (0.05, 0.1, 0.15, and 0.2 mg/mL) at 37.5 ◦C that were diluted
in PBS. Those samples were snap-washed firstly by a cold (4 ◦C) aqueous solution of
dichloromethylene diphosphonic acid disodium (NaDTA) at a concentration of 1 mg/mL
to inhibit the activity of the collagenase; and subsequently by PBS twice and tested after
18 min. The control samples of this group (n = 6) were incubated in PBS for 15 min and
snap-washed with NaDTA and PBS.

For the purified collagenase group, the samples (n = 30) were treated with varying
concentrations of purified collagenase (type Clostridium histolyticum, Sigma-Aldrich, Dorset,
UK) at 37.5 ◦C (0.05, 0.1, and 0.15 mg/mL) for 15 min. Six samples served as controls,
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which were incubated in PBS only, for 15 min to investigate the effect of snap-washing
the sections with cold (4 ◦C) NaDTA. The treated samples (n = 24) of this group were also
snap-washed with cold NaDTA and PBS following the enzymatic incubation and tested
after 18 min. Table 1 summarises these groups and treatment solutions.

Table 1. A summary of the groups and treatment parameters.

Samples Amylase Group
Crude Collagenase

Group
Purified Collagenase

Group

No. of Porcine Eyes 6 6 6

No. of Sections 66 66 66

Incubation time (min) 40 15 15

Enzyme concentrations (mg/mL)
0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4,

1.6, 1.8, and 2
0.05, 0.1, 0.15, and 0.2 0.05, 0.1, 0.15, and 0.2

Washing solution PBS NaDTA NaDTA

2.3. PFQNM-AFM Method

A Bruker MultiMode 8 AFM with E-piezoelectric scanner (Bruker Nano Inc., Nano
Surfaces Division, Tucson, AZ, USA) was utilised to investigate the topographical and
elastic property changes of the cryosectioned samples following enzymatic treatment.
The PFQNM mode in air was used, which is most suited for biological samples with struc-
tural heterogeneity [29,30]. This mode is characterised by its ability to control the applied
forces to the sample (or the peak force), which allows indentations to be limited to several
nanometres that both maintains resolution and prevents sample damage. In addition, Peak
Force QNM mode allows measurements at an extremely wide range of elastic moduli
(1 MPa to 50 GPa) [30]. This mode uses the Derjaguin–Muller–Toporov (DMT) model and
a curve fitting process of the unloading portion of the force to calculate elastic modulus, as
outlined in other papers [30,31].

The AFM experiments were conducted with a silicon probe with a rectangular tip, type
RTESPA-300 (Bruker Nano Inc., CA, USA). It was used due to its capabilities of capturing
high resolution topographical images and its ability to measure a wide elastic modulus
range of the samples being tested (200 MPa–5000 MPa). The nominal tip radius was 10 nm,
and spring constant of the cantilever was 22 N/m with a resonance frequency of 300 kHz.

Relative calibration of the AFM was performed before every test. The calibration
procedure was used to define the parameters of the PF-QNM mode. These parameters were
measured relative to a known reference sample, Vishay Photostress PS1 Polymer (Vishay;
Wendell, NC, USA). This reference sample had a known elastic modulus of 2.7 ± 0.1 GPa,
which was utilised to calibrate the AFM and estimate the tip radius. A direct method of
thermal tuning was carried out to measure the spring constant of the cantilever. Finally,
deflection sensitivity was calibrated to convert Volts measured on the photodetector to
nanometres of motion, which was performed by measuring a force curve on an “infinitely
stiff” surface relative to the chosen cantilever. Therefore, a sapphire sample (Sapphire-12M;
Bruker Nano Inc., Nano Surfaces Division, CA, USA) was utilised, which is stiff enough
that the cantilever does not indent it during the force curve measurement.

With the use of the optical microscope integrated with the AFM, images of the cryosec-
tioned corneas were captured for 3 different locations on each sample. Topographical
images were collected at 5 × 5 µm and also 1 × 1 µm. The 1 × 1 µm images were suit-
able to visualise individual collagen fibrils. Peak force error images, which are referred
to as the derivative of topography image [32], were also captured to visualise collagen
fibrils orientation. The peak force frequency and amplitude were set to 2 kHz and 150 nm
respectively. A scan rate of 0.799 Hz was utilised for all samples. The 1 × 1 µm images
were captured with 256 horizontal lines, and each line was scanned at a resolution of
256 pixel/line. The 5 × 5 µm images were scanned with 512 horizontal lines, and each line
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was scanned at a resolution of 512 pixel/line. These setting were chosen following many
trials to obtain good quality images whilst minimising artefacts. In addition, these settings
were recommended by the manufacturer for biological tissues for optimum results.

2.4. Collagen Fibril Analysis

Collagen fibril diameter and D-periodicity were measured with NanoScope Analysis
1.7 software (Bruker Nano Inc., Nano Surfaces Division, CA, USA). Collagen fibrils that
were straight with high contrast and at approximately zero inclination angle were manually
selected from each height image to measure their diameter and D-periodicity. The recorded
values then were averaged for each image. Figure 1 shows an example of the collagen fibril
surface profile that was collected.

 

Figure 1. Collagen fibril surface profile. (a) Height image of the anterior lamella of a porcine cornea obtained with Atomic

force microscopy (AFM). The green line in image (a) shows the area selected for analysis. (b) Schematic diagram showing

collagen fibril morphology. “O” and “G” refer to overlap and gap zones. (c). Line profile generated from the green line

shown in (a) with the corresponding O, G and periodicity shown with reference to (b). The peak-to-peak distance was

measured manually to, which represents the D-periodicity. This analysis process was carried out 3 times as a minimum

to calculate the average value of collagen fibril diameter and D-periodicity for each image. For this image, collagen fibril

diameter and D-periodicity were 55.5 ± 2.4 nm and 67.8 ± 1.1 nm, respectively.

2.5. Glycosaminoglycans Quantification

Eight fresh porcine corneas were utilised for these experiments. The epithelium of the
corneas was removed. Four portions of 6.5 mg in weight were cut from the anterior central
region of the stroma of each cornea and organised into four groups: tissue culture (TC)
group (n = 8), control group (n = 8) and amylase groups (n = 16) that was subdivided into
two subgroups. Each sample of the first amylase subgroup (n = 8) were incubated with
1 mL of α-amylase (2 mg/mL) for 60 min. Samples in the second amylase subgroup (n = 8)
were incubated with the same amount and concentration of the α-amylase for 120 min.
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Control samples were incubated with 1 mL of PBS for 120 min. TC group samples were
incubated with 1 mL of TC (CARRY-C, Alchimia, Italy) for the same period. All samples
were slightly shaken and incubated at 37.5 ◦C. These treatment solutions were assessed
with the Dimethylmethylene Blue (DMMB) assay to quantify the depleted proteoglycans
in the solutions [33].

2.6. Data analysis and Statistics

All statistical analysis were performed using OriginPro 2016 version 9.3 (OriginLab,
Northampton, MA, USA). Data are expressed as mean values and standard deviations
(mean ± standard deviation) unless otherwise stated. The two-sample t-test was used to
test the statistical difference, with the significance level (α) set as 0.05 for all tests.

3. Results

3.1. Amylase Group

Figure 2 shows representative topographical images of control samples of the amylase
group. In control samples, collagen fibrils appeared to be aligned and packed together.
Collagen fibrils had diameters of 55.5 ± 2.4 nm and axial D-periodicity of 67.46 ± 2.3 nm.

α
α

α

 

Figure 2. Typical topography (height) and peak force error images showing collagen fibrils of the

anterior lamella of a porcine cornea (control samples). (a) A peak force error image of a control

sample with a scan size of 10 µm. The yellow arrows show the direction of a lamella that runs at a

right angle to another bundle of collagen fibrils (the green arrows). In each bundle, collagen fibrils

are packed together (b) A height image of collagen fibrils of a control sample. Scan size was 1 µm.

“Height” represents the type of AFM image. A “3D effect” filter was applied for enhancement.

AFM images at different amylase concentrations are shown in Figure 3. It was also
noticed in amylase treated samples that collagen fibril "splitting up" or fusion was observed.
The alignment and regularity of collagen fibrils in the same lamella gradually decreased
with increased amylase concentrations, see Figure 3a,c,e. Some collagen fibrils seemed to
fuse with another adjacent fibril, as shown in Figure 3b,f.

Amylase treatment was associated with collagen fibril dimeter reduction, which
was significant with high amylase concentrations (p < 0.0498), as shown in Figure 4a.
The maximum reduction in collagen fibril diameter was found in samples treated with
2 mg/mL amylase concentration, with a significant reduction of approximately 26% relative
to the control group (p < 0.0001). No changes in D-periodicity were observed following
incubation with varying concentrations of amylase, (p > 0.05), Figure 4b. The maximum and
minimum values of D-periodicity of amylase treated samples were 70.8 nm and 63.1 nm,
respectively.
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Figure 3. Topography and peak force error images showing collagen fibrils of the anterior lamella

of porcine corneas following incubation with varying concentration of amylase. The arrows mark

collagen fibrils that ran in irregular directions to other collagen fibrils following amylase incubation.

Circles mark the places where the collagen fibril underwent fusion and splitting up. Sections (a,b)

were incubated with 0.2 mg/mL amylase. The samples in (c,d) were incubated with 1 mg/mL

amylase. Samples in (e,f) were incubated with 2 mg/mL amylase. The scan size for (a,c,e) was

5 µm. The scan size for (b,d,f) was 1 µm. A "3D effect" filter was applied for enhancement on the

height images.
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Figure 4. Collagen fibril diameters (a) and D-periodicity (b) of the anterior lamella of porcine cornea

samples following incubation with varying concentrations of amylase. All data is represented as box

plots and data overlaid with lower and upper borders of the box to represent the lower and upper

quartiles, and the middle horizontal line to represent the median. The upper and lower whiskers

represent 5th and 95th percentile of the data. n = 6 porcine eyes/group.

The elastic modulus (E) was found to decrease with amylase incubation. Example E
maps following amylase treatment are shown in Figure 5. For the control samples, a mean
E of 2.27 ± 0.15 GPa was recorded. E of treated corneas was decreased by 2.2% with
incubation in 0.2 mg/mL amylase solution. The greatest reduction in elastic modulus of
50.2% was following incubation in 2 mg/mL amylase solution (p < 0.0001).
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Figure 5. Elastic modulus maps of the anterior lamella of porcine corneas of control and amylase-

treated samples. (a) Control sample. Amylase-treated samples incubated with (b) 0.2 mg/mL,

(c) 1 mg/mL, and (d) 2 mg/mL. A scan size of 1 µm was selected for each image.

Figure 6 shows the trend with amylase concentration. E was decreased in a negative
logarithmic relation with increasing amylase concentration. However, no significance
differences were detected in reduction of E when the corneas were incubated with amylase
of 1.8 and 2.0 mg/mL (p > 0.086).

 

Figure 6. Mean values of elastic modulus for the corneal samples treated with varying concentrations

of amylase. The curve was fit with a second order equation. Zero amylase concentration refers to

control samples. n = 6 porcine eyes/group. Error bars represent the standard deviation.
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3.2. Crude and Purified Collagenase Groups

Topographical images of sections treated with crude (Figure 7) and purified (Figure 8)
collagenase revealed a significant deterioration of collagen fibrils with increasing concentra-
tion of the enzymes from 0.05 to 0.2 mg/mL. Topographical details (collagen fibril diameter
and D-periodicity) were not easily identified in sections that were incubated with crude
and purified collagenases of concentration 0.2 mg/mL, as shown in Figures 7d and 8d. The
sections treated with crude collagenase (0.2 mg/mL) showed traces of degraded collagen
fibrils; however, it was possible to identify non-degraded collagen fibrils in samples that
were treated with the lower concentrations of the enzymes.

 

Figure 7. Topography images showing collagen fibrils of anterior lamella of porcine corneas follow-

ing incubation with varying concentration of crude collagenase: (a) 0.05 mg/mL, (b) 0.1 mg/mL,

(c) 0.15 mg/mL, and (d) 0.2 mg/mL. The scan size was 1 µm for each image.

A significant reduction in collagen fibril diameter was found with both crude and
purified collagenase treatment (Figure 9). The reduction in collagen fibril diameter was
higher with increased concentrations of the enzymes (p < 0.0001). The mean collagen fibril
diameter for the control samples for the crude collagenase group was 57.63 ± 2.12 nm and
for the controls in the purified collagenase group, the mean collagen fibril diameter was
58.71 ± 2.26 nm. No significant difference was found between the control sections of both
groups (p = 0.41). The minimum collagen fibril diameter was 39.16 ± 2.1 nm, observed in
purified collagenase treated sections of 0.2 mg/mL, whilst no collagen fibrils were clearly
visible in tissue sections where the highest crude collagenase was used.
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Figure 8. Topography images showing collagen fibrils of anterior lamella of porcine corneas following

incubation with varying concentration of purified collagenase: (a) 0.05 mg/mL, (b) 0.1 mg/mL,

(c) 0.15 mg/mL, and (d) 0.2 mg/mL. The scan size was 1 µm for each image.

Figure 9. Collagen fibril diameter following incubation with varying concentrations of crude and

purified collagenase (n = 6 porcine eyes/group). All data are represented as box plots and data

overlaid with lower and upper borders of the box to represent the lower and upper quartiles, and the

middle horizontal line to represent the median. The upper and lower whiskers represent 5th and

95th percentile of the data.
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The results also showed that PBS slightly decreased collagen fibril diameter. Figure 10
shows that the sections that were incubated in PBS (control sections for 40 min) had collagen
fibril diameters (55.5 ± 2.4 nm) significantly less than those tissue sections that were
incubated for 15 min in PBS (control sections of crude and purified collagenase groups).

 

Figure 10. Collagen fibril diameters of control sections following incubation with PBS only for 15 and

40 min. (n = 6 porcine eyes/group.) Control sections of amylase group were incubated with PBS for

40 min. Controls in the crude and purified collagenase groups were incubated with PBS for 15 min.

Collagen fibril D-periodicity was significantly reduced following incubation with
crude and purified collagenases (p = 0.03) (Figure 11). No significant difference was
found in D-periodicity of collagen fibrils in the control groups for crude and purified
collagenase, 67.6 ± 2.3 nm and 67.4 ± 2.6 nm, respectively. The reduction in D-periodicity
was approximately 8.2% in 0.05 mg/mL crude collagenase group as compared to the control
sections (p < 0.0001), whilst at the same concentration for the purified collagenase group,
the D-periodicity was decreased by approximately 4.2% in contrast to the controls. The D-
periodicity was significantly decreased with increased concentration of the collagenases
(p < 0.0001), where it was reduced to 45.1 ± 2.4 nm (approximately 33.1% lower relative
to the control) at the highest concentration of purified collagenase. It was not possible to
measure D-periodicity of collagen fibrils in samples that were treated with 0.2 mg/mL
crude collagenase because individual collagen fibrils could not be identified.

The elastic modulus significantly decreased in sections that were incubated with crude
collagenase for 15 min, and it decreased more with increasing concentration (p < 0.001),
as shown in Figure 12. For the control samples, the mean E was 2.21 ± 0.16 GPa, with
a 27.6% decrease following incubation with 0.05 mg/mL crude collagenase (p < 0.001).
The maximum reduction of the elastic modulus was 76.5%, which was observed following
incubation with 0.2 mg/mL crude collagenase. Similar trends in terms of E were found with
the purified collagenase-treated corneas, with a significant decrease following incubation
with varying concentrations of the enzyme (p < 0.05), Figure 12. For the controls, mean
E was 2.16 ± 0.18 GPa. E appeared to decrease linearly with an increase in purified
collagenase concentration. A greater reduction in E was found in the crude collagenase
group as compared to the purified collagenase group. This difference was statistically
significant at each concentration (p < 0.001). No significant difference was found in E for
the controls when comparing the crude and purified collagenase groups (p = 0.92).
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Figure 11. D-periodicity of collagen fibrils of porcine cornea sections following incubation with

varying concentrations of crude and purified collagenase (n = 6 porcine eyes/group).

 

Figure 12. Mean values of elastic modulus of corneal samples treated with varying concentrations

of crude and purified collagenase. Zero concentration refers to the control samples (n = 6 porcine

eyes/group). Error bars represent the standard deviation.

3.3. GAG Quantification

Figure 13 shows the quantities of GAGs in treatment solutions. The quantities of GAGs
released in treatment solutions after 60 min and 120 min in amylase were 47.3 ± 8.4 µg/mL
and 73.3 ± 7.5 µg/mL, respectively. GAG quantities released in treatment solutions of
the amylase group were significantly higher than in other groups (control and tissue
culture groups), p < 0.0001. A small quantity of GAGs (14.2 ± 3.1 µg/mL) were released
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in treatment solutions of the PBS group. There was little or no GAGs released in the TC
group. Statistically significant differences were found among the groups (p < 0.01).

 

Figure 13. Depleted sulphated glycosaminoglycans (GAGs) of porcine corneal samples following

incubation with tissue culture (TC), Phosphate Buffered Saline (PBS), and amylase. (n = 8 porcine

eyes/group).

4. Discussion

This paper utilises the PFQNM-AFM mode to investigate nano-scale alterations in the
mechanical properties and collagen fibril ultrastructure of the porcine cornea following
in vitro enzymatic degradation. The paper presents a novel application of this fast data
acquisition AFM mode, utilising the AFM cantilever as a sensor for detecting alterations in
the cornea following enzymatic degradation with amylase, crude collagenase, and purified
collagenase.

The use of AFM has significant advantages in investigating nanomechanical and
ultrastructural details over other nano-imaging techniques (such as SEM) and over con-
ventional mechanical testing techniques such as extensometry [34]. AFM has made it
possible to observe differences in stiffness of a composite material (soft tissues) and visu-
ally distinguish between hard and soft regions. With regard to imaging, collagen fibrils
can be visualised without the need for special treatments (such as metal/carbon coating)
that would irreversibly alter or damage the samples [34]. Clearly, an advantage of AFM
is the ability to not only record ultrastructure but also to quantify the nanomechanical
properties of samples [19,35]. With the use of PFQNM mode, AFM provides a link between
samples topography and its mechanical properties in nanoscale, with rapid acquisition of
high-resolution mechanical property maps [30].

4.1. Corneal Degradation with Amylase

Collagen fibril diameters of the corneal sections were decreased following incubation
with amylase. In an earlier AFM study, it was found that the collagen fibril diameter in the

206



Sensors 2021, 21, 1629

porcine corneal stroma is 55.6 ± 5.2 nm for hydrated sections [3], which is consistent with
collagen fibril diameters of the air-dried control sections in the current study. The reduction
of collagen fibril diameters following incubation with amylase suggests the important
role of proteoglycans in maintaining the collagen fibril diameter. It was found that the
sclera (white of the eye) of highly myopic human eyes is associated with reduction of
proteoglycans and contained an increased number of smaller diameter collagen fibrils in
comparison with normal human sclera, which leads to an increase in sclera elasticity [36].
That finding might justify the currently presented change in collagen fibril diameters
following the proposed depletion of proteoglycans with amylase.

We found that the axial collagen fibril D-periodicity did not change following treat-
ment with amylase. The axial periodicity of Type I collagen fibrils in normal human corneal
stroma has been reported as 65 nm, with X-ray diffraction [37] and 67 nm with AFM [20],
which is close to the mean values of collagen fibril D-periodicity in the control samples in
this study. Given that we found non-significant changes in collagen fibril D-periodicity in
the amylase treated samples, our findings suggest that collagen fibrils were not digested
by the amylase.

Loss of collagen fibril orientation, splitting-up and fusion of collagen fibrils was
observed following enzymatic treatment with amylase. A similar finding was also re-
ported in sclera samples following incubation with amylase [38], suggesting that depletion
of proteoglycans which are located between collagen fibrils results in this alteration to
collagen fibrils.

GAGs were depleted from the stroma of the cornea samples following incubation with α-
amylase. GAG depletion appears to weaken the collagenous network of the tissue. The quantity
of depleted GAGs from the samples was a function of incubation time. A small quantity of
GAGs was released after incubation with PBS, which could have occurred as a result of tissue
swelling which may damage the tissue surface and thereby lead to GAG release.

The elastic modulus was significantly decreased in amylase treated sections. Proteo-
glycans act as cross-links between the collagen fibrils, which together lead to the mechanical
properties of the tissue. By analogy, the depletion or break down of these cross-links leads
to deterioration of the normal ultrastructural organisation of the tissue, and subsequently
reduction of tissue stiffness [39]. The reduction of stiffness in collagenous tissue following
amylase incubation was also stated in a number of studies [9,10,40], where amylase was
utilised to deplete proteoglycans of collagenous tissues.

We found that as the concentration of amylase increased, there was a greater reduction
in E, which implies that high concentrations of amylase increases the number of cleavages
on α-1,4 glycosidic bonds. These bonds link the GAGs to the core protein of the proteogly-
cans [41]. GAGs fill the space between the collagen fibrillar network in the extracellular
matrix. Depletion of these GAGs with amylase appears to disrupt the organised network
of collagen fibrils, leading to a weakening of the physical properties of the collagenous
tissue, as has been suggested previously [4,39].

4.2. Corneal Degradation with Collagenase

Both crude and purified collagenase significantly degraded corneal samples, with
significant changes in the ultrastructure which were manifested by alterations in collagen
fibril diameters and their structural organisation. Collagen fibrils in the collagenase treated
samples (crude and purified) exhibited a reduction in diameter with increased enzyme
concentration. The reduction in diameter is mainly attributed to digestion of collagen
fibrils by collagenases as is the established function of this enzyme [42–45]. The current
finding agrees with a previous study that used AFM to measure the adhesion force and
ultrastructure of the collagen fibrils on the Achilles tendons of rats following injection of
collagenase [46].

It was found that collagen fibril D-periodicity significantly decreased following incu-
bation with collagenases (crude and purified). Hence, significant digestion of the collagen
fibrils occurred with these enzymes. In support of the current results, Lee and colleagues
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(2011) found that D-periodicity of collagen fibrils in the Achilles tendon of rats was signifi-
cantly reduced after collagenase incubation [46]. Therefore, it can be said the collagenase
did not fragment the collagen fibrils but instead digested them along the fibril axis. This
suggestion has been supported by previous studies, where it was reported the collagenase
did result in fibril fragmentation but decreased their diameter and D-periodicity [46,47].

Collagenase decreased the stiffness of the corneal tissue, and this reduction increased
with enzyme concentration. These results agree with previous studies in which bacterial
collagenase reduced tissue stiffness [47–49]. It is well known that collagen fibrils provide
structural integrity to tissues and their deterioration causes a reduction in stiffness and
subsequent geometrical modifications in the tissue [37,50,51]. This deterioration can be
interpreted as a reduction in collagen fibril diameters, which was found to be correlated
with their stiffness [27].

Interestingly, we found that crude collagenase has a stronger effect on ultrastructural
details and mechanical property deterioration than purified collagenase. This result agrees
with Gaul et al. (2018) who found that arterial tissue incubated with crude collagenase
showed more degradation responses to strain than those incubated with purified collage-
nase [42]. This is attributed to contamination of crude collagenase with other proteolytic
enzymes [43]. Therefore, the ultrastructural details were not possible to be observed in
samples where high concentration of crude collagenase was used.

Elastic modulus values of porcine corneas, reported in previous studies [52,53], is less
than those measured by AFM (nano-scale). E of control corneas (whole thickness) tested by
nanoindentation with a 100 µm flat punch [52] and inflation testing [53] were in the range
of 40 to 700 kPa depending on testing conditions such as internal pressure and hydration.
However, E measured on corneal sections (5 µm thick) in this study were in the range of
2 to 2.45 GPa. The difference between the testing length scale is one of the reasons for
higher E measured by AFM, where elastic modulus at the macroscale reflects the bulk
elastic response of the corneas in the tangential direction. E measured by AFM reflects the
mechanical properties of the tissue ultrastructure. It has been reported that differences in
testing scales from macro- to the micro-scale leads to higher E, which can be attributed
to the tissue components being probed at each length scale [54,55]. Another reason for
high values is due to lack of hydration. The tissue sections were air-dried to obtain higher
resolution images of the collagen fibrils than is possible under liquid. Sample thickness
also affects E where the thicker the sample, the less effect there is of the substrate on sample
stiffness [56]. However, increasing the thickness of the AFM sections reduces the quality of
the topographical images. Therefore, an optimal tissue thickness was required to balance
image quality and reduce substrate effects.

5. Limitations

It was hypothesised that the thickness of the tissue sections after the enzymatic
treatment would decrease however, it was not possible to measure cryosection thickness
following enzymatic degradation. Reduction in tissue thickness may have impacted E.
Another limitation includes testing the samples in air that resulted in elevated values of
corneal elastic modulus.

6. Conclusions

PFQNM-AFM served as a suitable method for examining nanomechanical and ultra-
structural changes in the cornea following incubation with amylase and collagenase. Amy-
lase treatment reduces collagen fibril diameter and corneal stiffness, but not D-periodicity
of collagen fibrils. The reduction in corneal stiffness and collagen fibril diameter increased
with amylase concentration due to GAG depletion, which is thought to break-down pro-
teoglycan linkages with collagen fibrils that leads to deterioration in corneal stiffness.

Collagenase treatment gradually deteriorates the ultrastructure and the stiffness of
the cornea. These changes are significantly higher than the changes obtained with amylase
treatment. The deterioration of the ultrastructure includes reduction in both the diameter
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and the D-periodicity of collagen fibrils. Incubation with crude collagenase has a greater
effect on corneal samples than purified collagenase. The disruption of collagen fibril
morphology results in reduction of nano-scale stiffness.
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Abstract: Atomic force microscopy is an extremely versatile technique, featuring atomic-scale imag-
ing resolution, and also offering the possibility to probe interaction forces down to few pN. Recently,
this technique has been specialized to study the interaction between single living cells, one on the
substrate, and a second being adhered on the cantilever. Cell–cell force spectroscopy offers a unique
tool to investigate in fine detail intra-cellular interactions, and it holds great promise to elucidate
elusive phenomena in physiology and pathology. Here we present a systematic study of the effect of
the main measurement parameters on cell–cell curves, showing the importance of controlling the
experimental conditions. Moreover, a simple theoretical interpretation is proposed, based on the
number of contacts formed between the two interacting cells. The results show that single cell–cell
force spectroscopy experiments carry a wealth of information that can be exploited to understand the
inner dynamics of the interaction of living cells at the molecular level.

Keywords: cell-cell interaction; force spectroscopy; atomic force microscopy; cell mechanics;
mechanobiology

1. Introduction

Cells have several evolved mechanisms to sense and respond to mechanical stimuli in
their environment. Mechanical forces transmitted through cell–matrix and cell–cell interac-
tions play a pivotal role in the organization, growth, maturation, and function of living
tissues [1–5]. Cell–cell interactions are not only crucial to maintaining tissue morphogenesis
and homeostasis, but they also activate signaling pathways important for the regulation of
different cellular processes including, cell survival, cell migration, and differentiation [6,7].
Alterations in the plasma membrane composition, and consequently, its nanomechanical
properties and the nanoscale forces arising from the cell–cell interactions, can impair cellu-
lar mechanosensitivity [8,9] and eventually lead to the onset of several human pathologies.
Although cell–cell connections are commonly represented as two phospholipid bilayers
tethered by a few receptors, the compartments created possess properties that are distinct
from and more complex than other parts of the plasma membrane. Indeed, cell mechanics
is affected during the pathological mechanisms in breast cancer diseases by the alteration of
the expression of cell membrane components [10]. The interaction of Aβ42 oligomers was
also found to negatively influence the membrane’s biophysics of hippocampal neurons [11].
Therefore, the understanding of the underlying molecular pathways of cell–cell interactions
is a crucial aspect for a better comprehension of human pathologies.

In this context, mechanobiology has emerged as an active field to quantify the me-
chanics of cell–cell and cell–matrix interactions integrating biophysical measurements
and technique developments ranging from the molecular to cellular level. Among the
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biophysical techniques in this field, atomic force microscopy (AFM) is an exciting analytical
tool to measure the binding mechanics of cell–cell molecules. The AFM was originally
used to obtain surface topography. Moreover, it precisely measures the interaction force
between the probe tip and the sample surface with pico-nano Newton resolution. Different
AFM approaches have been successfully applied to study cellular systems. The use of
large colloidal or flat probes in indentation experiments allows the determination of the
mechanical properties of a cell, mediating the result on a large contact area [12]. At the
same time, the use of a sharp tip as indenter allows detection of local changes of mechanical
properties [13,14] as well as investigation of single-molecule unfolding events [15]. The
stiffer cytoskeletal filaments network [16] can be characterized by AFM, as well as the
softer nuclear compartment [17].

Functional probes in molecular recognition force microscopy mode allowed for detect-
ing specific ligand–receptor interaction forces [18] on cells. Although the size and shape
can change significantly, the probe is always made by a rigid material, generally silicon or
silicon nitride, in some cases coated/functionalized with a single molecular species.

A more advanced methodology for single cell force spectroscopy has been further
established to quantify cell–substrate adhesion [19]. The idea is to bind a living cell
to an AFM tipless cantilever, using it as an extraordinarily powerful, but at the same
time complex, probe. The presence of many specific binding sites and different non-
specific interaction sources makes the analysis of force spectroscopy curves acquired in this
modality a challenging task. For this reason, the technique has often been applied on simple
and well-controlled samples; material substrates [20], substrates coated/functionalized
with a single molecular species [21], or multifunctional substrates of very well-known
molecules [22].

The cellular probe can be used to extend the analysis beyond the cell–substrate interac-
tion, and studying with great detail cell–cell adhesion. Cell–cell force spectroscopy (CCFS)
is a technique in which a cell attached to the tipless AFM cantilever is brought in contact
with another living cell, while the interaction force is collected [23]. The quantitative
evaluation of cell–cell interaction offers a powerful tool for biomedical research and it
paves the way for future diagnostic translation. In fact, this experimental procedure can
be further extended to probe cell–tissue interaction. Nowadays, the challenging idea to
consider the adhesion between a particular cell with cells derived from a tissue possibly
involved in a pathological state, such as cancer, as a diagnostic marker of the pathology is
not far to be realized.

Besides its great potential, CCFS has been the focus of only a relatively low number
of papers published in the field. The complexity of cell–cell curves requires a particular
attention in the analysis. In this context, it is fundamental to control the experimental
conditions, having a clear understanding of how particular acquisition parameters can
influence the results. Clear and standard methodologies are still not defined. In this work
we present a systematic approach to CCFS. Using Chinese Hamster Ovary (CHO) cells and
testing cell-cell interaction varying different experimental settings, aiming to disclose how
these settings are influencing the results.

2. Materials and Methods

2.1. Cell Culture

CHO (CCL-61T; ATCC, Teddington, UK) cell lines were cultured on Petri dishes
(Techno Plastic Products, Neuchâtel, Switzerland), coated with poly-D-lysine (PDL; Sigma-
Aldrich, Milano, Italy), in Dulbecco’s modified Eagle’s medium (Gibco, Paisley, UK) con-
taining 4.5% glutamine and glucose, 10% inactivated fetal bovine serum, 1.0% penicillin-
streptomycin, and 1.0% nonessential amino acids (Gibco) at 37 ◦C in 5.0% CO2. The cells
were split every 4–5 days before reaching a confluency rate of <80%.
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2.2. Cantilever Functionalization and Cell Capture

Single beam silicon tipless cantilevers TL1-50 (NanoWorld, Neuchâtel, Switzerland),
with a nominal spring constant of 0.03 N/m, were irradiated in an ultraviolet/ozone cleaner
(ProCleaner; Bioforce Nanosciences, Ames, IA, USA) for 15 min before functionalization.
The cantilevers were functionalized with concanavalin A (ConA, Sigma-Aldrich, Milano,
Italy) as previously described [24,25].

For cell attachment, CHO cells (density of 3 × 103 cells mL−1) were removed from
the Petri dish via trypsinization. Briefly, the culture medium was removed from the Petri
containing the confluent cells, and the cells were first washed with sterile phosphate-
buffered saline (PBS) and, subsequently, incubated with 0.5% trypsin-EDTA 0.05% (Gibco,
Thermofisher, Milano, Italy) for 2 min at 37 ◦C. The trypsinized cells were resuspended in
1 mL of PBS buffer and centrifuged for 5 min at 200× g. After centrifugation, the cells were
resuspended in PBS and gently agitated. A few detached cells were injected into a standard
sterile Petri dish where CHO cells were cultured at a density of 3 × 103 cells mL−1. Before
cell seeding, a small part of the coverslip was coated with agarose, by spreading a 20 µL
drop of 0.15% w/w agarose solution (Sigma-Aldrich, Milano, Italy) until gelification. The
lack of adhesion between the cell and the repulsive agarose surface significantly increased
the efficiency of the cell capture procedure. A single cell was captured by pressing for 30 s
the functionalized cantilever onto a cell lying on the agarose spot with a controlled force
of 2.0 nN, and then by lifting the cantilever. The system was left for 10 min to get a stable
cell-cantilever contact before the acquisition of force–distance (F–D) curves.

2.3. Cell–Cell Force Spectroscopy (CCFS)

CCFS experiments were carried out using a Nanowizard III system (Bruker, JPK
Instruments, Berlin, Germany), coupled with an AxioObserver D1 (Zeiss, Oberkochen,
Germany) inverted optical microscope. A CellHesion module (Bruker, JPK Instruments)
was used to extend to 100 µm the vertical displacement range of the AFM. All experiments
were carried out at 37 ◦C in PBS containing 2.0 mM CaCl2 and 2.0 mM MgCl2 and setting the
force-curve length at 80 µm to achieve complete detachment of the cell probe from the target
cell. For each set of experiments, only the measurement condition in consideration was
changed while keeping the rest of the parameters unaltered. All the acquired F–D curves
were processed with the JPK Data Processing software to correct for the bending of the
cantilever and to remove the baseline offset and exported in txt format for further analysis.

Approach and retract speeds: the approach and retract speeds were also analyzed. For
all the cases, the contact was kept for 45 s using the constant-height as the delay mode (see
below). The setpoint force, hence the maximum force exerted between the two cells, was set
at 1.0 nN. For the evaluation of the approach speed influence in the cell–cell interaction, the
cantilever was lifted at a constant velocity of 10.0 µm/s. Different approach speeds (1, 2.5,
10, 25, and 50 µm/s) were investigated. To understand how the retract speed influences
the measurements, the approach speed was set at a constant velocity of 10.0 µm/s. After
the contact, the cell probe was lifted at 1, 2.5, 10, 25, and 50 µm/s. Over 10 F–D curves per
speed were acquired for every experiment, for a total of 53 and 354 curves for approach
and retract speeds, respectively.

Delay time: different extended pauses (1, 15, 30, 45, 60, and 120 s) were studied. The
cell probe was lowered at a constant speed of 10.0 µm/s until the cell probe contacted the
target cell and the preset force (setpoint force) of 1.0 nN was reached. The constant height
was used as the delay mode. The cell probe was then retracted, lifting the cantilever at a
constant velocity of 10.0 µm/s. A total of 211 curves were acquired.

Setpoint force: three setpoint forces (1, 10, and 30 nN) were studied. The cell probe
was lowered at a constant speed of 10.0 µm/s until the cell probe contacted the target cell
and the preset force was reached. The contact was kept for 45 s using the constant height
as the delay mode. Then the cell probe was retracted, lifting the cantilever at a constant
velocity of 10.0 µm/s to register the F–D curve. At least 33 F–D curves per each setpoint
were acquired for a total of 100 F–D curves.
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Delay mode: the contact between the two cells can be maintained in two different
modalities, constant-force and constant-height. In constant-force, after reaching the setpoint
force, the piezo actuator compensates for any change of the interaction force associated
with the cell shape’s adaption and remodeling under an applied load. In constant height
mode, the piezo actuator maintains a fixed position after reaching the setpoint force. In
this second case, the cell position is fixed, but the interaction force can change due to the
cell’s ability to remodel its shape. The cell probe was lowered and retracted at a constant
speed of 10.0 µm/s. The cell probe was kept in contact with the target cell for 45 s after the
preset force of 1.0 nN was reached. A total of 52 F–D curves for constant force mode and
41 F–D curves for the constant height mode were analyzed.

2.4. Data Analysis

Force spectroscopy curves were exported from the JPK software to text format, and
further analyzed using a custom software developed using Python 3 and the scientific
libraries offered by NumPy/SciPy [26]. The source code of the software is currently
available through github [27]. The software is designed to analyze the retract segment of
each force–distance curve, batch processing a folder based on a selected set of parameters
and exporting the results in a comma-separated values (CSV) text file for further statistics
(see below). Each curve is processed to identify the baseline (based on the part of the curve
far from the sample) and the origin of the Z is placed where the retract curve first crosses
the baseline value; all distances are calculated with respect to this point. The curve is thus
segmented, using peaks in the first derivative to identify discontinuity points (based on a
Savitzky–Golay filter [28]. The final detachment point (Zdet, Fdet) is thus identified as the
last discontinuity point. The detachment work W (see Figure 1) is calculated as the area
under the curve from Z = 0 to the detachment point Z = Zdet.

Figure 1. Typical force–distance (F–D) curve acquired in cell–cell force spectroscopy (CCFS). The
curve starts when the CHO cell attached to a tipless cantilever is positioned at 80 µm on top of
a selected target CHO cell. This is represented as the cartoon in the top right. The atomic force
microscope (AFM) cantilever then begins to move towards the target cell with a constant approach
speed va (red line) reaching the preset setpoint force value F0 (see cartoon in the top left). At this
point, cells are kept in contact having constant either the applied force or the position (delay mode).
After the contact time (delay time, τ), the AFM cantilever is pushed-away from the target cell and
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cells begin their detachment (cartoon in the lower left). The detachment process (green line) occurs
with a constant retract speed vr and it is characterized by several rupture events. The latter are
generally associated with specific cell-cell interactions. The F–D curve ends when a final plateau at
force ~0 nN is reached corresponding with the full detachment of the cells.

3. Results

Cell–cell interactions were investigated by AFM-based force spectroscopy (hereafter
called cell–cell force spectroscopy, CCFS). Generally, these experiments consist of force
versus displacement curves obtained when a cell adhered to the tipless cantilever is brought
in contact with a second cell seeded in the culture dish, as represented in Figure 1. The
measure starts when the tipless cantilever, functionalized with the CHO cell, is settled
above the target CHO cell but far from the sample. Then it is moved towards the sample
with a constant approach speed va (red line in Figure 1) until the preset force value Fs

(setpoint) is reached. It is relevant to keep this force under a few nN, in order to restrict
the interaction between the cells to the membrane and cortical region, without causing
any damage to the cells. Cells are kept in contact for different preset times (contact time τ)
while keeping constant either the applied force or the position (delay mode). Subsequently,
the AFM cantilever is pushed away from the surface with a constant retract speed vr,
independent of the approach one. The retract segment (green line in Figure 1) shows many
steps, associated with the rupture of specific bonds between the cells, and the experiment
ends when the cells are fully detached (observed in the curve when a final plateau at
force ~0 nN is reached). Each curve is then segmented, and a set of relevant parameters is
extracted (see Section 2.4), including the detachment (or adhesion) work W that was further
used to primarily quantify the cell-cell interactions. All these experimental parameters
impact the corresponding detachment curve, and they can disclose different aspects of the
cell–cell interaction.

The influence of the retraction speed was analyzed by varying vr while keeping con-
stant all other parameters: approach speed va = 10.0 µm/s, setpoint force F0 = 1.0 nN,
contact time τ = 45 s, delay mode: constant height. The results are reported in Figure 2a
where the detachment work W is plotted as a function of the retract speed. The distribu-
tion of measured W clearly shows a trend towards higher average values, accompanied
by larger distributions and the appearance of a tail for large values in the distribution
(Figure 2a). While the retraction speed is expected to impact the adhesion work largely,
another less obvious and often neglected parameter was also investigated: the approach
speed. A second set of experiments where the approach speed va has been varied is re-
ported in panel b) of Figure 2. All the other parameters have been kept constant: retract
speed vr = 10.0 µm/s, contact time τ = 45 s, delay mode: constant height. Interestingly, the
trend in this case suggests a decrease of the detachment work with increasing approach
speed (Figure 2b) and no broadening of the distribution is apparent for this experimental
configuration.

Other parameters that can influence cell–cell adhesion are the delay time τ and the
setpoint force F0 (see Figure 2c,d). The impact of the delay time was studied in an experi-
mental set acquired with the same approach and retract speed of 10.0 µm/s, and keeping
the height constant while in contact, after having reached the sample with a setpoint force
F0 = 1.0 nN. The average detachment work in this condition increases with the delay time
over the full range of 120 s (Figure 2c). Conversely, the standard deviation of the data
remains almost constant for all points but the last one, which shows a broader distribution
of values (Figure 2c). A similar analysis was performed for the setpoint force F0, while
keeping the speeds and the delay time constant, at 10.0 µm/s and 45 s respectively. In this
case, only 3 values were acquired, as larger forces were clearly associated with perma-
nent deformations/damage of the cells. The results reported in Figure 2d show that the
adhesion work grows with the indentation force, and higher forces are associated with
broader distributions.
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τ

τ

Figure 2. Influence of the experimental settings on cell-cell interactions. (a,b) show the distribution
of the work spent to detach the probe cell from the target cell when the retraction speed (a) and the
approach speed (b) were modified. (c,d) display the effect of the delay time τ (c) and setpoint force
(d) in the distribution of the adhesion work.

Furthermore, the impact of two different delay modes, constant-force and constant-
height, was also investigated (Figure 3). The cell probe was lowered and retracted at a
constant speed of 10.0 µm/s and kept in contact with the target cell for 45 s after the preset
force of 1.0 nN was reached. The vertical deflection variation as well as the relative piezo
displacement over the time for the two selected delay modes are reported in Figure 3a,b.
The results show that, when the setpoint force is kept constant (Figure 3a, blue line) during
all the time the cells are in contact, the relative piezo displacement (Figure 3a, green line)
decreases due to the dynamic rearrangement of the cells able to remodel their structure
when subjected to an external force. On the other hand, when the constant height mode was
employed (Figure 3b), after an initial and rapid increase of the vertical deflection to reach
the setpoint force of 1.0 nN, the force decreases settling down to lower values (Figure 3b,
blue line) being the height to be kept constant as shown by the relative piezo displacement
signal (Figure 3b, green line). The distribution of the detachment work while using these
two modes is presented in Figure 3c. Results reveal that work needed to detach both cells
in the case of constant-force mode is significantly higher than in the case of constant height
mode and higher forces are associated with broader distributions.
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Figure 3. Influence of the two different delay modes on cell–cell interactions. When cells are kept
under a constant applied force during the contact time (blue line in (a)), they reshape their structure
resulting in a compensatory decrease in the relative piezo displacement signal (green line). In contrast,
when it is kept constant the separation between the AFM cantilever and the sample (green line in (b)),
the vertical deflection signal in the photodiode initially increases to reach the preset force setpoint
(blue line) to, subsequently, decrease during the contact time. (c) shows the distribution of the work
spent to detach the probe cell from the target cell when both delay modes are investigated.

4. Discussion

The pattern of interaction measured with CCFS is extremely rich, and the fine de-
tails are expected to depend on the specific cellular system and the characteristics of the
molecular players involved in the adhesion [29]. Nevertheless, the general behavior ob-
served in Figure 2 can be described at the first order in terms of simplified components.
To the simplest approximation, the CCFS experiment can be modeled as two viscoelastic
(semi-)spheres that are brought in contact with constant velocity va till the interaction force
reaches a maximum value F0, where the motion is halted for a time τ During the contact,
we can assume that a set of N surface bonds are formed, and they contribute, together with
the intrinsic properties of the cell, to the definition of the detachment work W measured
while the cells are being pulled apart with constant speed vr.

We assume that the extraction work W is proportional to the number N of bonds being
formed during the interaction, and that this number in turn simply depends on the area of
interaction between the cells and the time they spend in contact:

W ∝ N ∝

∫
T_i

S(t)dt
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where the integral is made over the interaction time Ti and S(t) indicates the instantaneous
interaction surface. Under this simple approximation we can revisit the results presented
in the previous section, where only one experimental parameter at a time was modified,
keeping all the other conditions constant.

For the experiments of Figure 2c, only the delay time was changed, while approach
and retract speed were kept constant. Given that the setpoint force is the same for all these
curves, we do not expect a major change of the contact area, and the number N (and so the
extraction work W) is expected to be directly proportional to the time spent in contact, plus
a small offset associated to the indentation phase (from F = 0 to F = F0). The experiments in
Figure 2c show this trend, as demonstrated in Figure 4a where the average values of W for
this experiment, with the corresponding linear fit, is shown.

  
Figure 4. Average extraction work W as a function of (a) delay time, (b) force setpoint, (c) approach
speed and (d) retract speed. The experimental data were fitted with the equation reported in the
corresponding legend, obtaining the following parameters: (a) A = 0.05 fJ and a slope B = 1.72 fJ/s;
(b) offset A = 0.42 fJ and a coefficient B = 5.13 fJ N3/2; (c) A = 282 zJ/s and B = 27.0 µm/s; (d) A = 0.21
nPa s and B = 5.0 fJ.

The same simplified consideration can be applied to guess the trend of W as a function
of the setpoint force. The maximum force directly affects the area of interaction between
the cells. To have an approximation, we can use the Hertz contact mechanics theory [30]
that gives an estimate for the area between the surfaces:

A = πa2 = πR δ0

220



Sensors 2021, 21, 1069

where a is the contact radius, R the effective radius of the cells, δ0 the indentation cor-
responding to the maximum force. The same theory connects this indentation to the
force F0:

F0 ∝ δ
3/2

→ δ0 ∝ F0
2/3

and this suggests that the area should be proportional to:

A ∝ F0
2/3

and so the adhesion work W. In Figure 4b we present the best fit of W(F0) with this
power law.

Interestingly, the extraction work appears to be influenced by the approach speed as
well (see Figure 2b). In particular, W slowly decays with the speed va, indicating that the
number of established bonds is lower for higher speed. In fact, the time the two cells remain
in contact is inversely proportional to the approach speed, as the final (hold) position is the
same for all configurations. This behaviour is directly fitted to the data in Figure 4c, where
an additional coefficient accounts for constant contributions in addition to the variable one.

To understand the different values of extraction work measured as a function of the
retract speed, the number of bonds cannot be the dominating factor, as this is expected to
be the same for all conditions. Instead, the origin of the different values has to be found in
the dynamical response of the cell–cell complex. While being pulled, this structure will
present two main contributions. The first is a proper viscous drag, associated to the nature
of the cell, which is expected to be linearly proportional to the pulling speed vr. While
this effect dominates at higher speed, the second mechanism contributes to deviate the
curve from the simple linear drag for low speeds. In fact, the two cells are connected by
soft bonds, whose resistance is expected to follow a kinetic activation mechanism, which
results in a logarithmic dependence on the speed [31]. Putting these two terms together, it
is possible to fit the experimental data well with only two parameters (see Figure 4d).

Moreover, the difference between delay modes has been compared and the results are
reported in Figure 3. This experiment introduces a different aspect to the analysis, related
to the active nature of the adhesion process. Cells are exquisitely mechanosensitive; they
are able to feel the external force [32,33] and react by rearranging their shape and reducing
the stress. This mechanism cannot be simply described in terms of physical components,
but it should include the biological mechanism of mechanosensing, and its main molecular
players [34]. Nevertheless, it is crucial to control the contact mode to obtain reliable results
in CCFS, as demonstrated in Figure 3.

5. Conclusions

This work shows how the choice of the experimental conditions can influence the
results derived from CCFS experiments. The specific shape of the CCFS curve depends on
a plethora of events associated with the nanoscale interaction between the cells, convolving
physical and biological contributions such as the roughness of the membrane, the activation
of specific receptors on the surface, or the presence or invaginations and water pockets
within the adhesion surface. Although it is not trivial to deconvolve the contribution
of any single component contributing to the inherent complexity of the physical contact
between the two living cells, we demonstrated that a first-order understanding of the trends
observed at different conditions can be deduced by simple theoretical considerations, where
the main parameter is the number of bonds being formed between the cells during the
contact phase.

Furthermore, this work also suggests that the choice of experimental conditions that
are generally not considered, such as the approach speed and the delay mode, can bring
significantly, and in some cases unexpected, variations in the results. The hints suggested
by our work represent a step forward towards the definition of the best experimental
practices.
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Abstract: The increase in capabilities of Scanning Probe Microscopy (SPM) has resulted in a parallel

increase in complexity that limits the use of this technique outside of specialised research laboratories.

SPM automation could substantially expand its application domain, improve reproducibility and

increase throughput. Here, we present a bottom-up design in which the combination of positioning

stages, orientation, and detection of the probe produces an SPM design compatible with full automa-

tion. The resulting probe microscope achieves sub-femtonewton force sensitivity whilst preserving

low mechanical drift (2.0 ± 0.2 nm/min in-plane and 1.0 ± 0.1 nm/min vertically). The additional

integration of total internal reflection microscopy, and the straightforward operations in liquid, make

this instrument configuration particularly attractive to future biomedical applications.

Keywords: SPM; automation; femtonewton resolution; vertical probes; translation stages; inertial

drive; piezo actuators; vertical positioning

1. Introduction

Over the past few decades, the discovery of new nanoscale phenomena has produced
scientific and technological breakthroughs across various disciplines from natural sciences
to engineering [1] and medicine [2–4]. The increased interdisciplinarity of these discov-
eries, and their comparable length scale, reveals a convergence at the nanoscale between
these different disciplines [5,6] with the promise for even stronger future integration. In
medical science, the transition from microscale to nanoscale observations has enabled
faster, more accurate and cheaper diagnostic tools [7]. Whether it is the relation between
cell wall mechanics and cancer cells [8–14] or the detection of cellular nanoscale fluctua-
tions [15–17], it seems clear that the exploitation of nanoscale effects is crucial to the future
of biomedical diagnostics.

Scanning Probe Microscopy (SPM), one of the most diverse techniques in this area, has
become an essential research tool in cellular and molecular biology [18]. When operating
in force mode, Atomic Force Microscopy (AFM) [19] extends the intuitive sense of touch
directly from the user’s frame of reference down to the nanoscale. As a result, AFM data add
a unique mechanical assessment of the specimen that is lacking in other characterisation
techniques, such as Dynamic Light Scattering [20] (DLS), Raman [21], or Nuclear Magnetic
Resonance [22,23] (NMR) spectroscopy. It is precisely the combination of extreme spatial
resolution and the ability to manipulate the sample at the nanoscale, that gives AFM
the potential to become an ideal tool for biomedical applications [24–26]. Despite these
capabilities, it has been challenging to transition SPM technology from research laboratories
to clinical or medical applications [27]. The main difficulties can be summarised in three
points: (1) the technology requires a highly skilled specialised operator to be present at
all times, (2) the most advanced SPM applications are difficult to reproduce [14], and (3)
the statistical basis underpinning SPM measurements can be considered weak from a
biomedical perspective due to the low throughput [28].
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Here, we suggest that a fully automated SPM with femtonewton sensitivity and the
ability to perform measurements in physiological conditions could solve most of the above
problems and enable widespread adoption of this technology in the biomedical area. It is
essential to notice that the requirements for automation and a bio-compatible environment
have to preserve the unique SPM sensitivity and versatility to ensure the full impact of
this technology.

This work presents a bottom-up design approach to the challenges described above
and its initial implementation on an actual Lateral Molecular Force Microscope (LMFM) [29].
The LMFM uses vertically oriented probes (VOP) with a much higher force sensitivity than
conventional horizontal AFM cantilevers due to their orientation [30]. The sensitivity of the
LMFM has already been successfully demonstrated [31] and is essential when investigating
weak biomolecular processes [32,33] or imaging soft nanostructures [34]. Presented below
are a series of design solutions, which significantly increase the stability, precision and
usability of the modified LMFM. Finally, these changes align with the constraints imposed
by future automation levels and retain the versatility required for biomedical applications.

2. Materials and Methods

2.1. Sensitivity and Versatility of Vertically Oriented Probes

LMFM [29] is part of the SPM family with a vertically oriented probe and can use
commercially available ultra-compliant silicon nitride cantilevers (NuNano, Ltd, UK) [35].
Standard AFM probes are mounted horizontally and are at risk of jumping into contact with
the surface due to attractive interaction forces between the tip and the substrate [36]. This
effect limits the minimum cantilever stiffness necessary to counteract the force gradient
above the surface [37]. A vertically oriented cantilever benefits from the fact that the
minimum stiffness needed to prevent a jump-to-contact has an angular dependence given
by cos2(90◦ − θ) [38], where θ is the angle of the cantilever from the vertical, as shown in
Figure 1. A vertical orientation enables more compliant cantilevers resulting in greater in-
plane force sensitivity and a much greater tip-sample separation control. The silicon nitride
probes routinely used in this work have a minimum stiffness of the order of 10−6 N/m–
10−5 N/m, compared with 10−3 N/m–10 N/m for a standard AFM cantilever. LMFM
cantilever stiffness is comparable to optical tweezers stiffness with the advantage of a
vertical positional control with sub-nanometre resolution. Additionally, LMFM maintains
the ability to image the surface of very soft samples in a liquid environment [34].

2.2. Scattered Evanescent Wave Detection System

The small size of LMFM cantilevers [35], and their vertical orientation, makes it
difficult to use conventional AFM optical detection systems [18,19], so LMFM detects the
probe’s tip position using the Scattered Evanescent Wave (SEW) detection system [29]. The
SEW detection is based on the fact that objects entering the evanescent field scatter the
light, transforming it from near-field to far-field. The scatterer’s three-dimensional position
is subsequently measured using a four-sector photodetector. The SEW system has been
successfully tested in ambient and liquid environments [35]. The evanescent wave is created
upon total internal reflection of a laser beam at the glass-air (or glass-water) interface. The
LMFM setup described in Figure 1 makes use of two fibre-coupled lasers; laser #1 is a
OBIS FP 660LX (Coherent, Inc., Santa Clara, CA, USA) and laser #2 is a Stradus VersaLase
(Vortran Laser Technology, Roseville, CA, USA) with multiple wavelengths (488 nm, 561
nm, 642 nm). The two perpendicular laser beams produce two concentric evanescent fields
with perpendicular wave vectors. The SEW detection system uses one wavelength (642
nm-laser #2), while the other laser lines can be used to study optical forces in evanescent
fields [31] or combine SPM with Total Internal Reflection Fluorescence (TIRF) microscopy.
Two adjustable mirrors are located underneath the TIRF objective lens (Nikon, 100x TIRF
objective NA = 1.49) and direct the laser beams into the lens. Changing their position
affects how far from the axis of the objective lens the beam propagates, which, in turn,
affects the angle (α) of incidence of the beam onto the glass surface. Two further mirrors
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are positioned underneath the objective to stop the exit beams from reaching the detectors.
When the tip of the probe scatters the evanescent field, the TIRF objective lens collects the
light and produces a high-magnification image in the detection plane. Before reaching
the four-sectors photodiode (Hamamatsu S5990-01), the scattered light goes through a
dichroic mirror which separates the detection wavelength from the other wavelengths.
A second objective lens (Olympus, Plan Fluorite Oil Immersion Objective NA = 1.30) is
positioned directly in front of the photodetector for further angular magnification. An
sCMOS camera (Hamamatsu Orca Flash 4.0) is used for conventional evanescence light
scattering microscopy or TIRF microscopy. An automatic routine uses the vertical probe
image from the camera with the signal from the photodiode to position the cantilever on
the optical axis of the TIRF lens. This operation uses the motorised stages described in the
following section.

Figure 1. Diagram of the LMFM set up, including the SEW detection system. A closeup diagram shows the vertically

mounted cantilever forming an angle (θ) with the normal. A totally internally reflected laser beam, forming an angle (α)

with the normal, creates an evanescent wave on the sample side.

2.3. Design of Position Control Stages Compatible with Automation

Remote control of sample and probe position is the initial step towards autonomous
operations, and it demands reliable, precise, and stable positioning mechanisms. Fur-
thermore, designing a fully autonomous SPM system requires consideration of how the
positioning system interfaces with an automatic sample and tip exchange.

After the invention of the first dynamic piezoelectric translation stage by D.W. Pohl in
1986 [39], the stick-slip design has become one of the most commonly used techniques in
SPM for remote operations [40–42].

The upgrade of the LMFM described here incorporates seven motorised degrees of
freedom (DoF). The probe Vertical Positioning System (VPS) uses a new shuttle-and-tube
design with stick-slip actuation (Figure 2). The Horizontal Positioning System (HPS)
for the sample and the probe uses a stick-slip translation stage (Figure 3) inspired by
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Drevniok et al. [43]. The sample and the probe positioning systems are both connected
to the microscope focusing plate. This plate moves in the vertical direction to adjust the
microscope’s focus. Three DC-motors, with magnetic encoders, are embedded in the
microscope’s base and provide the focusing movement.

To produce stick-slip motion in the vertical direction, the acceleration a(t) of the
actuator (i.e., piezoelectric crystal) needs to satisfy the following relation:

|a(t)| >

∣

∣

∣

∣

∣

Fs

m
+ g

∣

∣

∣

∣

∣

, (1)

where g is the acceleration due to gravity, Fs is the static friction, and m is the mass of the
moving part. For horizontal movements, we can disregard the acceleration due to gravity.

Figure 2. (a) Schematic drawing of the Vertical Positioning System (side view) (b) schematic drawings of different

applications of the VPS. (1–4) The VPS has been tested in liquid environment, and the glass tube can act as a functionalisation

chamber. (5) The VPS can be used for other SPM techniques, e.g., NSOM, which uses tapered waveguide probes or (6)

STM by establishing an electrical connection to the conductive probe. (7) The VPS has been tested and is compatible with

working in a vacuum of 10−6 mbar. (8–11) The VPS can expel and regain the plug under simple stick-slip operations. This

simple probe exchange can be automated. (c) Asymmetric sawtooth waveforms with exponential deceleration used to drive

the VPS.
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Figure 3. (a,b) Top view of the probe and sample HPS and kinematic mount details. Only the outer ring is described. Two

sets of three ball bearings are positioned at the vertices of two orthogonal equilateral triangles. The first set is fixed on

the piezo motors, while the second set is mounted on the top plate’s lower part. The bottom plate can only move in the

x-direction under stick-slip action, while the top plate’s movement is confined to the y-axis. (c) Photograph of the current

implementation of the HPS and the VPS. (d–f) CAD drawings, including the microscope’s focusing plate and the sample

and probe HPSs. (d) (1) Microscope’s base where the objective lens (6) is mounted. (2) Focusing plate which can move in

z-direction using three DC-motors (not shown). The two sets of three XY piezo motors, (3) and (4), are mounted on the

focusing plate (2). (5) Otical encoder that measures the movement in the x-direction of the sample stage. (e) HPSs’ bottom

plates for the probe (1) and sample (2). The two pairs of lower cylinders (8) and sapphire disk (9) ensure ring (1) can only

move in the x-direction. Similarly, ring (2) can only move in the x-direction thanks to the pairs of lower cylinders (4) and

sapphire disk (5). The same type of kinematic mount is present on the two rings’ top surface to ensure both top plates can

only move in the y-direction (cylinders (6) and (10) and sapphire disks (9) and (7), respectively). The optical encoder (3)

measures the movement of the top sample plate in the y-direction. (f) Top probe’s (1) and sample’s plate (2). The mechanical

coupling between the top and bottom plates is ensured by two sets of three ball bearings (3) and (4) mounted on the lower

surface of the probe and sample plate, respectively. The Vertical Positioning System is partially visible at the centre of the

bridge (5). The tilt of the VPS is controlled by rotating the two stepper motors (6).

The VPS design consists of 3 main elements: (1) a moving shuttle (a stainless steel
cylindrical plug, 4 mm in diameter and 7 mm long), (2) a smooth glass tube (an NMR
glass tube with 4 mm inner diameter and a length of 14 mm), and (3) a piezoelectric stack
actuator (PK4FA2H3P2 from Thorlabs, Inc., Newton, NJ, USA). Figure 2a shows a diagram
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of the VPS. A micro-fabricated cantilever is mounted on the stainless steel plug, which fits
into the glass tube. A small amount of Teflon tape is wrapped around the plug to adjust
the static friction between the tube and the plug. The glass tube is directly connected (i.e.,
glued) to the piezoelectric stack actuator and acts as a guide rail for the cylindrical shuttle.
The static friction between the shuttle and the glass tube is sufficient to counteract the
gravitational pull and keeps the shuttle stationary. At the same time, the friction coefficient
is sufficiently low to allow for the slip to happen when the actuator’s acceleration satisfies
Equation (1). In other words, a sufficiently rapid movement of the glass cylinder in the
upwards (downwards) direction produces a slippage of the plug downwards (upwards)
moving the plug towards the bottom (top) end of the tube. When an asymmetric sawtooth
waveform is applied to the actuator, the plug starts moving [44]. A modified sawtooth
waveform, with exponential deceleration, (Figure 2c) produced the most consistent results
in terms of step size and plug speed. The continuous (non-stick-slip) vertical extension
of the piezoelectric actuator is used for fine vertical positioning of the probe (with 0.1 nm
resolution).

Figure 2b describes some of the modes in which the VPS can work. The VPS can
operate in a liquid medium and the tube around the probe acts as a container for the liquid
(steps 1–4). Different cylindrical probes can be mounted to perform Near-field Scanning
Optical Microscopy (NSOM) or Scanning Tunnelling Microscopy (STM) (5 and 6). The
VPS can operate reliably in a vacuum of 10−6 mbar (7). The VPS can be used to deposit
(regain) the plug to (from) a second cylinder. This capability can lead to an automatic probe
exchange as described in the discussion section (8–11).

The lateral positioning of the probe and sample is achieved using two concentric
Horizontal Positioning Systems (HPSs), as shown in Figure 3a. The inner HPS supports
the sample, while the outer stage houses a tilting bridge carrying at its centre the Vertical
Positioning System for the probe (Figure 3c,f).

Each HPS comprises two stacked plates, a bottom B-plate and a top T-plate and sits
on three shear-piezoelectric motors (PN5FC2 from Thorlabs, Inc., Newton, NJ, USA) with
ball bearing ends (Figure 3b). The three piezoelectric actuators can move in the x and y
directions (Figure 3d) and they couple with the B-plate of the HPS via a 3-point kinematic
mounting. The B-plate lower side contains a sapphire disk and two aligned pairs of parallel
cylinders that contacts the three ball bearings and constrain the plate movement along the
x-axis. The B-plate top side has the same configuration as the lower side but rotated by 90◦

(Figure 3e). Three ball bearings on the lower side of the T-plate couple with the B-plate
constraining the T-plate movement in the y-axis. All six piezo actuators (three for each
HPS) are fixed on the microscope’s focusing plate (component 2 in Figure 3d) in the same
orientation, ensuring a mechanical link between the sample and probe HPSs. Consequently,
focus adjustments do not change the tip-sample separation—a critical requirement when
the probe is a few tens of nanometres away from the sample.

A similar sawtooth waveform to the one shown in Figure 2c is used in the HPS
to produce the stepping action for long-range movements (millimetre range), while the
conventional piezoelectric extension (7 µm range) is used for fine positioning and scanning
(with 0.1 nm resolution). The sample’s position is measured with 1 µm resolution using
two optical encoders (AtomTM from Renishaw plc, UK). The system shown in Figure 3f has
a footprint of 400 cm2 and a range of ± 1cm for the sample stage. It is essential to notice
that the top plate in both HPSs is kept in position only by gravity allowing it to be easily
lifted and replaced.

Due to its compact size, the VPS can be easily integrated into a bridge design with
motorised tilt, as can be seen in Figure 4a. Two opposing stepper motors are fixed on the
top plate of the probe’s HPS via the central shafts. When powered, the outer casing of the
motors rotates rather than the shafts. The stepper motors are integrated into the two piers
of the bridge, causing the bridge to tilt with an angular resolution of 0.17◦. The axis of
rotation, determined by the shafts’ position, is at the level of the sample surface. In this
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way, when the cantilever’s tip is close to the sample, tilting the bridge does not produce
any lateral movement of the tip. In other words, the cantilever pivots around its tip.

To obtain consistent results in LMFM, it is essential to determine the cantilever’s
vertical tilt within a fraction of a degree. An acoustic actuator is used to oscillate the
cantilever out of resonance as this ensures stable phase measurements. When the cantilever
is not vertical, this oscillation causes the tip to move laterally and up and down with
respect to the surface. The vertical oscillation can be observed as a modulation in the sum
signal detected using the SEW method (see Figure 4b,c). A lock-in amplifier can measure
this oscillation amplitude and its relative phase. A large cantilever tilt angle corresponds
to a large oscillation of the sum signal. The cantilever tilt is adjusted by minimising the
amplitude measured by the lock-in amplifier. As illustrated in Figure 4b, when the probe is
tilted in one direction, the sum signal has a specific phase relation with the acoustic signal.
If the tilt direction changes, the phase shifts by approximately 180◦. The vertical position
of the cantilever can be estimated within 0.17◦ using an automatic routine that finds the
minimum amplitude with an associated sudden change in the phase signal (see Figure 4c).

Figure 4. (a) Diagram of the probe’s angular adjustment method. Two opposing stepper motors are embedded in the bridge

carrying the VPS. A rotation of the motors causes a tilt in the bridge changing the vertical orientation of the cantilever. The

tilt axis (dashed line) is level with the sample surface, so the cantilever pivots around its tip when changing the tilt. (b)

Acoustic actuation of the probe can be used to determine its exact vertical position as described in the text. (c) Experimental

results showing how the amplitude of vertical oscillation and relative phase change as a function of the probe’s angle. Upon

going through the vertical position (tilt angle θ = 0◦), a sharp change in phase is observed. This position also corresponds

to the minimum amplitude of vertical oscillations.

2.4. Force Measurements in Intermittent Mode

The LMFM low-compliant cantilevers can be used to measure extremely small in-
plane forces. In this mode, the applied force is periodically switched on and off, while
the correspondent distribution of the cantilever’s positions is recorded. The force is then
calculated by multiplying the difference between the two distributions’ means by the
cantilever’s spring constant. The precision of these measurements can be increased by
accumulating several on/off cycles, while the accuracy is determined by the error in the
spring constant k. The spring constant is determined experimentally from the power
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spectrum density (PSD) of the thermally fluctuating probe (not actively driven) which can
be described by a Lorentzian function [45]

Sx( f ) =
kBT

γπ2( f 2
c + f 2)

, (2)

where kB is Boltzmann’s constant, T is the temperature of the surrounding environment, fc

is the corner frequency, and γ is the drag coefficient. The cantilever’s spring constant can
be found by fitting the experimental PSD with Equation (2) and knowing that k = 2 fcπγ.
By repeating this process multiple times, one can obtain a distribution of k values, the mean
of which is used to calculate the force experienced by the probe.

Optical forces caused by an evanescent field [31] were measured using ultra-compliant
silicon nitride cantilevers with spring constants in the range between 10−6 N/m and
10−5 N/m. The position of the tip was recorded at a sampling rate of 48 kHz. The data
were subsequently decimated by a factor of 6 to account for an auto-correlation time of
0.125 ms [46–48]. Laser #2 (561 nm) in Figure 1 was switched on and off using a TTL signal
with a frequency of 1 Hz.

3. Results and Discussion

3.1. Microscope Positioning Resolution

The VPS combines a stick-slip mechanism (coarse positioning) and a continuous
voltage actuation (fine positioning). In stick-slip mode, it is possible to vary the step size
allowing for millimetre-long movements and nanoscale positioning. For finer vertical
positioning (e.g., less than 10 nm), the continuous voltage mode is used. Figure 5a shows
the smallest steps obtained using the VPS when positioning the probe in the vertical
direction. The smallest steps towards the surface (’steps down’) were recorded to be
Sd = 2.79 ± 0.09 nm with a standard deviation of σd = 0.52 nm. The smallest steps away
from the surface (’steps up’) had a value Sd = 2.7 ± 0.1 nm with a standard deviation of
σd = 0.7 nm. Similar values are obtained when the system operates in water. The smallest
step size is almost two orders of magnitude smaller than the decay length of the SEW
detection system’s evanescent field, ensuring a safe approach of the tip to the surface using
the stick-slip mode exclusively.

Figure 5. (a) Histogram of the average step size of the VPS in both upwards and downwards directions. (b) Measurements

of the sample and probe’s drift in the xy-plane and of the probe’s drift in the vertical direction. (c) The cross-talk between

displacements in orthogonal directions of the sample’s HPS is around 0.3%.
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3.2. Microscope Stability

The microscope’s overall stability can significantly improve performance for measure-
ments with low signal-to-noise ratio, and where long integration time is required. The
use of kinematic mounts and the symmetric arrangement of the constraints result in drift
values comparable to commercial AFM systems [49]. The measured mechanical drift of the
probe and sample positions (see Figure 5b) had an in-plane velocity of 2.0± 0.2 nm/min for
both the probe and the sample. A smaller drift velocity of 1.0 ± 0.1 nm/min was recorded
in the vertical direction for the VPS.

The piezo actuators position in the microscope focusing plate further increases the
overall stability of the HPS. The sample top plate does not have any electrical connection
and relies on gravity to connect to the kinematic mount. This design allows for easy
sample exchange that can potentially be automated. A conveyor belt solution, similar to
the ones used for silicon wafer handling, could be implemented to automate this process
(see Supplementary Video_S1).

Using the sample stage as an SPM scanning unit, the cross-talk between the fast
and slow scan direction was minimised by applying a linear correction in the orthogonal
axis. Figure 5c shows that the cross-talk between the two scan-axes after compensation is
approximately 0.3%.

3.3. Microscope Force Resolution

Combining cantilever’s stiffness between 10−6 N/m and 10−5 N/m with sub-nanometre
sensitivity of the probe’s position, enables force measurement with sub-femtonewton reso-
lution. Figure 6 shows the Gaussian distributions of positions of the cantilever with and
without an applied optical force. The measurements are obtained by illuminating the
cantilever tip for 16 min with an intermittent evanescent field at a rate of 1 Hz. The shift
between the two distributions is equal to 0.52 nm ± 0.03 nm that corresponds to an optical
force of 2.7 fN ± 0.2 fN.

A time accumulation longer than 1 min results consistently in a sub-femtonewton
standard error. On the opposite side of the spectrum, the system’s stability allowed a
3-hour-long measurement of an evanescent optical force of 0.3 fN ± 0.1 fN. The force
resolution at these accumulation times reaches a limit due to laser intensity fluctuations.

Figure 6. Force measurement with sub-fN precision. (a) A shift in the positive direction of the position distribution upon

laser illumination (red) is visible to the right of the grey area which corresponds to the overlap of the two distributions. (b) A

PSD of the probe’s position used to evaluate the probe’s stiffness. (c) A distribution of stiffness values for the cantilever

used to calculate the force in (a).
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So far, we have shown how an original SPM bottom-up design can combine remote
control of the instrument with extreme force resolution and stability. This approach pre-
serves various SPM modes (e.g., STM and NSOM) and can use commercially available,
ultra-compliant, micro-cantilevers. As with any design solution, this particular solution
has intrinsic constraints; the SEW detection method requires a transparent surface, whilst
the decay length of the evanescent field confines the tip’s position to within 150 nanome-
tres from the optical interface. On the other hand, many biomedical applications may
benefit from a transparent substrate and integration with fluorescence microscopy. Fur-
thermore, simple and effective operations in a liquid environment may have priority over
other aspects.

Usually, AFM operating in a liquid environment is deemed unsuitable for the fem-
tonewton and sub-femtonewton force regime [50]. This limitation is only valid when using
standard micro-cantilevers in a horizontal orientation. Several examples in the literature
have demonstrated that ultra-compliant custom-made cantilevers in a vertical orientation
can operate in a much lower force regime [51–55] and almost any environment [32,56]. For
the use of this technology in the biomedical area and based on the cantilevers’ unique prop-
erties, we envisage three main types of operation. Firstly, the imaging of soft nanostructures
or biomolecules in a liquid environment using a constant-height dynamic mode. This
method has shown clear advantages over conventional AFM in observing self-assembling
peptide cages [34] and provides molecular resolution with simpler operations [57]. Sec-
ondly, the in-situ detection of conformation changes in cell membrane proteins triggered
by ligand binding to a specific receptor domain. This approach has already given a unique
insight into the binding mechanism of Moraxella catarrhalis, unveiling adhesin UspA1 con-
formational change upon binding to fibronectin and CEACAM1 [33]. Thirdly, an in-vitro
force spectroscopy mode in which conformational changes in proteins tethered between
the cantilever and the surface are directly observed. The sub-nanometre control of the
tip-sample separation, when using vertically oriented cantilevers, provides a unique advan-
tage amplified by the possibility of using the large set of AFM force spectroscopy tools. This
mode of operation has successfully detected the stepping action of single kinesin molecules
processing on microtubules [32]. In this experiment, motor proteins are first bound to the
cantilever and then moved closer to an immobilised microtubule. As soon as one protein
starts processing, the microscope records the changes in the cantilever position, revealing
the individual steps produced by the kinesin protein. Recently, this technique has been
updated using small cylindrical glass cells around the cantilever that facilitate the cantilever
incubation with kinesin molecules and its handling [58]. The VPS described here builds
on this improvement and radically simplifies this type of experiments by providing an
automatic approach routine with integrated vertical angle correction. The HPS with optical
encoder further simplifies the positioning of the cantilever directly above immobilised
microtubules.

It becomes apparent how the bottom-up design here presented builds on the already
demonstrated capabilities of LMFM introducing significant advantages to the various
experimental protocols, while simultaneously improving the force sensitivity and sta-
bility of the overall instrument. The following section will show how automation and
machine learning are interweaved into this bottom-up design, enabling a new generation
of autonomous SPMs with an ultralow-force regime.

3.4. Implementing Full-Automation and Artificial Intelligence

Automation of the SPM experiments is key to reduce the operator’s bias, improve
reproducibility of results and enable widespread adoption of this technology in the biomed-
ical area [59].

One can divide the SPM workflow into different levels of automation. The first level is
related to sample preparation and cantilever functionalisation for biomedical applications.
Here, the technology supporting robotic-assisted assays used in high-throughput screening
can provide the necessary solutions to reach this level of automation. The second level
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of automation includes sample and cantilever exchange. This level is essential to enable
24/7 continuous operations, and future integration with artificial intelligence (AI) [60].
Incidentally, this level is the most challenging in terms of instrument design. Most, if not
all, the commercial SPMs available today are not compatible with this type of automa-
tion. The best examples of SPM with this level of automation are currently tailored for
vacuum environment or semiconductor industry [61], but they would be unsuitable for
biological samples.

Figure 7 describes a possible workflow in which the specific characteristics of the
VPS and HPS presented here are used to ensure the first two levels of automation. More
specifically, The HPS can use a conveyor belt system to enable sample exchange. First, the
HPS is temporarily lowered, connecting the top (sample) plate with the conveyor belt that
moves it away from the microscope. Then, a new sample plate can be loaded, performing
the same actions in reverse (see Supplementary Video_S1). For automated probe exchange,
the unique VPS ability of expelling and loading a shuttle carrying a probe means that we
can use two VPSs to split the functionalisation step from the measurement step. A first VPS
(i.e., functionalisation VPS) can be used to pick up a new plug with cantilever, perform
various functionalisation steps and deliver the plug on a carrier plate. The plate is then
transported to the microscope HPS as if it was a new sample. At this point, the microscope
VPS can load the new plug and the carrier plate can be removed from the microscope (see
Supplementary Video_S2).

Figure 7. How the VPS and HPS could unlock the four automation levels described in the text. A conventional automated

micro-pipetting combined with a conveyor system can directly prepare and deliver samples to the microscope (level 1 and

2). Similarly, the VPS can be used for probe functionalisation, while the same conveyor belt design can deliver the probe to

the microscope head (see Supplementary Video_S2). AI can control the full motorised microscope for data acquisition (3)

and perform the data analysis (4).

The fully motorised microscope, as described in the text, allows the implementation of
the third level of automation through AI-driven operations. Recently, significant progress
has been made in the automation of the AFM data collection process [59], including integra-
tion with AI-based solutions [60,62]. The significant similarities in imaging mode between
conventional non-contact AFM and LMFM [34,57] imply that the AI-based solutions for
AFM could be adapted for LMFM image acquisition modes. We predict that a fully mo-
torised SPM will benefit considerably from rapid advances in AI-assisted data collection.
The last level of automation is related to SPM data analysis. Application of AI to this level is
already giving promising results in biomedical applications [14,63]. Rapid progress should
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be expected in this area, considering the vast and growing library of machine learning
algorithms dedicated to interpreting images.

In conclusion, we have shown how an implementation of a bottom-up design for a
particular type of SPM can combine femtonewton sensitivity with automation and become
the first step towards a new class of instruments that operate fully autonomously in
the force regime and environment ideal for biomedical use. Moreover, leveraging high
throughput in SPM data collection and analysis will enable progressively more effective AI
algorithms to transform medical research and diagnostics.
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Abbreviations

The following abbreviations are used in this manuscript:

AFM Atomic Force Microscope

DLS Dynamic Light Scattering

DoF Degrees of Freedom

HPS Horizontal Positioning System

LMFM Lateral Molecular Force Microscope

NMR Nuclear Magnetic Resonance

NSOM Near-field Scanning Optical Microscope

PSD Power Spectrum Density

SEW Scattered Evanescent Wave

SPM Scanning Probe Microscope

STM Scanning Tunneling Microscope

TIRF Total Internal Reflection Fluorescence

VOP Vertically Oriented Probe

VPS Vertical Positioning System
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