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Abstract
Automatic 3D acquisition devices (often called 3D scanners) allow to build highly accurate models
of real 3D objects in a cost- and time-effective manner. We have experimented this technology in
a particular application context: the acquisition of Cultural Heritage artefacts. Specific needs of this
domain are: medium-high accuracy, easy of use, affordable cost of the scanning device, self-registered
acquisition of shape and color data, and finally operational safety for both the operator and the scanned
artefacts. According to these requirements, we designed a low-cost 3D scanner based on structured light
which adopts a new, versatile colored stripe pattern approach. We present the scanner architecture, the
software technologies adopted, and the first results of its use in a project regarding the 3D acquisition
of an archeological statue.

1. Introduction

Classical 3D modeling tools result inadequate to
model the shape of the art works of interest in Cul-
tural Heritage applications. This is both due to the
shape complexity of most artefacts (e.g. sculptures)
and also to the accuracy requested. The 3D model in
many cases should not only look visually similar to the
real object, but should also be very accurate, from a
geometrical point of view. This to allow a number of
important uses, such as the construction of 3D cata-
logues, the automatic reproduction of copies, the use
of 3D models in the context of restoration plans, etc.
3D scanning technology has been adopted in a num-
ber of recent projects in the framework of Cultural
Heritage. Just to give some examples, we may cite the
Digital Michelangelo Project of the Stanford Univer-
sity 15, the acquisition of a Michelangelo’s Pietá by a
team of the IBM T.J. Watson Research Center 19, or
the acquisition of a section of the Coliseum in Rome 11.
3D scanning technology evolved in the last few years,
but unfortunately not as fast as expected. One criti-
cal problem is still the high cost of high quality scan-
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ning devices. A good scanner, able to produce data
at the accuracy required by the class of applications
we are dealing with, often costs more than 100K US$,
and therefore some recent scanning projects required
very high budgets 15. This could discourage the use of
3D scanning in many Cultural Heritage institutions.
Therefore, we investigated an alternative design for
a low cost and medium quality optical scanner. Our
scanner has been designed to fulfill the following goals:

• use only consumer technology, to ensure affordable
hardware cost and a very fast technological advance;

• support sufficient accuracy and resolution, i.e. sit-
uating midway between commercial low cost laser
scanners and high quality ones;

• ensure easy of use and flexibility.
The scanner has been designed around two very

common electronic devices: a video projector and
a digital still camera. A video projector is used to
project structured light patterns on the object to be
scanned. The digital still camera is used to acquire
images of the object under structured lighting. Both
devices are driven by a software tool running on a
standard PC, which produces the series of patterns
projected by the emitter and drives the camera. Pho-
tos are taken, to acquire: images of the distorted pat-
terns (from which the geometry is reconstructed), and
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Figure 1: The low cost 3D scanner developed at CNR, based on structured light and consumer electronic technology.

images of the object under different illumination con-
ditions (from which the illumination-invariant color,
or albedo, of the object surface is reconstructed). The
color images by definition are self-registered with the
geometry (the range maps). The global system, de-
picted in Figure 1, is able to produce: a range map
of each selected surface portion, with sample den-
sity of 0.7 mm in Y axis and 1.4 mm in the X axis
(when a 1024*768 video projector is used, located
approximately at 1.3 meters from the artifact); an
illumination-invariant color texture (aligned with the
corresponding range map) which represents the pic-
torial detail present on the acquired surface section.
A limitation of our system, common to all methods
which project a series of patterns, is that the scene
should be static within the acquisition period.

The paper is organized as follows. A brief overview
and characterization of 3D scanning technologies is
presented in Section 2. The architecture of the pro-
posed scanner is described in detail in Section 3. The
device has been tested and evaluated in the framework
of a complex 3D scanning session; the results are re-
ported in Section 4. Finally, concluding remarks and
possible extensions are presented in Section 5.

2. Previous work

Range scanning technology has evolved in a consider-
able manner in the last few years. A complete overview
of the field, covering both hardware and software is-
sues, is available in a couple of recent papers 2, 10.
Many different systems have been proposed; a com-

mon characterization subdivides them into contact
and non-contact devices. An important subclass of the
latter (at least, for the applications we are interested
in) is the one based on the adoption of optical technol-
ogy, and it can be further subdivided into active and
passive approaches (see Figure 2). We give in the fol-
lowing a brief characterization of optical devices based
on the active approach.

Active optical devices are based on an emitter,
which produces some sort of structured illumination
on the object to be scanned, and a sensor, which is
typically a CCD camera and acquires images of the
distorted pattern reflected by the object surface. In
most cases the depth information is reconstructed by
triangulation (see for example 3 and Figure 3), given
the known relative positions of the emitter-sensor pair.
The emitter can produce coherent light (e.g. a laser-
beam) or incoherent light; in both cases, a given light
pattern (point-wise, stripe-wise or a more complex
pattern) is projected on the object surface. Differ-
ent technologies have been adopted to produce the
structured light pattern: laser emitters, custom white
light projectors (which can filter light by means of a
glass slide with a stripe pattern engraved via photo-
lithography), low cost photographic slide projectors,
and finally digital video projectors. One advantage of
the latter is the possibility to choose from a virtu-
ally infinite number of different patterns. The pattern
used should satisfy some characteristics: it should not
be drastically altered by the reflective characteristics
of the object surface (e.g. a colored light beam can
change color depending on the reflectance of the ob-
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Figure 2: A taxonomy of the systems for the auto-
matic or semi-automatic acquisition of the shape of
real 3D objects, according to 10.

Figure 3:A scheme of a typical optical scanner, where
the 3D positions of the sampled points are computed
by triangulation given the sampled point projection
P (a) on the sensor plane and the known relative posi-
tion/orientation of the emitter and the sensor.

ject surface); the detection of its constituent features
(e.g. points or lines) from the reflected image should
be easy and accurate; the reconstruction of the in-
dexing of the features contained in the pattern (e.g.
re-indexing the reflected stripes with respect to the

original order in a stripe-based pattern produced by
the emitter) should also be easy and accurate.

If we know exactly the position of the emitter w.r.t.
the sensor (or viceversa), pairing the sampled cam-
era pixels with the corresponding location on the light
pattern is sufficient to reconstruct the spatial location
of the corresponding point on the object surface. The
reconstruction method is in general directly related
with the characteristics of the pattern adopted. The
simplest solution is to shoot in each instant of time a
single light plane (e.g. the solution adopted by most
laser-based devices), which draws a single profile on
the scanned surface. Other solutions tend to acceler-
ate the ranging process by projecting multiple beams
or planes of light (e.g. series of stripes). However, the
reconstruction of a multiple feature pattern is slightly
more complex than the reconstruction of a single fea-
ture pattern. The sequence in which these features are
reflected is not necessarily the same as that projected,
because it depends on the local scanned surface topol-
ogy and curvature. Therefore, a possible ambiguity
arises in the identification of complex patterns, e.g.
multi-stripes patterns. Some methods work only un-
der the strong assumption of spatial coherence of the
object surface. In the case of methods based on the
projection of a single B/W multi-stripe pattern 20,
a correct reconstruction of the stripe order from the
reflected image is possible only if the observed sur-
face section does not contain self-occlusions or discon-
nected components. This is due to the different inci-
dent angle of the emitter and the sensor: some of the
reflected stripes can be occluded and are missing in
the acquired CCD image. In this case the disappeared
stripes can originate a wrong stripe re-indexing. This
problem is often prevented by the use of either color-
encoded stripes 4, 7 or set of different patterns pro-
jected sequentially on a static object 16, 20; the latter
approach is called spatio-temporal modulation of the
illumination, and an example of a possible solution is
presented in Figure 4. Several methods have been pro-
posed in literature, and a few of them are discussed in
the following Section 3.1.

3. A low cost 3D scanning tool

In the design of our low-cost scanner, we chose to im-
plement the emitter unit by using a standard video
projector. The reason was the flexibility of this device
(which allows to experiment any type of light pat-
tern) and its wide availability. A similar choice was
also done in 6. The sensor can be either a custom de-
vice, a standard digital still camera or a video camera.
In our project the requirements of the sensor device
are:

• it must support high quality color capture (i.e. ac-
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Figure 4: An example of a B/W binary pattern of
stripes projected on the Minerva case study.

quisition of high dynamic range) and possibly it
should not perform lossy compression of the images
captured;

• the resolution of the image should be as high as
possible (at least, not less than the resolution of the
video projector);

• it should be driven by computer, possibly by giving
access to the exposition and shutter time parame-
ters.

We chose to use a digital still camera because we
gave priority to the resolution and image quality of
the sensor device. Off-the-shelf digital cameras offer
much higher resolution than standard consumer dig-
ital video cameras. The disadvantage is that image
acquisition (and transmission to the computer) is in
general slower. Finally, a personal computer generates
the multiple patters, drives the digital camera (com-
mands to acquire each image and to transmit it to the
PC), and carries out the shape and color reconstruc-
tion task.

3.1. Structured light: evaluation of different
patterns

One advantage of using a video projector to produce
a structured light pattern is that we can easily exper-
iment and evaluate different patterns. Some classical
range finders use a single multi-stripe pattern 20. As
we pointed out previously, the disadvantage of this
approach is that if the object has a complex topol-
ogy and self-occlusions in the line of sight direction,
then we can have ambiguous stripe configurations, and
stripe indexing could become not easy. The term stripe
indexing indicates the reconstruction of the ordinal
placement, i.e. a match between each detected stripe
in the image plane and the projected stripe which
caused that reflected pattern. Some methods have cov-
ered this problem by encoding the stripes using mul-
tiple colors 4. However, if indexing depends heavily
on color matching, stripe detection error can be eas-
ily produced by surfaces with non-neutral color (e.g.
non-uniformly painted surfaces). Other approaches

make use of multiple sensors (e.g. acquisition of stereo
pairs 7 or multiple images).

The indexing problem can be solved by using a se-
ries of images, produced in a number of steps by bi-
nary subdivision of a binary pattern 16, 23, 20, or by
using intensity-modulated gray-level images 5, 12, 13.
The first implementation of our system used a stan-
dard binary pattern, composed of black and white
stripes which were subdivided recursively until the
projector resolution was reached. An example of this
series of images is shown in Figure 4. A Gray code is
associated to each light plane, and each illumination
pattern represents one of the bits of the Gray code
labels (the number of projected patterns is therefore
equal to the number of bits needed to index the light
stripes at the requested resolution). Stripe recognition
is thus implemented using a progressive approach: the
new stripes detected in image k are recognized and
indexed on the base of the knowledge acquired while
reconstructing images [1, .. k−1]. This approach needs
a very precise alignment of the patterns 4 which made
its practical implementation difficult in the past but
very easy nowadays because video projector can sup-
port a precise alignment of the projected frames.

An improved solution has been implemented and
tested in the current version of our scanner, based on
the use of colored patterns. For each step we divide
each region in two subregions, drawing a one-pixel-
wide green line in the middle of the region and assign-
ing red or blue colors to the points on the left and on
the right of this dividing line (an example of the re-
cursive process is in Figure 5*). The adoption of this
new hybrid approach, which uses colored bands and
lines, has some advantages. The colored bands allow
to reconstruct easily the Gray code and the indexing
of the single vertical lines (the green ones). Shape re-
construction is operated by extracting from the image
the center line of a thin green line (which is analo-
gous to the approach used in laser scanning), instead
of detecting the discontinuity between two regions of
different color. The latter solution has the disadvan-
tage of being less precise due to the widening effect
that a brighter light band has towards a darker one:
the CCD response shifts the discontinuity border to-
wards the darker band. Conversely, a bright green line
can be slightly widened by the CCD, but its medial
axis remains correct if the brightness of the two sur-
rounding bands is approximately the same.

3.2. Scanner calibration

The initialization phase concerns the calibration of the
scanning unit with respect to the object to be ac-
quired, i.e. with respect to a given acquisition volume.
It has to be performed only when the respective loca-
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Figure 5: * The set of RGB patterns adopted, pro-
duced by recursive subdivision.

tion of the scanning unit and the object vary. System
calibration entails:

• Camera intrinsic calibration. It is done once, af-
ter fixing: focus, zoom and exposition (diaframma)
of the camera. It detects the intrinsic parameters of
the camera: focus distance, perspective focus, radial
distortion;

• Projector intrinsic calibration. It is done once,
after fixing projector’s focus and zoom. It detects
the 3D parameters of the set of planes generated by
each projector’s vertical line of pixels;

• Overall system calibration. It is a by product of
the previous steps, and returns the roto-translation
of the projector with respect to the camera.

The camera calibration is performed by acquiring a
calibration panel (see Figure 6) which is put in a set
of known position in the scene such that the entire
acquisition volume is swept by the planar calibration

Figure 6: An image of the calibration panel is on the
left; the calibration pattern after filtering and quantiza-
tion is on the right, and finally the recognized marker
positions are in the bottom image.

panel†. The calibration panel contains a set of mark-
ers, with known relative position, and it is lighted with
a uniform white light. The markers are detected from
the acquired image as follows: the input image is fil-
tered and quantized in an adaptive manner; the mark-
ers (circle + bar code) are detected; for each marker we
compute the circle baricenter and the principal axes
of the projected elliptical shape (with sub-pixel accu-
racy); finally, each marker is indexed by decoding the
associated bar code.

Therefore, for each marker center point we have the
reconstructed image coordinates (u, v) and the asso-
ciated known coordinates in the probe plane. Given a
small set of these corresponding pairs, the camera cali-
bration can be computed using the approach proposed
by Tsai 21, 22.

The projector calibration is performed by acquiring
the same calibration panel lighted with our structured
light patterns and placed in two unknown different po-
sitions in the scanning volume‡. First, the 3D location

† Please note that this calibration step has to be performed
only once for a given selected camera. This calibration is
generally performed in the lab, using a track gantry which
allows to sweep the calibration probe precisely in the space,
passing through a discrete set of known positions.
‡ In contrast with the first calibration step, projector cali-
bration is usually performed on site, just before the actual
acquisition starts. In this case the calibration panel is po-
sitioned in the space by hand, in the approximate location
of the surface that has to be acquired.
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Figure 7: The projector calibration is reconstructed
by acquiring two images of the calibration panel (po-
sitioned in two non-planar locations); each light plane
coordinates can be computed as the ones defining a
plane passing through the corresponding pair of stripe
medial axes detected in the two images.

of the probe plane is computed automatically by de-
tecting the markers’ position and deformation in the
acquired images. Second, all the light stripes projected
on the probe plane are detected, and the correspond-
ing line equations are computed in object space. The
probe panel is then moved in a second non-planar loca-
tion and the procedure is repeated (see Figure 7). For
each vertical light stripe, we reconstruct the coefficient
of the two corresponding lines on the two probe planes.
The equation of the plane in 3D space which defines
each vertical light stripe can be easily reconstructed
by computing the coefficient of the plane which passes
through these two corresponding lines and the emitter
focus point.

Slight numerical inaccuracies can be introduced in
the evaluation of the planes equations, due to the
image-based reconstruction of the stripe central axes
and to insufficient numerical accuracy. But we have
some knowledge of the emitter-sensor system that can
be used to improve the accuracy of the calibration
phase: by definition, all light planes are regularly dis-
tributed in space and are projected from the same
point; we can also assume a sufficiently good optical
response of the projector. Following these conditions,
the potential numerical inaccuracies can be removed
by applying a global fitting phase on all the planes
produced by the initial calibration procedure.

3.3. Stripe detection and range map
reconstruction

After the calibration of the system, range map acqui-
sition can start. Each set of images of the reflected
patterns is then processed to reconstruct the corre-
sponding range map. For each set of k images we per-
form the following steps:

• FOR EACH image i in the set DO

– detect and purge pixels under shadow;
– detect and index properly the green stripes in
the images (per-pixel detection) and compute the
medial axis of each stripe (sub-pixel accuracy);

– add these reconstructed medial axes to the ones
detected in images [1 .. i − 1];

• FOR EACH indexed stripe j DO

– FOR EACH image point p on the stripe j me-
dial axis (with sub-pixel accuracy), compute the
3D point corresponding to the intersection of the
line-of-sight ray associated to the point p and the
structured light plane corresponding to stripe j
(triangulation kernel);

• remesh the resulting 3D point cloud to produce a
range surface.

Let us describe in more detail the steps above.

Pixels under shadow. Some pixels in the image
correspond to shadow regions (see Figure 8*). Due to
potential self-occlusion and curvature of the real ob-
jects, there could be surface regions which are visible
by the sensor and hidden to the emitter. The presence
of shadow regions depends on the different optical
axes of the projector and the camera (approximately,
they intersect with a 20 degrees angle). These pixels
are detected (marked in red in the image on the right
in Figure 8*) and not further considered.

Stripes detection. The images are filtered to remove
possible noise peaks, and to avoid to classify a noise
peak as a light band peak. For each raw image, the
light stripe center is computer with sub-pixel accu-
racy 14. A crucial point in the acquisition of the images
of the distorted pattern is to use the right exposition,
to prevent the production of over-saturated images.
Because shape acquisition accuracy depends primar-
ily on the accuracy in the reconstruction of the stripe
medial axis, the saturation of the images is a crucial
issue. We show with a practical example in Figure 9
the problem that can be originated by an excessive
saturation. The saturation of the cropped section of
the image (see the small clip on the left) makes the
green line too much saturated, as it is shown in the
plot of the green channel presented in the figure; the
intensity slope is too abrupt, and this causes a loss
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Figure 8: * Detection and elimination of pixels under
shadow (the ones coded in red in the image on the
right).

of accuracy in the reconstruction of the stripe medial
axes. This can affect the quality of the 3D mesh (see
the gray-shaded mesh portion in the center) where
some aliasing is evident (the surface presents vertical
ribs, due to a not sufficiently accurate reconstruction
of some vertical set of sampling points). Conversely,
a less saturated image (e.g. the plot on the right in
Figure 9) makes the slope of the green channel plot
less steepy and allows a more precise computation of
the center axe of the stripe (with sub-pixel precision).

3D points computation. For each point s, recon-
structed with sub-pixel accuracy on the medial axis
of a reflected stripe, its coordinate in the 3D space
can be easily computed. We know the equation of the
corresponding light stripe plane and therefore we only
have to evaluate a ray-plane intersection.

Range map meshing. To build a range map of the
sample points detected we adopted an optimized tri-
angulation approach recently proposed in 1, which lo-
cally minimizes the Gaussian curvature.

3.4. Surface color acquisition

The system allows to acquire also the “color” attribute
of the object’s surface. In particular, we are able to ac-
quire either the texture color observed on the object
surface, which strongly depends on the lighting condi-
tions, or the illumination-invariant surface reflectance
properties (also called albedo), computed by remov-
ing highlights and diffuse shading. The latter allows
to produce higher-quality 3D models and follows an
approach originally proposed in 18: multiple images
are taken from the same viewpoint and under dif-
ferent (and controlled) lighting conditions, to allow
easy removal of the illumination effects (light shad-
ing, highlights and shadows). The relative positions
of the lights and the camera are fixed (see the spot
light gantry which sorrounds the camera in Figure 1),

and are computed by an automatic image-based cal-
ibration procedure executed once in a pre-processing
phase. The object is assumed to have a surface with
non-uniform reflectance properties, and to behave as
a Lambertian surface. Thus, we compute the object
surface reflectance properties only partially: we do not
produce a bidirectional reflectance distribution func-
tion (BRDF) relative to the sampled object surface 24,
but determine only the diffuse reflection coefficients
(i.e. the RGB albedo) for each observed surface point
by inverting the illumination model. The result of this
phase is a set of so called un-shaded images, one for
each range map. This approach has been developed
and experimented in a previous project regarding color
acquisition and mapping on existing 3D digital models
8, and it was included in the 3D scanner.

4. Results

The performances and features of our scanner can be
summarized as follows. Range map size depends on
the resolution of the emitter and sensor device. In our
case (due to the resolution of our camera, which is
approximately the same size of the projector), images
where green stripes pixels are interleaved by only one
color-band pixel do not ensure a sufficient quality in
the reconstruction process. Therefore, the hierarchical
pattern projection process stops after 9 passes, pro-
ducing a total of 512 green stripes (with around 3
pixels in between each pair of green lines). On each
stripe we detect a number of points dependent on the
resolution of the CCD camera (in our case, 1440 pixels
in the horizontal axis and 960 in the vertical one), and
on the width of the pattern section which actually is
projected on the object surface (some stripes sections
can project on the background). The resulting num-
ber of sampled 3D points stored each range image is
therefore (at most) 960*512.
The acquisition rate depends on the speed of acquisi-
tion/transmission of the digital camera. This is the
bottleneck in our system, which uses a Kodak 290
camera with an USB link: saving and transferring an
image to the PC takes around 20 seconds. But this
will improve in the near future with the introduction
of faster interconnecting links.
The working volume depends on the focusing capabil-
ities of the video projector; usually, we work at a dis-
tance of approximately 0.8 - 1.5 meters. At a distance
of around 1.3 meters sample spacing on the object sur-
face is approximately 0.7 mm in Y axis and 1.4 mm
in the X axis.
The accuracy of the scanner depends on a number
of factors: the optical quality of the video projector
(which depends mainly on the lenses); the quality of
the digital camera (i.e. resolution and color fidelity;
lens radial distortion is detected and corrected in the
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Figure 9: The figure illustrates the problem that arise when images are too much saturated (see the text for a
detailed description of the topic).

calibration phase); the emitter-sensor angle (a small
angle decreases precision, but also reduces the pixels
under shadow; we generally use a 20 degree angle); fi-
nally, accuracy depends on the reflective properties of
the scanned surface (e.g. acquiring highly specular sur-
faces is rather hard). Therefore, evaluating empirically
the accuracy is not easy. We run a simple test based
on the acquisition of a planar ceramic tile, and mea-
sured the mean distance of the sampled points from a
fitting plane, getting a result of 0.3 mm.

The scanner has been used at the Restoration Lab-
oratory of the Soprintendenza Archeologica Toscana
in the framework of the restoration of the Minerva, a
bronze statue of the Museo Archeologico at Florence
(see Figure 10). As it is usual in 3D scanning, com-
plex objects are modeled via the acquisition of a set of
partially overlapping range scans. The whole Minerva
statue (170 cm. high) has been scanned in October
2000 by taking 146 range maps. For each range map
we take: one image of the object under white light
plus 9 images to get all the stripe patterns; 6 images
for the acquisition of the color (six different lighting
conditions). In total we have 16 images for each range
map (shape + color). The number of total images ac-
quired to scan the Minerva, including some test ones,
was therefore around 2,500. On-site scanning required
four full-time days.
Only a few of these images were processed on-site (to
check the correctness of the calibration and of the
overall setting), while the others were processed in
our laboratory in the following weeks. Once the corre-

Figure 10: The Minerva statue; note the corrosion of
the bronze surface (pre-restoration status).

sponding range maps were reconstructed, our propri-
etary software has been used to register and merge all
the range maps in a single triangulated mesh. A com-
plete digital model of the Minerva has been produced,
reconstructed from the range maps using a volumetric
reconstruction approach 17 with inter-voxel distance of
0.57 mm. The mesh reconstructed is rather big: 26M
faces. To improve usability, the original mesh was sim-
plified using an external memory simplifier, based on
edge collapse 9. The results presented in Figures 11
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Figure 11: A digital model of the Minerva (simplified
down to 1,034,029 faces).

and 12 are simplified models of the statue (around 1M
faces) and of the head section (around 1.1M faces).

Limitations The scanner developed satisfies most of
the original goals, but it has also some limitations.
Being based on a multi-pattern acquisition approach,
it can acquire only static objects, because the object
should be static within the acquisition period (which
is in the order of 6 minutes according to current low
cost off-the-shelf technology). Fortunately, this is not a
problem in the case of Cultural Heritage applications.
The restricted depth of field of the emitter (the video
projector) limits the depth of the acquisition volume
that can be acquired in a single range map. But in the

Figure 12: The Minerva head section (simplified
down to 1,094,368 faces).

case of complex acquisitions, we produce many range
maps and usually any surface region sampled with a
range map spans a thin depth interval; therefore, this
potential limitation did not show up in our scanning
experience. Moreover, video projectors cannot focus
at short distance (in our case, approximately 80 cm.),
and this limits the sampling density on the surface.
A higher sampling density could be obtained by the
adoption of custom lenses.

5. Conclusions

We have presented a 3D scanner based on structured
light that can be implemented using only consumer
technology (a video projector and a digital camera).
It adopts an innovative set patterns produced by
recursive subdivision, which mix thin stripes (from
which the shape is reconstructed) and colored bands
(used to re-index the stripes). An important feature of
the scanner is its capability of acquiring self-registered
and high-resolution shape and color data. The scanner
has been implemented and tested on a real, complex
artwork: the Minerva of Arezzo. The scanner produced
good results, even on such a complex testbed (charac-
terized by a complex shape, with extensive corrosion
and bumpyness of the statue surface, and the complex
reflectivity properties of the bronze alley). We are
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working to some extensions of the system, mainly
oriented to improving color acquisition in the case
of non-Lambertian surfaces (such as the bronze alley).
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