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Abstract

In this paper, the effect of laser pulse energy on double-pulse laser induced breakdown spectroscopy signal is studied. In particular, the energy

of the first pulse has been changed, while the second pulse energy is held fixed. A systematic study of the laser induced breakdown spectroscopy

signal dependence on the interpulse delay is performed, and the results are compared with the ones obtained with a single laser pulse of energy

corresponding to the sum of the two pulses. At the same time, the crater formed at the target surface is studied by video-confocal microscopy, and

the variation in crater dimensions is correlated to the enhancement of the laser induced breakdown spectroscopy signal. The results obtained are

consistent with the interpretation of the double-pulse laser induced breakdown spectroscopy signal enhancement in terms of the changes in

ambient gas pressure produced by the shock wave induced by the first laser pulse.

D 2005 Elsevier B.V. All rights reserved.
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1. Introduction

The laser induced breakdown spectroscopy (LIBS) per-

formed in double-pulse (DP) configuration is a promising

development of the traditional well-known LIBS, which makes

use of a single laser pulse (SP) for the ablation of the sample. In

the DP configuration a pair of pulses, delayed the one with

respect to the other by a temporal gap of the order of 1–10 As,
is used for the ablation of material from the target surface and

consequent formation of a plasma plume; the analysis of the

plasma emission, acquired in a suitable temporal window,

allows qualitative and quantitative information on the elemen-

tal composition of the sample.

The DP configuration maintains the benefits of the LIBS

technique, such as the fastness, the absence of chemical pre-

treatment and the ability of in situ applications; however, it has

been demonstrated that DP LIBS improves the limits of

detection of the different chemical elements by one to two

orders of magnitude, by increasing the discrete optical emission

of the plasma plume.
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Several DP configurations have been studied, differing on

the geometrical configuration, the wavelength and the temporal

order of the two laser beams. Mainly, the so-called parallel or

collinear configuration is often used, where both the beams are

directed perpendicularly to the target surface [1–5], but also

the orthogonal configuration has been tested, where the first

pulse (pre-pulse scheme) [6–10] or the second one (re-heating

scheme) [11,12] is directed parallel to the target surface and

focused in the ambient gas in front of it, while the other is

perpendicular and ablates the target.

In spite of the numerous works dedicated to the DP LIBS

configuration, the reason (or the concurrent reasons) of the

signal improvement is still not completely clear.

In our previous works, all devoted to the study of DP LIBS

in parallel configuration, we have presented a phenomenolog-

ical model of the different ablation characteristics of the DP

LIBS, using a time- and space-resolved emission analysis of

the plume [13] and a study of the emission obtained at different

ambient gas pressures and different interpulse delays with

spectroscopic [14] and imaging techniques [15].

The present work is aimed to the study of the effect of the

pulse energy on the LIBS signal enhancement in collinear

configuration, to add another element to the comprehension of
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the physical processes involved in DP LIBS. In particular,

since we hypothesized in the previous works that the benefits

of double-pulse configuration are due to the effect of the first

pulse, which ‘‘prepares’’ the ambient conditions where the

second pulse can produce an optimal ablation, we focused our

study on the effect of the first pulse energy on LIBS signal. In

order to account for the different signal enhancements obtained

with the different laser energies, we studied the thermodynam-

ical parameters of the plasma and the mass ablated from the

target.

The few previous works on this subject [12,16] were carried

out in different experimental setups: Ray et al. [16] studied the

effect of the energy of the first laser pulse in a DP LIBS

experiment on a liquid jet while Gautier et al. [12] reported a

study on both laser pulse energies but in the orthogonal DP

configuration (both in the re-heating and in the pre-pulse

schemes).

2. Experimental setup

The experimental setup used in this work is sketched in Fig.

1. The measurements were performed using a new dual-pulse

mobile LIBS instrument (MODI—MObile Dual-Pulse Instru-

ment) produced by Marwan Technology s.r.l. (Italy) in

collaboration with our laboratory. The instrument incorporates

a dual-pulse laser, constituted by a double-rod resonator

pumped by a single flashlamp, emitting two collinear laser

pulses of about 10 ns duration (FWHM) with energy per pulse

variable between 50 and 150 mJ at a maximum repetition rate

of 10 Hz. The interpulse delay can be set from 0 (single pulse)

to 60 As. The laser pulse energies can be varied independently

for the two beams.

The energies of the pulses were calibrated by means of a

Scientech thermopile and then monitored during the experi-
Fig. 1. Experimental setup used
ment by sending a small fraction of the laser beams to a fast

photodiode coupled to a digital oscilloscope.

An aluminum target (Al 99%, Mn 0.3%, Mg 0.6%), with the

surface perpendicular to the laser beams, was mounted inside

the MODI experimental chamber, on a motorized table for

positioning at the optimal lens-to-sample distance. The sample

surface was previously polished and cleaned to increase the

reproducibility of measurements.

The two beams were focused on the target surface by means

of a 100-mm focal length lens; the lens to sample distance was

set to 5 mm less than the lens focal length (95 mm), in order to

avoid the air breakdown in front of the target [17] and to

improve the stability of the plasma [18].

The space-integrated LIBS signal was collected through an

optical quartz fiber (diameter=600 Am, N.A.=0.22), placed at

45- with respect to the beam axis at a 3-cm distance from the

target surface, and sent to the MODI Echelle spectrometer (k/
Dk =7500) coupled with an intensified CCD camera, which

provided for each acquisition a full spectrum in the range 200–

900 nm.

All the experimental operations, including sample move-

ment, settings of the laser (energy of the beams, delay between

the pulses, repetition rate) and setting of the spectral acquisition

parameters (number of spectra averaged, acquisition delay,

CCD measurement gate and gain), were controlled by the

MODI personal computer.

The delay between the laser pulses was changed between

0, corresponding to single pulse, and 50 As. A delay time of

acquisition of 700 ns was chosen in order to allow the

decay of continuum, due to Bremsstrahlung radiation and

free-bound electronic recombination; an acquisition gate of

500 ns was also chosen, which guaranteed well-visible

emission signals in all the different experimental conditions

analyzed, but still allowing a meaningful calculation of the
for spectroscopic analysis.
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spatially integrated thermodynamical parameters of the

plasma.

The energy of the first pulse was set to 13, 26, 39, 52, 65

and 78 mJ (corresponding to a fluence in the range 30–180 J

cm�2 and irradiance in the range 3 I109–1.8 I1010 W cm�2)

while the energy of the second pulse was fixed to 78 mJ.

In order to reduce the spectral fluctuations, a series of 40

pairs of laser pulses was averaged for each measurement, at a

repetition rate of 2 Hz.

In order to evaluate the crater volume obtained with single-

and double-pulse LIBS, we examined the crater shapes using a

ViCo (Biomedica Mangoni, Italy) video-confocal microscope

(VCM) implemented on a Leica DM-RXA2 stand. As
Fig. 2. Images of a typical crater analysed by video confocal microscopy: (a)

extended focus image, (b) topographic image (each grey level correspond to a

depth level) and (c) 3-D surface reconstruction.
described elsewhere [19], in VCM an incandescent lamp may

be used as a multi-point illumination source and a CCD camera

as an image detector. The confocal imaging capability of VCM

is guaranteed by an original processing method [20]. High

resolution and flexibility joined with constructional simplifi-

cation and economy are significant, especially when compared

to single-point-scanning, laser-based confocal microscopes.

For each crater, a stack of high-resolution optical sections

has been collected at steps of 2 Am, along the focal axis. A dry

objective (Leica 20�, 0.50 N.A.) has been employed in all

measurements. Depending on actual crater depth, the overall

range scanned along the focal axis was between 80 and 120

Am, with a total number of sections in the range of 40 or more.

In Fig. 2a, the extended focus image of a typical crater is

presented, obtained by maximum projection of the reflectance

signal taken from the set of focal sections corresponding to the

field including the crater under measurement.

In Fig. 2b, the topographic image of the above crater is

presented in which the depth information, corresponding to the

maximum reflectance, has been calculated from the formerly

described set of sections. Fig. 2c, finally, shows the plot of the

surface of the same crater.

3. Results

3.1. Intensity measurements vs. delay between the pulses

For getting a better understanding of the effect of the first

pulse in determining the formation and the evolution of the

plasma plume produced in the DP LIBS, we performed the

measurements fixing the second laser pulse energy E2 at 78 mJ

and changing the first laser pulse energy E1 from 13 mJ up to

78 mJ, corresponding, respectively, to 1/6 and 6/6 of E2. At the

same time, the delay between the pulses was changed from 0 to

50 As. The integrated intensities of Al I at 305.0 nm and Al II at

281.6 nm, as a function of the laser interpulse delay and at

different energies of the first laser pulse, are reported in Fig. 3a

and b, respectively. Both lines are not resonant, with a

relatively high lower energy of the transition (29067 and

59852 cm�1, respectively), so that self-absorption effects can

be safely neglected in the intensity analysis.

Looking at the effect of the first pulse energy, a rapid growth

of the line intensities between the lowest energy value E1 and

the other values is evident in both figures. The maximum signal

obtained with E1�2/6E2 is 3 times higher for the neutral Al

line and 4–6 times higher for the ionized Al line with respect to

that obtained with E1=1/6E2. Moreover, whatever is the

interpulse delay, the signal obtained is very similar for all the

energies E1 except the lowest one.

This suggests that the physical mechanism originating the

signal improvement in the DP LIBS rapidly increases with E1

for lower values and then saturates.

The LIBS signal enhancement of Al II at 281.6 nm in the

DP configuration with respect to SP configuration at the same

total energy is plotted in Fig. 4 (similar results are also obtained

considering the Al I line at 305.0 nm). The highest

improvement is obtained for E1=2/6E2 and decreases for



Fig. 4. Signal enhancement of Al II at 281.6 nm line in the DP configuration as

a function of the interpulse delay obtained for different values of the energy E1

of the first laser pulse.

Fig. 3. Measured intensity of (a) Al I at 305.0 nm line and (b) Al II at 281.6 nm

line as a function of the interpulse delay obtained for different values of the

energy E1 of the first laser pulse.
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higher E1 values. However, it should be noted that the

reduction of the signal enhancement for E1>2/6E2 is due to

the growth of the signal produced by the simultaneous pulses at

laser energy E1+E2 and not to a real decrease of the intensity

obtained in the DP case.

For all the energies, the highest signal enhancement is

obtained for a delay between the two pulses in the range 1–4

As, as previously found in many works [3,8,14]. For higher

delays, the signal slowly decreases, except in the case of

E1=13 mJ, where the signal rapidly comes back to the value

obtained with a single-pulse ablation.

In order to explain the trends of aluminum line intensities

plotted in Fig. 3a and b, it is important to measure the

evolution of temperature and electron densities in the plume

and the ablated mass from the target, as described in the

following.

3.2. Thermodynamical parameters vs. delay between the pulses

Both the spatially integrated temperature and electron

density were calculated from the LIBS spectra acquired at

different interpulse delays and different laser pulse energy.

The electron density was calculated by measuring the Stark

broadening of Ha line, accounting for the quasi-static ion and
impact-electron broadening effects, according to the formula

[21]

ne cm�3
� �

¼ 8:021012
Dk1=2
a1=2

�� 3=2

where Dk1/2 is the FWHM in Angstrom and a1/2 is a

coefficient, weakly depending on electron density and temper-

ature, tabulated by Griem [22]. Hydrogen emission is always

present in the LIBS spectra taken in ambient air, because of the

water vapor due to the natural humidity of the air. The use of

hydrogen lines for electron density determination in laser

plasmas has been already reported [23,24]; in the present work,

we previously tested the reliability of the measurements by

comparing the results with those found by measuring the Stark

broadening of Mn II at 294.9 nm. We found that the values

were in agreement within the experimental errors. However,

the uncertainty affecting the electron density values obtained

using the Ha line is lower (¨10%) than the one corresponding

to the values obtained using the Mn II line (¨20–30%); this is

due to the uncertainty in the determination of the line width.

The resulting values of the electron density do not show a

clear behavior, considering the experimental error (10%) (see

Fig. 5a), except in the case E1=E2 where a slight decrease in

the DP case with respect to the simultaneous pulses is

observed, as found elsewhere [2,13,14].

The plasma temperature has been also calculated, in the

framework of the Local Thermal Equilibrium (LTE) approx-

imation, using the Saha–Boltzmann plot method, as described

in Ref. [25]. This method consists in a generalization of the

Boltzmann plot which takes into account both neutral and

ionized lines, through the use of the Saha equation and using

the values of plasma electron density previously calculated.

The lines used for temperature calculation are Al I at 265.2,

266.0, 305.0, 305.5, 305.7 nm and Al II at 281.6 nm. Using

this technique, the maximum difference between the upper

level energies of the transitions considered is ¨106000 cm�1,

bringing to a considerable reduction of the fitting error with

respect to the usual Boltzmann plot method. The experimental



Fig. 5. Space-integrated thermodynamical parameters of the plasma as a

function of the interpulse delay obtained for different values of the energy E1 of

the first laser pulse. (a) Electron density (cm�3) (the experimental error is

10%). (b) Temperature (eV) (the experimental error is 3%).
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errors on temperature calculation (neglecting the systematic

error coming from the uncertainty of Aki coefficients) are of the

order of 3%, coming mainly from the uncertainties of the

electron density and the fitting of the line profile.

The calculated plasma temperatures are plotted in Fig. 5b, as

a function of the interpulse delay and for the different energies

of the first laser pulse. For all the values of the energy of the

first pulse, the maximum plasma temperature is reached for an

interpulse delay in the range between 1 and 7 As; a slow

decrease then occurs with increasing the delay between the

pulses. The increase of temperature in the DP experiments with

respect to the SP case is consistent with the results of previous

works [3,14] but is relatively small (of the order of 10%,

around 0.05–0.1 eV) even at its maximum.

This observed small increase in temperature (together with

the calculated value of electron density) cannot explain the

LIBS signal enhancement evidenced in Fig. 4. In fact, the

intensity enhancement R of a generic line in DP configuration

with respect to single pulse can be written:

R ¼ NDP

NSP

nDP

nSP

Z TSPð Þ
Z TDPð Þ exp � Ek

1

kBTDP
� 1

kBTSP

� �� �
ð1Þ
where N is the absolute total number of atoms of the chemical

element considered, n is the fraction of these atoms

corresponding to the emitting species (atomic or ionic), Z is

the partition function, Ek is the upper energy level of the

transition and kB is the Boltzmann constant. In turn, the ratio

nDP/nSP can be expressed in terms of the temperature and

electron density values via the Saha equation.

Assuming at first that the total number N of emitting

particles is the same in single- and double-pulse configuration,

we calculated the expected signal enhancement for the neutral

aluminum lines Al I at 265.3, 305.0, 308.2 nm and the ionized

aluminum lines Al II at 281.6, 358.6, 466.3 nm for E1=E2=78

mJ at an interpulse delay of 4 As, based on the measurements of

T and ne. In that case, the small increment of temperature from

1.24 eV (simultaneous pulses) to 1.34 eV (Dt =4 As) results in a
slightly higher population of higher energy levels and a slightly

higher ionization, producing a negligible variation of the

intensity of the neutral Al lines (0.94<R <1.2) and an increase

of the ionized Al lines (2.3<R <3), as showed in Fig. 6a. The

enhancement depends on the upper energy level of the

transition and is well described by an exponential functions

for both neutral and ionized species, according to Eq. (1).

This predicted behavior is similar to that observed in DP

experiments performed in the re-heating orthogonal configu-

ration, as found by Gautier et al. [11]. Our experiment confirms

the increasing trend of the enhancement with the upper energy

level; however, both neutral and ionized line show a substantial

signal enhancement, as shown in Fig. 6b. Thus, although the

increase of the temperature is certainly responsible of the trend

of the signal improvement with the energy of the upper level,

another mechanism is needed to model the actual experimental

results.

In collinear DP configuration, the assumption that the

ablated mass is the same than in single pulse is obviously

unrealistic. In fact, by assuming an increase of the ablated mass

in DP measurements equal to 7 (corresponding to NDP/NSP=7

in Eq. (1)), the predictions of Eq. (1) well fit, within the

experimental errors, the experimental data (see Fig. 6c).

It is thus clear that, to explain the enhancement of the LIBS

signal in DP collinear configuration, it is necessary taking into

account the higher ablated mass.

3.3. Crater measurements

In order to verify the correlation between the increase of

the ablated mass and the LIBS signal enhancement in our

experiment, we used the confocal microscopy setup above

described for comparing the three-dimensional shape of the

craters obtained in DP configuration, at an interpulse delay of

4 As, with the ones obtained in single-pulse configuration,

using a pulse energy E1+E2. A profile of the craters obtained

in the two configurations, at E1=E2=78 mJ, is plotted in Fig.

7a and b. The crater produced in DP configuration is much

deeper than that produced by a single laser pulse, as expected.

Fig. 8a and b show the measured volume under the surface

obtained in single-pulse configuration, as a function of the

energy E1+E2 of the pulse, and in DP configuration as a



Fig. 6. (a) Expected signal enhancement in DP configuration for Al I at 265.3,

305.0, 308.2 nm and Al II at 281.6, 385.6, 466.3 nm lines for E1=E2=78 mJ,

an interpulse delay of 4 As and considering NDP=NSP (see Eq. (1)). (b) Signal

enhancement of the same lines experimentally measured. (c) Comparison of the

measured (triangles) and predicted (squares) values, accounting for an increase

(¨7 times) of mass ablated in the DP configuration (NDP=7NSP).

Fig. 7. Profile of the craters obtained in (a) single-pulse configuration (laser

energy E =E1+E2=156 mJ) and (b) double-pulse configuration at the

interpulse delay of 4 As with laser energies E1=E2=78 mJ.

P.A. Benedetti et al. / Spectrochimica Acta Part B 60 (2005) 1392–1401 1397
function of the energy of the first laser pulse E1. The volume

of the crater in DP case is larger than that obtained in the SP

by a factor 4–6, except in the case E1=13 mJ where the

volume in the two configurations is the same, within the

experimental errors. Moreover, the growth of the volume with
the pulse energy E1 is different in the two cases, showing a

steep increase in the DP case for low energies (represented in

Fig. 8b).

In both the single- and double-pulse cases, a large amount of

the material removed in the drilling is accumulated by melt

flushing in a rim around the hole; during the drilling process, in

fact, the vapor pressure at the bottom of the hole forces the

molten material to climb the crater walls up to the target surface

[26]. Since the density of molten and re-solidified material can

be lower than the target, the volume of the material upper the

target surface (Volumeup) may be higher than the volume drilled

in the target (Volumedown). A similar result has been already

found by Horn et al. [27] focusing a 266-nm Nd:YAG laser onto

various metal surfaces and by Liu et al. [28] using a 266-nm

Nd:YAG laser on a silicon target. In single-pulse craters, the

ratio Volumeup/Volumedown is in the range 1.8–2.5 while in the

DP craters, except the case E1=13 mJ where Volumeup/

Volumedown=1.8 (very similar to the single-pulse craters),

Volumeup/Volumedown is in the range 0.8–1.1.

The change in density between the material above and

under the surface does not allow the calculation of the

effective ablated mass in the plume by the difference

Volumedown�Volumeup.



Fig. 8. Measured volume (Am3) under the target surface and corresponding

removed mass (Ag) in (a) single-pulse configuration vs. the total pulse energy

E1+E2 (the dotted line represents a linear fitting of the data) and in (b) double-

pulse configuration vs. the energy E1 of the first laser pulse (the dotted line

represents a guide for the eye).

Fig. 9. Ablated mass, in arbitrary units, estimated by measured intensities of Al

I at 305.0 nm and Al II at 281.6 nm lines in (a) single-pulse configuration vs.

the total pulse energy E1+E2 and in (b) and (c) double-pulse configuration vs.

the energy E1 of the first laser pulse with an interpulse delay of 1 As and 4 As,
respectively.
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For this reason, we estimated the aluminum ablated mass

MAl (scaled by an arbitrary factor) from the measured LIBS

intensity Iki of the Al lines and from the calculated

thermodynamical parameters of the plasma (T and ne) using

the formula:

MAl ¼ NAlmAl ¼
FIkiZ Tð Þexp Ek=kBTð Þ

n T ; neð ÞAkigk
mAl ð2Þ

where as in Eq. (1), NAl is the total number of aluminum atoms,

n is the fraction of the atoms corresponding to the considered

emitting species (atomic or ionic), which can be calculated by

the Saha equation using the experimental values of T and ne;

Z(T) is the partition function of the species; Ek, gk and Aki are

the upper level energy of the transition, its degeneracy and the

corresponding transition probability; F is a factor dependent on

the geometry and the spectral efficiency of the experimental

setup and mAl is the atomic mass of aluminum. Using Eq. (2),

the ablated mass has been estimated (in arbitrary units)

considering the LIBS intensities of Al I at 305.0 nm line and

Al II at 281.6 nm line. The relative errors, calculated by the

error propagation, between the values calculated from a single

line, are of the order of ¨20%.
The results obtained for superimposed pulses and for pulses

delayed by 1 As and 4 As are shown in Fig. 9a, b and c,

respectively. The results obtained for the other interpulse

delays, not shown here, are qualitatively similar to Fig. 9b and

c. These results confirm the qualitative trends already deduced

from measurements of the crater volume.



Fig. 10. Ratio of estimated nitrogen number density in DP configuration over

the same value obtained in single-pulse configuration with a pulse energy

E =78 mJ, as a function of interpulse delays and for different E1 energies. The

data have been calculated from the N I at 744.3 nm line.
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4. Discussion

The linear trends of crater volume and ablated mass with

pulse energy shown in Figs. 8a and 9a (SP case) agree with

previous works [27,29,30]. Both Horn et al. [27], focusing a

Nd:YAG laser operating in its fourth harmonic (266 nm) on

several metal targets (fluence in the range 3.5–35 J cm�2

depending on the sample), and Ducreux-Zappa and Mermet

[29], analyzing a glass target with a Nd:YAG laser operating

again at 266 nm (fluence in the range 5–37.5 J cm�2) and

with an XeCl laser operating at 308 nm (fluence in the range

27–75 J cm�2), found a similar linear relation between the

ablated mass from the target and the laser energy used.

Similarly, Semerok et al. [30] focusing a Nd:YAG laser

emitting at 532 nm on a copper target found an almost linear

relation between crater volume and pulse energy (V”E0.9),

working at laser fluences more similar to our conditions

(range 10–4500 J cm�2).

On the other hand, the abrupt rise of crater volume and

ablated mass with the first pulse energy in DP configuration

(Figs. 8b and 9b–c) was not observed before and deserves a

specific discussion. Clearly, such behavior is intimately

connected with the physical mechanism originating the signal

improvement in double-pulse experiments. Two mechanisms

[8] can be considered to explain such increase, i.e. the pre-

heating of the target and the reduction of the ambient gas

density left by the first laser pulse.

Both these phenomena can produce a higher mass ablation,

and then a higher signal, when the second laser pulse hits the

target. The results here reported cannot exclude any of the two

mechanisms; however, they can nevertheless give some

interesting indication on the main physical processes occurring

and on the optimal experimental setup to be used in the DP

configuration.

In the pre-heating scenario, the higher mass removal in the

DP configuration is due to the residual temperature of the target

surface at the arrival time of the second laser pulse, which

improves the ablation process. In fact, it has been observed that

increasing the temperature of the target results in a signal

enhancement [31].

It has been demonstrated [32] that the temperature of the

target surface at the end of a laser pulse is approximately

proportional to the total laser fluence on the target (the initial

ambient temperature of the target is negligible). With increas-

ing the laser intensity, the fluence reaching the target saturates,

due to the plasma shielding. In principle, this effect could

explain the roll-off of the ablated mass with the first pulse

energy shown in Figs. 8b and 9b–c. However, both the

ablation modeling of a Cu target in vacuum of Bogaerts et al.

[33] and the investigations of Shannon et al. [34] on the laser

ablation of several targets in argon atmosphere showed that

such roll-off effect occurs at laser irradiances in the range of 2–

3 I108 W cm�2. Similarly, Hrovatin and Mozina [35], focusing

a Nd:YAG laser on a Al-epoxy films, found a roll-off threshold

of ¨1.3 I108 W cm�2. Moreover, Shannon et al. [34] did not

found significant differences of the roll-off threshold for the

different matrix targets used. On the other hand, the roll-off
observed in our configuration occurs at laser fluences at least

one order of magnitude higher (¨6 I109 W cm�2) than the

above-mentioned laser-shielding thresholds; therefore, the

increase of the target temperature does not seem to be able to

explain our experimental results.

Moreover, the surface temperature would decrease very

rapidly during the first hundreds of nanoseconds, reaching

again the room temperature after about 1 As [36]. Thus, the pre-
heating mechanism, in theory, could play a role in the early

300–400 ns; however, in this range of interpulse delays the

experimental findings show a LIBS signal enhancement much

lower than the maximum, located at an interpulse delay of

some microseconds [15], as shown in Fig. 3. This suggests that

the persistency of a shielding of the first plasma up to an

interpulse delay of 400 ns [37] hinders the pre-heating

mechanism in the only interpulse range (0–400 ns) where it

could be really important. These considerations seem to

exclude the pre-heating from being the leading reason of the

mass removal increase.

On the contrary, the hydrodynamical mechanism which

produces the environment gas rarefaction in front of the target

is effective on typical time scales much longer than the

microsecond and is thus able to explain the signal enhancement

observed even at an interpulse delay of 50 As. Moreover, the

hydrodynamical mechanism could also explain the roll-off of

ablated mass vs. the laser pulse energy E1. In a previous paper

[14], we showed that the optimal buffer gas pressure for a

single-pulse LIBS experiment on a Cu–Zn target is around 100

Torr, with the plasma emission decreasing for higher and lower

pressures; such feature, together with the results of DP

experiments performed at different buffer gas pressures,

suggests that the signal enhancement in DP configuration is

related to an improved laser ablation by the second laser pulse,

due to the rarefied gas density inside the region encompassed

by the shock wave produced by the first laser pulse. In DP

LIBS, the ablated mass is greater (and the emission is higher)

when the gas density inside the bubble approaches the

optimum value. An estimation of the gas density in front of
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the target surface after the first laser pulse was given in Ref.

[38], referring to the experimental conditions described in Ref.

[13]; the value found was ¨7% of the atmospheric gas density,

in accordance with the model proposed.

Bearing this in mind, it is possible that in the conditions of

the present experiment the pulse energy E1=13 mJ is too low

to bring the gas density close to the optimal value, while higher

E1 are obviously more effective. We can attain a qualitative

validation of such an interpretation by comparing the number

density of nitrogen atoms in the plume obtained in DP

configuration at different interpulse delays (at pulse energies

E1=13, 26, 39, 52, 65, and 78 mJ and E2=78 mJ) with the

same value obtained in single-pulse configuration with an

energy pulse E2=78 mJ (see Fig. 10). The atom density has

been estimated as in Eq. (2), resting on the approximation of

spatially homogeneous plasma. Since the nitrogen is coming

from the ambient gas and its abundance is not enriched by the

second pulse, the ratio reported in Fig. 10 is a qualitative

indication of the environment gas rarefaction in the bubble

created by the first pulse. The experimental errors on the data

(neglecting the systematical errors due to Aki uncertainties) are

of the order of 30% for E1=13 mJ and of the order of 20% for

the other energies.

The results suggest that the rarefaction behind the shock

wave produced by a laser pulse of energy E1=13 mJ is

markedly lower (0.7<y <1.0) than the one obtained at higher

laser energies (0.4<y <0.7), thus confirming our interpreta-

tion of the DP enhancement effect in terms of the reduction

of the density of the ambient gas produced by the first laser

pulse.

From the point of view of the optimization of the

experimental setup in the DP configuration, an important

corollary of these results is that the first pulse can be also

conspicuously less energetic that the second one, without a

substantial reduction of the LIBS signal enhancement. This

consideration is particularly important in those cases where

both the pulses are created by the same laser by successive Q-

switches triggering [4,39,40]. In that case, it is preferable to

adjust the delay between the two Q-switches triggering so that,

the second pulse, which is more important in the removal of

material from the target, is markedly higher than the first one.

This result is in accordance with the work of Pichahchy et al.

[39] who found that the best ratio of the pulses energy ratio E2/

E1 is approximately 3 in the case of LIBS analysis of metals

under water.

5. Conclusions

The influence of the energy of the first laser pulse in the DP

collinear LIBS configuration was studied at different interpulse

delays varying between 0 and 50 As; a substantial improvement

of the LIBS signal, with respect to the single-pulse configu-

ration, was obtained for E1=1/3E2 , while the signal steeply

decreased for lower values of the E1/E2 ratio (fluence of the

first laser lower than ¨6 I109 W cm�2).

The measured small increase of the temperature in DP

configuration can explain the trend of the signal with the upper
level energy of the transition but is unable to justify the high

enhancements observed.

On the other hand, these enhancements can be correlated to

an increase of the mass removed in DP configuration, as

suggested by the deeper craters measured and the estimated

ablated mass (scaled by an arbitrary factor).

The results reported in this paper seem consistent with the

interpretation of the signal enhancement in double-pulse

configuration in terms of the reduction of the density of the

ambient left by the first laser pulse. These findings, besides

giving a further insight on the processes underlying laser

interaction with matter in double-pulse configuration, can also

be useful for optimization of actual LIBS experiments in a

number of practical applications.
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