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Chapter 15

Transformation Rules

15.1 Definitions

The following are some definitions of equivalence and preorder relations between (Basic)
LOTOS processes, used in this appendix and elsewhere in the Catalogue. These relations
are defined using the notion of Labelled Transition System.

A Labelled transition System (LTS) is a 4-uple (.5, Act, { Ry, z € Act}, so), such that S is
a set of states. Act is a set of actions, R, C .5 x5, sg€ S.

We will use the notation P — @ to mean that (P, Q) € R, and we will say that the
system in the state P is able to perform the action ¢ and transform in the state Q.

The operational semantics of LOTOS associates a LTS to each process by means of rules
of inference [9]. The set of actions Act for Basic LOTOS can be defined as GatesU {i} U
{d}. The action 7, the unobservable action, is treated in a special way by the ”weak”
equivalences. For their definition, a different relation between states of a LTS is needed:

. e . ~ Pt ~  a ) ~
P = Q if and only if 351, 5,,...5, € S, such that P = S} — Sy, ..5; = Spp1 — ...5,
The two transition relations can be extended to sequences of actions: giveno = a;-az-...an,
PLQIfPL S BS5,.. 20Q

P2Qif PE S 2S5, .80

Bisimulation Congruence

A bistmulation R relation is a binary relation on S such that whenever PRQ and a € Act
then:

) PSP =30 Q% Q and P'RQ",
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i) Q=>Q = 3P. P35 P and QRP;
Two processes Bl and B2 are said bisimulation equivalent (written B1~B2) if and only if
there exists a bisimulation relating the initial states of their L'TSs.

The bisimulation equivalence is actually a congruence (also called strong congruence).

Observational Congruence

A weak bisimulation R relation is a binary relation on S such that whenever PRQ and
a € Act then:

i) PSP =3Q. Q= Q and PRQ;

i) Q= Q =3P . P3P and QRP;
Two processes Bl and B2 are said observationally equivalent (or weakly bisimular, written

B1~B2) if and only if there exists a bisimulation relating the initial states of their LTSs.

We call observational congruence the largest congruence included in the bisimulation
equivalence.

Trace Congruence
The set {o | ¢ € Act™, sy = s}, where s¢ is the initial state of the LTS associated to a
process P, is called the set of traces of P, written Tr(P).

Two processes are said to be trace equivalent if they have the same set of traces. This
equivalence is also a congruence (trace congruence).

Reduction Preorder
We define the reduction preorder between two processes Bl and B2 in the following way
[10]:
Bl red B2 it:
¢) Tr(Bl) C Tr(B2)
i) Yo € Tr(Bl) and YA C Act — {i},

if 3B1', Bl1= Bl and AC: Bl' 3 C Va € A,

then 3B2'. B2 2 B2 and AC: B2 = C Ya € A.
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Extension Preorder
We define the extension preorder between two processes Bl and B2 in the following way
[10]:
Bl ezt B2 if:
i) Tr(B1) 2 Tr(B2)
1) Yo € Tr(B2) and YA C Act — {1},

if 3dBl', B13 Bl and BC: Bl = C Va € A,

then 3B2, B2 = B2 and AC: B2 2 (C Ya € A,

15.2 Laws for Strong, Observational and Trace Con-
gruence

~

In the following a complete set of laws for strong, observational and trace congruence on
finite basic LOTOS (i.e., Basic LOTOS without recursive process instantiations) is listed.
This means that all transformations preserving one of these equivalences on Basic LOTOS
can be ultimately reduced to a combination of these laws.

We begin with the laws for strong congruence, grouped together for each operator. We
then present additional axioms for observational and trace congruence, respectively.

The laws are valid for Full LOTOS, but do not form a complete set of laws for the relevant
equivalence on it, since they do not take into account value-passing. The set of laws for
strong congruence is complete for Basic LOTOS without recursive process instantiations,
but is not minimal; for a minimal complete set and its completeness proof we refer to [8].
The laws belonging to this minimal set has been marked with a x in the following. The
set of laws for strong congruence includes instead all the laws presented in [9].

The additional axioms maintain the completeness with respect to the relevant equivalence.

Exit

exit = 0; stop *

Choice ]

B1[] B2 =B2][ Bl *

Bl (B2 B3)=(Bl]B2)[ B3 *
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[l stop =B *
B{lB=B8B *
Parallel |

(any of the following laws is a shorthand for the three laws obtained by replacing every
occurrence of the symbol | with one of the following operators: |[g1, ..., gn][,||],]] )

B1|B2 = B2|B1
B1|(B2|B3) = (B1|B2)|B3

B1|[AHBZ = B1|[A"]|B2 if A”and A define the same set of gates
B1|[4]|B2 = B1|[A1|B2  A'= AN (L(B1)UL(B2))

B1|[A]|B2 = Bl1||B2 ifA D (L(B1)U L(B2)) *
B1|[]|B2 = B1]||B2 *

Enabling >>

stop >> B = stop *

cxit >> B =1, B

(Bl >> B2)>> B3 = Bl >> (B2 >> B3)

(B1[]B2) >> B3 = (Bl >> B3)[|(B2 >> B3) *
(a; B1) >> B2 = a; (Bl >> B2) if ast & *
(a; Bl1) >> B2 =1; B2 ifa= 6 *

B >> stop = Bl||stop

Disabling [>

Bl1{> (B2[> B3) = (Bl[> B2)[> B3
B[> stop = B

(B1[> B2)[|B2 = Bl[> B2

stop[> B =B *

extt[> B = exit[|B
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(B1[)B2)[> B3 = (B1[> B3)[|(B2[> B3) .
(a; BL)[> B2 = B2[Ja; (B1[> B2) if as § *
(a; B1)[> B2 = (a; B1)[| B2 if a=§ *

Hiding hide in

hide A in stop = stop *

hide A in (a; B) = a; (hide A in B) if ag A *

hide A in (a; B) = i; (hide A in B) if ac A *

hide A in B = hide A’ in B if A”and A define the same set of gates
hide A in B = hide A in B fA = AN L(B)

hide A in hide A’ in B = hide A” in B it A" =AU A’

hide Ain B=B fANL(B)=10

hide A in Bl [] B2 = (hide A in B1) [] (hide A in B2) *
hide A in (Bl >> B2) = (hide A in B1) >> (hide A in B2)

hide A in (B1 [> B2) = (hide A in B1) [> (hide A in B2)

(the following law is a shorthand for the three laws obtained by replacing every occurrence
of the symbol | with one of the following operators: |[g1,...,gn][,|Il, | )

hide A in (B1 | [A"] | B2) = (hide A in B1) | [A7] | (hide Ain B2) ifANA’' =

Relabelling [S]

Note that in LOTOS no explicit operator for relabelling is provided, the effect of rela-
belling being achieved by means of the gate parameter passing in process instantiation.
Therefore, for the sake of simplicity, we give the axioms by using the following notation:
[S]=lal/g1. . an/gn], 5(9:) = @i S(g) = g if g # gi for i=1,.,n

stop[S] = stop *

exit[S] = exit

(a; B)[S] = S(a); B[S] *
(B1]B2)[S] = B1[S][]B2[5] *
(B1][A]|B2)[S] = B1[S]|[S(A)]| B2[S] if S is injective on L(B1)U L(B2)U A
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(Bl >> B2)[S] = B1[S] >> B2[S]
(Bl[> B2)[S] = B1[S][> B2[S]
(

hide A’ in B) [S] = hide A in B[S] if S is injectiveon L(B)U A" and S(A’) = A
B[S] =B if S = identity on L(B)
B[S1] = B[S2?] if Sl(a) = S2(a) for every a € L(B)

B[S1] [S2] = B[$S20S1]

Expansion Theorems

Notation: B1[]B2[)...[|Bn = [}{B1,..., Bn} = [|S where § = {B1, ..., Bn}
Hp. every element of S has the structure b;; B; .
It B = [J{b; Bili € I} and C = [[{c;; C;|j € J}, then
BIAIC = [[{bis (Bil[A]|C) | name(b;) & A,i € [}

[] e (BIACS) | name(c;) € A,j € T}

[ I{a: (Bil[A]IC) | @ = bi = ¢j,name(a) € A1 € 1,5 € J} *
Bl>C = C[[[H{oa(Bi[>C)lig I}
hide Ain B = [|{bi; hide A in B; | name(b;) & A,i e I}

[ [}{é; hide A in B; | name(b;) € A,i e I}

B[S] = [{S(b:); B[Sl € I}

15.2.1 Observational Congruence (i-laws)

By adding the following laws to the previous ones, a complete set of axioms for the
observational congruence for finite LOTOS is obtained.

a:1;B=a;B
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15.2.2 Trace Congruence Laws

By adding instead the following laws, a complete set of axioms for the trace congruence
for finite LOTOS is obtained (note that the observational congruence laws for the internal
action i can be easily derived by the following laws).

:B=1B
a:(B1 [] B2) = a;B1 [} a;B2
The following is a useful derived law for trace congruence:

B|B=38

15.3 Recursion

In.LOTOS no explicit recursive operator is provided. Recursive processes can be defined
by means of recursive process definitions. As we have already done for the relabelling
operator, we prefer to use an explicit recursive operator to give the related laws [34].
Notation: rec x.E denotes a recursive process; Elrec x.E/x| denotes the process resulting
by substituting in E every occurrence of x with rec x.e.

rec x. E = E[rec x.E/x]

If F = E[F/x] then F =rec x.E , provided that x is guarded in E (see section 15.4.1)

Note that the addition of these two laws for recursive processes to the ones given before,
does not provide a complete set of laws for observational congruence for basic LOTOS.

15.4 Laws for reducing unguarded recursions to guarded
recursions

In the following we give the transformation rules that allow to reduce unguarded recursion
for the language composed by the action prefix, (explicit) recursion, choice and pure
synchronization, preserving the trace congruence.

15.4.1 Definitions

An occurrence of a process variable x in a behaviour expression E is guarded in E if it
occurs within some subexpression a:F of E, with ¢ € Act. Otherwise it is said to be
unguarded in E [34].

Chavpter 15. Transformation Rules 152




Public “jKEPHERE Lo/WP1/T1.2/N0045/V03

A recursive process definition  rec x.E is said to contain a guarded recursion if the
process variable x occurs guarded in E. Conversely, it is said to contain an unguarded
recurston 1f x occurs unguarded in E.

15.4.2 Unguarded Recursion Laws

The following laws, in conjunction with the trace congruence and the guarded recursion
ones, form a complete set of axioms for the trace congruence on the LOTOS subset com-
posed by the action prefix, recursion, choice and pure synchronization, allowing unguarded
recursion. [20].

rec x. (U(x)[|B(x)) = rec x. B(x)
rec x. ((U(x)[|BL(x)) | B2(x)) = rec x. (Bl(x) || B2(x))

where B(x), B1(x), B2(x) are generic behaviour expressions, and U(x) is an unguarded
expression of the form x or x| B(x)

Useful instances of the above axioms are:
rec X. X = stop

rec X. (x [] B(x)) = rec x. B(x)

rec X. (x || B(x)) = stop

The second of these derived laws has been introduced in [34] for the language without
synchronization, and actually preserve strong congruence; the more general laws handling
synchronization does not in general preserve strong congruence, due to their interactions
with the trace congruence law B || B =B .

15.4.3 More Unguarded Recursion Laws

Another useful transformation. operating on a subset of LOTOS including the interleaving
operator, is the tollowing:

rec X. [[{as @i}z = rec x. H{an Qillla}

This law preserves strong equivalence, as presented in Chapter 9.

Chanter 15. Transformation Rules 153




