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Glassy Synaptic Time Dynamics in Molecular
La0.7Sr0.3MnO3/Gaq3/AlOx/Co Spintronic Crossbar Devices

Andrei Shumilin, Prakriti Neha, Mattia Benini, Rajib Rakshit, Manju Singh,
Patrizio Graziosi, Raimondo Cecchini, Luca Gnoli, Mirko Prezioso, Ilaria Bergenti,
Valentin Alek Dediu, and Alberto Riminucci*

The development of neuromorphic devices is a pivotal step in the pursuit of
low-power artificial intelligence. A synaptic analog is one of the building blocks
of this vision. The synaptic behavior of molecular La0.7Sr0.3MnO3/tris(8-
hydroxyquinolinato)gallium/AlOx/Co spintronic devices is studied,
where the conductance plays the role of the synaptic weight. These devices
are arranged in a crossbar configuration, the most effective architecture
for the purpose. The conductance of each cross point is controlled separately
by the application of voltage pulses: when set in the high conductance
potentiated state, the devices show a spin-valve magnetoresistance, while
in the low conductance depressed state, no magnetoresistance is observed.
The time dependence of the resistive switching behavior is an important
parameter of the synaptic behavior and is very revealing of the underlying
physical mechanisms. To study the time dynamics of the resistive switching
after the voltage pulses, the response of the device to trains of potentiation
and depression pulses, and the time-resolved conductivity relaxation
after the pulses are measured. The results are described with the conductivity
model based on impurity energy levels in the organic semiconductor’s
gap. A flat distribution of the activation energies necessary to move these
impurities is hypothesized, which can explain the observed glassy behavior.

1. Introduction

Artificial intelligence (AI) has fast become one of the most impor-
tant developments in the ongoing information-age revolution.
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Approaches vary from classical symbolic
AI[1] to the more biologically inspired
algorithms used in neural networks.[2]

Since its inception, AI has taken
inspiration from naturally intelli-
gent entities like brains, neurons,
and synapses. Brain-inspired AI, also
known as neuromorphic computing,
tries to study the brain’s structure
to work out what are the mecha-
nisms that confer its intelligence.[3]

One of the basic functional anatomi-
cal features of the brain is the synapse,
a small area of a neuron’s receiving den-
drites that connects it to another neu-
ron’s outgoing axon; the synapse is be-
lieved to be one of the building blocks
of the brain’s intelligence.[4] Its behav-
ior was mimicked by the earliest com-
puter algorithms aiming at implement-
ing some form of intelligence, such as the
perceptron and backpropagation.[5] One
of the defining features of the synapse is
its plasticity, which is believed to confer
the brain its ability to learn. It is obtained
by 2 opposing phenomena, potentiation,

consisting in a strengthening of the connection between 2 neu-
rons, and depression, consisting in its weakening.

Simulating synapses to perform neuromorphic computing on
a conventional computer program means having to deal with
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the memory access bottleneck[6] that slows down performance
and increases the energy budget. In order to achieve perfor-
mances comparable to the brain’s, especially in terms of en-
ergy efficiency, it is necessary to resort to hardware neuromor-
phic implementations.[7] The foremost approach in solid-state
physics consists in using resistive switching devices,[8] in which
the strength of the synapse is embodied in their conductance. Re-
sistive switching devices can retain their state without any power
having to be supplied, in contrast with conventional SRAMs and
DRAMs. Their conductance, and therefore the strength of the
synapse, is usually changed by the application of a voltage pulse.
Several technologies can achieve this behavior.[9]

Different materials were proposed to fabricate artificial
synapses. Each has unique potentiation/depression dynamics
that follow from the physical phenomena underlying the switch-
ing process. These properties provide both limitations and op-
portunities for device fabrication.[9] In phase change memory-
based devices, the potentiation dynamics are controlled by melt-
ing and recrystallization of the contact part of the device, lead-
ing to a switching delay time that is dependent on the pulse
amplitude.[10] In ferroelectric devices, the process is controlled
by domain dynamics.[11] In valence change memories the poten-
tiation is often described in terms of filament formation.[12] This
leads to the preliminary filament-forming pulse required for de-
vice operation and to the gradual response to a train of weak
pulses.[13] The filament can dissolve over time, which allows to
use of the device as a short-term dynamical element in a neuro-
morphic circuit. In polymer electrochemical neuromorphic de-
vices, the trains of pulses are accompanied by the paired-pulse
facilitation slowly decaying in time.[14]

Here we use the unique combination of the molecular semi-
conductor tris(8-hydroxyquinolinato)gallium (Gaq3) and a va-
lence change memory material (AlOx) comprised between 2 fer-
romagnetic electrodes, thus forming a molecular spin valve. In
this way, we add a second means to control the conductance of
the synaptic devices, that is the magnetic field. The molecular
spin valve shows both conventional resistive switching and mag-
netoresistance: by sweeping an applied magnetic field, the mag-
netizations of its ferromagnetic electrodes can be set either par-
allel, corresponding to a low conductance state, or antiparallel,
corresponding to a high conductance state.[15,16] The addition of
this degree of freedom speeds up the learning rate in a simula-
tion based on a reinforcement learning algorithm.[17]

In this article, we study the time dynamics of the resistive
switching properties of La0.7Sr0.3MnO3(LSMO)/ Gaq3/AlOx/Co
molecular spin valves, arranged in a 4 × 3 crossbar configuration.
We demonstrate that the resistive state of each cross-point can be
changed progressively in a non-volatile fashion by the application
of a voltage pulse. We demonstrate that the crosstalk between the
addressed junction and the other ones was 8% on average. We
show that the dynamics are logarithmic overtime over 3 different
time scales: after the application of voltage pulse, over the rep-
etition of identical voltage pulses, and over the repetition of the
latter experiments. Such dynamics are known from the literature
to increase the efficiency of learning algorithms for spiking neu-
ral networks (SNN).[18] Finally, we provide a physical model of the
synaptic behavior of our devices, adding insight into the micro-
scopic origin of the resistive switching, that is attributed to the
migration of oxygen-doping species.[19]

Figure 1. Schematic drawing of the 4 × 3 crossbar sample architecture.
From top to bottom: Co electrodes (10 nm thick) corresponding to in-
puts A,B, and C (grey), AlOx (2 nm thick) tunnel barrier (light grey), Gaq3
molecular thin film (10 nm thick, green), bottom LSMO electrodes (20 nm
thick, dark grey), corresponding to neurons 1,2,3 and 4. The devices (i.e.,
synapses) are the cross-points between the top and the bottom electrodes.

2. Results and Discussion

We fabricated 2 types of crossbar samples, as detailed in the
“Methods” section. The first type had 4 bottom LSMO electrodes
and 3 top Co electrodes (referred to as 4 × 3 devices). The sec-
ond type had 3 bottom LSMO electrodes and 1 top Co electrode
(referred to as 3 × 1 devices).

Figure 1 shows the basic structure of a 4 × 3 crossbar device.
The top Co electrodes and the bottom LSMO ones sandwich the
Gaq3 molecular thin film and the AlOx tunnel barrier. Devices
(i.e., synapses) correspond to the cross-points between the top
and the bottom electrodes.

Figure 2 shows the conductance map of a crossbar device at
76 K; Figure 2a) shows the synapse corresponding to Neuron 2-
Input B, in its potentiated state, obtained by the application of
+3 V to the bottom LSMO electrode relative to the top Co. In this
high conductance state, we could measure a spin valve-like mag-
netoresistance, that is a conductance that depends on the relative
orientation of the magnetizations of the LSMO and the Co elec-
trodes, as shown in Figure 2b). In Figure 2c) we show the same
synapse in the depressed state, after the application of −3 V. In
this lower conductance state, no spin valve magnetoresistance
could be measured (Figure 2d). The presence of the spin valve
magnetoresistance in the potentiated state and its absence in the
depressed one was consistent with previous experiments on sin-
gle devices.[19]

To ensure that a crossbar can perform as a whole there are
some basic requirements to be met. Among them, there is the
ability to address each cross-point separately. This requires the
presence of a threshold voltage, which is present in our devices:
the resistive state of the devices was not affected by voltages that
did not exceed a threshold level, −1 V for depression and +1.75 V
potentiation. This is important in order to potentiate or depress
each synapse in the crossbar separately because it allows the im-
plementation of the “V/2” scheme (see Methods section). This
scheme ensures that only the cross-point of interest experiences
a voltage above the threshold, while the remaining ones experi-
ence a below-threshold voltage.[20]

Another important aspect is the absence of sneak-paths:[21] the
application of a potentiation or depression voltage pulse on the
desired cross-point can be hampered by the existence of alterna-
tive, high-conductivity current paths. This problem is mitigated
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Figure 2. Conductance map of a 4 × 3 crossbar sample, with potentiation and depression of a selected synapse and corresponding magnetoresistance,
taken at 76 K by applying 100 mV. a) Potentiation of synapse Neuron2-InputB b) Corresponding magnetoresistance: a spin valve magnetoresistance be
detected in the potentiated state c) Depression of the same synapse d) In the depressed the spin valve magnetoresistance disappears.

in our devices by the highly non-linear nature of their current-
voltage characteristics (see Figure S1 Supporting Information):
if a device is not directly addressed, the use of the “V/2” protocol
ensures that the current is very low, effectively switching off all
unwanted current paths.

Each synapse of the crossbar shows magnetoresistance in the
high conductance state and no magnetoresistance in the low con-
ductance state. (see the “Conductance maps” section of the Sup-
porting Information). In Figure 2 we showed their extremal be-
havior, that is the magnetoresistance of a synapse in its maximally
and its minimally conductive states respectively, with a maxi-
mum on/off ratio of ≈104 (see the “ON/OFF ratio” section of the
Supporting Information). Single devices demonstrated also in-
termediate states,[15,19,22] which are important for neuromorphic
computing, as they allow the tuning of the synaptic weight with a
concomitant change in the magnetoresistance.[17] We tested the
ability of the synapses to be tuned almost continuously also in
the present 4 × 3 crossbar architecture. This behavior has the
potential to speed up the learning phase in artificial intelligence
applications.[17] The reason for this speed-up is the following.
In the depressed, low-conductance state, the magnetoresistance
vanishes and the magnetic field does not affect the conductance
of the synapse. Instead, when the synapse is potentiated by in-

creasing its conductance, the magnetoresistance is gradually re-
covered and the conductance can again be affected by the mag-
netic field. This means that potentiated synapses can be selec-
tively further potentiated by the application of a suitable magnetic
field while leaving the depressed synapses unaffected; this mech-
anism is responsible for the speed-up of the learning phase.

To fully understand the potential of the molecular spintronic
devices for neuromorphic computing it is important to study dy-
namic properties of their response to potentiation and depression
pulses. This also sheds light on the similarities and differences
of molecular spintronic devices compared to other approaches.

We concentrated on 2 different aspects of the resistive switch-
ing dynamics of our molecular spintronic devices, because of
their physical and technological relevance. On the one hand, we
studied how the conductance responded to pulses of different du-
ration, to understand what the characteristic times of the resistive
switching process were. On the other hand, we studied the relax-
ation of the conductance after a pulse was applied, to understand
what happens to the conductive state of our artificial synapses
over time.

For the response to pulses of different durations, Figure 3
shows the incremental change of the conductance of a device at
76 K after the repeated application of 50 identical voltage pulses
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Figure 3. Response of a 4 × 3 sample devices’ conductance to repeated identical pulses, taken at 76 K and measured at 100 mV. a) Conductance as a
function of pulse number, after the repeated application of identical pulses with a +2 V amplitude and 1, 2, 5, 10, and 50 ms duration b) Conductance
as a function of pulse number after repeated, identical −2.8 V pulses, with duration as in a).

of +2 V (Figure 3a)) and −2.8 V (Figure 3b)), with durations of 1,
2, 5, 10, and 50 ms; after each train of pulses the device was reset
by the application a sufficiently large voltage of opposite polarity
(e.g., −4 V after +2 V pulses and +4 V after −2.8 V pulses) for 1 s.
The positive pulses caused synaptic potentiation overall, while
negative ones caused depression of the synapse. Longer pulses
had a greater effect than shorter ones. The first several pulses
lead to the greatest change in conductance, with the subsequent
pulses giving smaller and smaller changes, without reaching sat-
uration even after 50 pulses. This slow conductivity dynamics was
more pronounced for longer pulses.

The dynamic range of the data reported in Figure 3 is ≈50% for
the potentiation pulses and 500% for the depression ones. These

values do not correspond to the on/off ratio of the devices, which
is much greater; to measure the on/off ratio, we applied voltage
pulses that would drive the conductance state to its extremal val-
ues with just 1 pulse as in Figure 4a), without the possibility to
modify the resistive state gradually as in Figure 3. In any case,
our dynamic range compares well with the on/off ratio of 50% to
100% of SOT and STT MRAMs for neuromorphic computing.[23]

The logarithmic behavior of the conductance as a function of
the number of applied voltage pulses reported in Figure 3 be-
longs to the non-linear soft-bound (NL-SB) class of non-linear
synaptic update rules studied in Brivio et al.[18] There, the NL-
SB synapse is shown to give memory storage advantages over
linear ones in spiking neural networks (SNNs). In greater detail,

Figure 4. The slow dynamics of conductivity. a) The response of a 3 × 1 sample to a series of +4 V and −4 V pulses taken at 100 K; the duration of the
pulses was 3 s, while reading in between lasted for 3 s and was carried out at −100 mV. b) The detailed plot of one such response (dashed rectangle in
the panel (a)) compared with the logarithmic increase. c) The conductivity after –3 V, 1 ms duration pulses applied to a device in a 4 × 3 sample. d) The
conductivity of a device in a 4 × 3 sample at the beginning of each experiment of the type reported in Figure 3, after a −4 V, 1 s duration reset pulse.
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Brivio et al. show that in general memristive conductance dynam-
ics usually follows a non-linear evolution with a slow approach to
the maximum and minimum values,[25,26] as in the devices stud-
ied in this article. Such dynamics can be described by a NL-SB
model, which is of special importance in the field of computa-
tional neuroscience. Fusi and Abbott[27] demonstrated that NL-SB
synapses generally give SNNs a larger storage capacity compared
to synapses whose weight evolves linearly between 2 limiting val-
ues, which are known as linear hard-bound (LHB) synapses. In
addition, Gokmen et al.[28] demonstrate that a nonlinear synap-
tic update rule can be exploited in the so-called “tika-taka” al-
gorithm, achieving a training efficiency comparable to that ob-
tained with linear update rules, on a long-short term memory
network, a convolutional neural network, and a fully connected
network.

The dependence of the switching behavior on the pulse dura-
tion is a universal feature of resistive memories based on widely
different technologies.[29,30] It also demonstrates how an electri-
cal field affects ionic transport in valence change memories.[30]

Pulses with specific durations and voltages affect maximally the
resistive state of the devices.[17] The response to pulses of differ-
ent lengths is very important for spike time-dependent plasticity,
which is based on pulse duration.[14,31]

The pulse generator could not provide pulses shorter than
1 ms, but this is by no means a physical limitation of the
devices. In any case, the write time is not the greatest con-
cern for neuromorphic computing, and pulse durations between
0.1 ms and 50 ms are considered acceptable.[20,23,32] Speed is
instead crucial in the inference phase, where crossbars have a
great advantage as they can perform one-shot vector by matrix
multiplication.[20]

To study the slow dynamics of transport properties after the
application of potentiation or a depression pulse, we carried out
time-resolved measurements of conductivity. For these measure-
ments, in addition to 4 × 3 devices, we also used 3 × 1 devices
in order to control for the effects of crosstalk (see the “Quan-
tification of crosstalk” section of the Supporting Information).
Figure 4a) shows the response of a device on a 3 × 1 sample at
100 K to a series of alternating positive pulses of +4 V for 3 s
and negative pulses of −4 V for 3 s, separated by a 3 s, −100 mV
reading voltage phase. The pulses’ voltages have a great enough
magnitude to set the device in an extremal state (highest pos-
sible conductance after +4 V and lower possible conductance
after −4 V). While resistive memories in general show consid-
erable cycle-to-cycle variation,[33–35] the conductance reported in
Figure 4a) shows remarkable repeatability and stability. The en-
durance of the devices is demonstrated in Figure S3 (Supporting
Information) where, after 5 × 103 set/reset cycles, the on/off ratio
shows no sign of degradation, in line with what is reported in the
literature.[32]

The small −100 mV reading voltage corresponds to the linear
regime, does not affect the resistance state and was thus used
to measure the conductivity; during its application, we observed
conductivity relaxation over 3 s: when the device is set in the high
conductance state, it relaxes to a slightly lower conductance while,
on the contrary, when it is set in the low conductance state, it
relaxes to a slightly higher conductance level. The blue circles in
Figure 4b) show in detail such a relaxation after one depression
pulse, while the red dashed line represents a logarithmic increase

with time: 𝜎 (t) = 𝜎0 + 𝜎1log (t). Resistive drift after a voltage
pulse was observed in several other systems.[36] While it can be
detrimental to information storage, it can be useful in learning
algorithms that use eligibility traces.[37]

This conductivity relaxation is similar to the slow resistance
variations during the series of pulses in Figure 3. Figure 4c),
green diamonds, shows the response of a device on a 4 × 3 sam-
ple to a series of negative −3 V depression pulses, which can also
be described with the logarithmic law 𝜎 = 𝜎0 − 𝜎1log (Np) where
Np is the pulse number, over a time scale of ≈400 s (red dashed
line).

Finally, we also studied the slow time dynamics of the con-
ductance at even larger time scales, as the pulse experiments in
Figure 3 were repeated. To do this we plotted the conductance
right after the initial reset pulse of several of the experiments re-
ported in Figure 3, as a function of each experiment repetition.
Figure 4d) considers the series of potentiation pulse experiments
with voltages from +3 V to +4 V and different durations. The ex-
periments were separated by −4 V initial reset pulses. The brown
circles in Figure 4d) correspond to conductivity measurements
immediately after these initial reset pulses, before the sample
was affected by the potentiation voltage pulses. Also, in this case,
the dependence on the experiment number can be described as
a logarithm 𝜎 = 𝜎0 − 𝜎1log (Nexp) where Nexp is the number of
the experiment (red dashed line). With each experiment lasting
≈400 s, the logarithmic dependence in Figure 4d) corresponds to
a timescale of 105 s.

On the whole, the response on the applied pulses is accom-
panied by a slow logarithmic relaxation of the conductivity at
timescales from 3 to 105 s. This dynamic is affected by the elec-
tric pulses and is not necessarily present at all the timescales. For
example, in the situation shown in Figure 4d) the slow dynamics
after the ON pulses were not pronounced in comparison to the
dynamics due to erasing pulses (see the “Protocol of the pulse se-
ries experiments” section of the Supporting Information for the
details).

The logarithmic relaxation of some properties observed in
a wide range of time scales is often attributed to the “glassy”
dynamics in the material that can be either due to the struc-
tural glass[38] or to more exotic spin[39] or Coulomb glasses.[40]

A “glassy” physics can be described by a set of energy barriers
with a flat distribution function that a particle (electron or atom)
should overcome either by tunneling or thermal activation.[41]

To understand the specifics of the glassy behavior in our de-
vices we consider the model from Riminucci et al.[19] The con-
ductivity at low voltage is provided by oxygen impurities in Gaq3.
However, the sample resistance is controlled by Schottky barriers
(space-charge regions) where the energy level of the impurities
is far from the Fermi level. These regions form the tunneling
barriers for the electrons (see Figure 5a). The transport occurs
mostly in thin filaments with increased concentrations of oxygen
and probably the weak points in the barriers. The voltage pulses
affect the conductivity due to the electromigration of impurities
that lead to the modification of oxygen concentration and their
re-arrangement.

The atomic electromigration is well-studied in crystalline
solids where it is usually related to the overcoming of the bar-
riers ≈1 eV with thermal activation.[42] There are indications that
in organics some barriers can be much smaller, e.g. ≈0.2 eV.[43]

Adv. Electron. Mater. 2024, 10, 2300887 2300887 (5 of 8) © 2024 The Authors. Advanced Electronic Materials published by Wiley-VCH GmbH
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Figure 5. The glassy dynamics of oxygen impurities and its effect on the device conductivity. a) Electron states at the metal-organic interface. b) The
impurity energy landscape as a function of generalized coordinate x between pulses. c) The energy landscape during the pulse.

However, 0.2 eV barriers require an finite applied voltage to be
overcome, even above room temperature. We assume that due to
the amorphous nature of molecular semiconductors the actual
energy barriers have a flat distribution with finite density at zero
energy.

The energy landscape for an oxygen impurity can be described
by a set of such barriers with heights from 0 to ≈1 eV. We show
the cartoon for such a landscape in Figure 5b) where x is a gener-
alized coordinate. Even without an applied voltage, some barriers
can be penetrated due to a finite temperature leading to limited
oxygen mobility and slow relaxations after the electric pulses (as
shown by the rectangles in Figure 5b). During the pulses, a con-
stant slope is added to the landscape (Figure 5c). Some barriers
can be smeared leading to impurity transport without activation
(green arrow in Figure 5c). However, there could still be some
barriers that oxygen cannot overcome with an electric field alone.
They require the combined effect of pulses and activation. Such
barriers lead to logarithmic relaxation after a series of potentiat-
ing or depressing pulses (Figure 3a,b).

3. Conclusion

We have shown that the conductance of LSMO/Gaq3/AlOx/Co
molecular spin valves can be modulated gradually by the re-
peated application of identical voltage pulses. Following prior
literature,[19,44] we attribute this behavior to the migration of oxy-
gen species within the Gaq3/AlOx bilayer that creates impurity
conduction levels in the Gaq3 film. Such impurities can migrate
from the AlOx to the Gaq3 film and back upon the application of
a suitable voltage.

The conductance can be gradually increased by the application
of positive pulses and gradually decreased by the application of
negative ones. This behavior mimics respectively the potentia-
tion and depression processes of a neuron’s synapse. In a sam-
ple containing 4 × 3 devices arranged in a crossbar configura-
tion, we could address each device separately, with an average
crosstalk of 8%. When in the high conductance state, the devices
showed magnetoresistance, while in the lower conductance one,

the magnetoresistance was not observed; this can lead to acceler-
ated learning.

The change in conductance followed a logarithmic law as a
function of time and as a function of the number of applied
pulses. We attribute this behavior to a flat distribution of energy
barriers to the migration of the oxygen species with the molecu-
lar semiconductor film and provide a physical model for it. This
logarithmic behavior, known as NL-SB in neuromorphic comput-
ing, is known to be advantageous over simpler but less realistic
laws, such as LHB.

On the whole, we expect our findings to usher molecular spin-
tronics in the quest for new materials for energy-efficient artificial
solid-state synapses.

4. Experimental Section
We fabricated 2 types of crossbar samples. The first type was grown on
10 × 10 × 0.5 mm3 1 side polished SrTiO3 (100) substrates procured
from Crystal GmbH, and had 4 bottom LSMO electrodes and 3 top Co
electrodes (referred to as 4 × 3 devices). The second type was grown on
10 × 5 × 0.5 mm3 1 side polished SrTiO3 (100) substrates, and had 3
bottom LSMO electrodes and 1 top Co electrode (referred to as 3 × 1
devices). As a cleaning procedure, they were sonicated for 10′ in spec-
troscopic grade acetone, then for 10′ in spectroscopic grade isopropanol.
The cleaned substrates were placed in a channel spark ablation chamber,
covered with a Pt shadow mask, and heated to a temperature of 865 °C. We
then grew the 20 nm thick LSMO stripes, 10 mm long and 1 mm wide, by
channel spark ablation in a 2.42 × 10−2 mbar pure O2 atmosphere.[45,46]

The sample was placed in an ultra-high vacuum (UHV) physical vapor
deposition system and annealed for 30′ at 250 °C at a 10−9 mbar base
pressure to recover the LSMO surface properties after exposition to the
atmosphere. Without breaking the vacuum we evaporated 10 nm of Gaq3
at a base pressure of 10−9 mbar, followed by 2 nm of Al. The Al was ox-
idized by exposing the sample to a 100 mbar pure oxygen atmosphere
for 30′ at room temperature to obtain an AlOx tunnel barrier.[47] Finally,
we deposited the 10 nm thick Co electrodes by e-beam evaporation at a
base pressure of 10−10 mbar. The patterning of the Gaq3, Al, and Co films
was performed with an in-situ shadow masking system. The morphology
of the LSMO and of the quinoline/AlOx film grown on top of it are re-
ported in Figures S8 and S9 (Supporting Information). Together with the

Adv. Electron. Mater. 2024, 10, 2300887 2300887 (6 of 8) © 2024 The Authors. Advanced Electronic Materials published by Wiley-VCH GmbH
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cross-sectional study reported by Bergenti et al.[44] these data demon-
strate the high quality of the devices.

The finished samples were placed in an Oxford Instruments continuous
flow cryostat that was placed between the poles of an electromagnet. To
carry out the magnetotransport measurements we used 2 different con-
tacting methods for the programming and for the reading steps, respec-
tively. The programming voltages were applied following the V/2 protocol.
This reduces crosstalk between the electrodes of the active and the other
ones. Accordingly, in order to have a voltage V applied to a cross-point
device, we applied V/2 to the respective neuron electrode and −V/2 to the
respective input. The remaining electrodes were kept to ground so that
none of the remaining devices felt the full V voltage but only ±V/2. For the
reading step, used to determine the conductance of the devices, we ap-
plied 0.1 V to the corresponding input and read the current on the corre-
sponding neuron via a virtual ground with a Keithley 2450 source measure
unit; the remaining electrodes were put to the ground.[20]

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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