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Foreseeing the Impact of the Proposed AI Act on the Sustainability and Safety of
Critical Infrastructures

The AI Act has been recently proposed by the European Commission to regulate the use of AI in the EU, especially on high-risk
applications, i.e. systems intended to be used as safety components in the management and operation of road traffic and the supply of
water, gas, heating and electricity. On the other hand, IEC 61508, one of the most adopted international standards for safety-critical
electronic components, seem to mostly forbid the use of AI in such systems. Given this conflict between IEC 61508 and the proposed
AI Act, also stressed by the fact that IEC 61508 is not an harmonised European standard, with the present paper we study and analyse
what is going to happen to industry after the entry into force of the AI Act. More in detail we focus on how the proposed AI Act might
positively impact on the sustainability of critical infrastructures by allowing the use of AI on an industry where it was previously
forbidden. To do so, we provide several examples of AI-based solutions falling under the umbrella of IEC 61508 that might have a
positive impact on sustainability in alignment with the current long-term goals of the EU and the Sustainable Development Goals of
the United Nations, i.e. affordable and clean energy, sustainable cities and communities.
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1 INTRODUCTION

Harnessing the full potential of AI could lead our society to more efficient and thus sustainable energy production,
storage and transportation, in accordance with many of the Sustainable Development Goals of the United Nations [34],
including: affordable and clean energy (goal 7), industry, innovation and infrastructure (goal 9), sustainable cities and
communities (goal 11), responsible consumption and production (goal 12), climate action (goal 13). Indeed, AI can be
used to optimally recognise, predict, detect, identify, determine, control, generate, and classify [33] in a wide range of
tasks, sometimes also achieving or exceeding human performance in problems such as strategy games [17, 43], image
and object recognition [19, 38], etc.. Nonetheless, the adoption of AI-based technological solutions for more sustainable
energy (e.g. for decreasing the carbon emissions of coal-fired thermal power plants [44]) has been held back in the last
decades by conservative international standards, i.e. IEC 61508 [45], a standard that regulates safety-critical electronic
components and that practically forbid AI in many critical infrastructures.

Despite this, in 2021, the European Commission published a proposal of AI Act1 [9] that is expected to become a
legally binding regulation to all the Member States of the EU by 2024. Importantly, the objective of the AI Act is to set
a common regulatory and legal framework for AI that applies to all sectors (except for military), and to all types of
artificial intelligence, including (high-risk) AI for the management and operation of critical infrastructure.
1EUR-Lex - 52021PC0206 - EN - EUR-Lex
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2

Considering that one of the goals of the proposed AI Act is to regulate the use of AI also on those systems covered
by IEC 61508, i.e. ‘systems intended to be used as safety components in the management and operation of road traffic
and the supply of water, gas, heating and electricity’ (see Annex III, point 2.a), the research questions we are trying to
answer with the present letter are the following:

• Will the AI Act be disruptive with respect to IEC 61508?
• What will happen to those industries currently regulated by IEC 61508?

In fact, we believe that answering these has the potential to help both industry and academia to quickly seize the
opportunities offered by the new European policies enshrined in the AI Act.

This paper is structured as follows. Section 2 discusses the adopted methodology. In Section 3 we give enough
background to understand IEC 61508 and its implications for industry. While, in Section 4 we analyse the position
of the AI Act on IEC 61508 and other standards, providing in Section 5 our understanding of how AI could improve
sustainability and energy efficiency whilst maintaining safety. Finally, in Section 6 we try to give a conclusive answer
to each research question, discussing the consequences of our findings as well as some possible issues.

2 METHODOLOGY

In order to answer these questions, we analyse the main differences between IEC 61508 and the proposed AI Act.
Then, we identify significant and concrete examples of technical solutions that could increase sustainability and energy
efficiency but which, at the moment, are not feasible due to IEC 61508. Furthermore, we also study how such new
technological solutions might impact industry, trying to understand how disruptive the AI Act could be by loosening
the tight laces of IEC 61508 on AI. Hence, we try to align our findings to the medium- and long-term objectives of the
EU on sustainability and support for innovation.

3 BACKGROUND

With this section we provide a minimal amount of information about safety, AI, the IEC 61508 standard and the proposed
AI Act.

3.1 The safety standard IEC 61508

IEC 61508 [23] is an international standard describing how to design, deploy andmaintain an Electrical/Electronic/Programmable
Electronic safety-related system. Examples of safety-related systems to which IEC 61508 can be applied are: emergency
shut-down systems, remote monitoring, operation or programming of a network-enabled process plant, information-
based decision support tool where erroneous results may affect safety. More in details, programmable electronic
safety-related systems typically incorporate programmable controllers, programmable logic controllers, micropro-
cessors, application specific integrated circuits, or other programmable devices (e.g. ‘smart’ devices such as sen-
sors/transmitters/actuators). The focus is in particular on safety functions and on the relative level of risk reduction
that they provide. Those levels are grouped in four Safety Integrity Levels (SILs), the higher the Safety Integrity Level
the greater the risk of failure.

Notice that it is expected2 that IEC 61508 can be published as EN 61508, an European standard, but it does not have
the status of a harmonized European standard in relation to any EC product directive and it is not therefore listed in the
EC Official Journal. However, this does not prevent compliance with relevant parts of EN 61508 being used to support

2https://www.iec.ch/functional-safety/faq
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Foreseeing the Impact of the Proposed AI Act 3

a declaration of conformity with an EC product directive, if that is appropriate. In any cases, IEC 61508 is followed
worldwide3.

3.2 Safety vs AI

Quoting [46]: ‘ There is no such thing as zero risk. This is because no physical item has zero failure rate, no human
being makes zero errors, and no piece of software design can foresee every operational possibility ’. Thus, perfect safety,
i.e., the absence of catastrophic consequences on the user(s) and the environment [3], is out of reach. During the last
decades, several standards on how to develop hardware and software artifacts in safety critical contexts have been
defined. These standards crystallize lessons learned, common practices and scientific research into concrete guidelines.
Each industry sector has its own standard, but the idea behind all of them is the same: a risk-based approach that
characterize the entire product life-cycle.

With respect to Artificial Inteligence (AI), at row 5 in Tables A.2 and C.2, Part 3, of IEC 61508 [23], it is clearly stated
that AI is not recommended for Safety Integrity Level 2 or above because it may complicate the achievement of one
or more of the following properties: correctness with respect to software safety requirements specification, freedom
from intrinsic design faults, simplicity and understandability, related with the observability-in-depth principle, aimed at
avoiding as much as possible a false sense of safety due to lack of information, predictability of behaviour, verifiable
and testable design.

IEC 61508 has influenced other standards [46], here called ‘second tier standards’, that are as rigid as IEC 61508 Part
3 with respect to AI. Among those, examples are software for train EN 50128 [11], process industry [24] and machinery
IEC 62061 [25]. Parallel to the family of standards originated from IEC 61508, other really important examples where AI
is banned, for high Safety Integrity Level, from computer-based systems employed in nuclear power plants, IEC 60880
[22], and avionic, DO-178 C [37].

To the best of the authors’ knowledge, the only safety standard that allows the employment of AI (because it does
not mention it, and then it is not ‘not recommended’) is ISO 26262 for the automotive industry sector [14, 20, 42].

3.3 The Proposed AI Act

The AI Act [9] is a proposed European law on AI. Differently from other domains, this act is specific to AI systems
and requires an ad hoc discussion rather than the framing of these systems in the discussion of other legal domains.
This is because AI technologies are not placed within an existing legal framework (e.g. banking), but the whole legal
framework (i.e. the proposed AI Act) is built around AI technologies.

The proposed AI Act assigns applications of AI to three risk categories. First, applications and systems that create
an unacceptable risk, such as government-run social scoring of the type used in China, are banned. Second, high-risk
applications, such as a CV-scanning tool that ranks job applicants, are subject to specific legal requirements. Lastly,
applications not explicitly banned or listed as high-risk are largely left unregulated.

Examples of high-risk AI are given by the proposed AI Act in Annex III, as they broadly include applications for:
biometric identification and categorisation of natural persons, management and operation of critical infrastructures,
etc. More in detail, for all those applications defined as ‘high-risk’, the AI Act provides several limitations and safety
assurance procedures including: a risk management system (art. 9), appropriate data governance and management
practices (art. 10), detailed technical documentation (art. 11).

3https://www.iec.ch/national-committees
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4

Finally, the AI Act defines in Annex I what are the AI techniques and approaches referred by the proposal. Among
them we have: machine learning approaches (e.g. neural networks), logic- and knowledge-based approaches (e.g.
inductive logic programming), and statistical approaches (e.g. Bayesian estimation).

4 ANALYSIS OF THE POSITION OF THE AI ACT ON IEC 61508 AND OTHER STANDARDS

It is crystal clear from the European Green Deal4 and the EU’s commitment to global climate action under the Paris
Agreement that one of the big goals of the EU is to be climate-neutral by 2050. Citing the words of the European
Commission: ‘The EU can lead the way [to climate-neutrality] by investing into realistic technological solutions,
empowering citizens and aligning action in key areas such as industrial policy, finance and research, while ensuring
social fairness for a just transition.’ The reason why we are citing these statements is that we are going to use them
as interpretative key for the proposed AI Act, especially with respect to the importance of article 54.1.a, stating that
‘innovative AI systems shall be developed for safeguarding substantial public interest in [...] a high level of protection
and improvement of the quality of the environment’.

In fact, the AI Act is (as mentioned in Section 3) regulating a vast range of AI applications, with due focus on those
listed as high-risk in Annex III. More in detail, it covers, among others, the AI applications for the ‘management and
operation of critical infrastructure’, i.e. the ‘AI systems intended to be used as safety components in the management
and operation of road traffic and the supply of water, gas, heating and electricity.’ But, considering that many critical
infrastructures are currently following a non-harmonized IEC 61508 standard that is de facto excluding the involvement
of any AI, we can see a non-alignment of it to the proposed AI Act.

Indeed, according to article 40 only the ‘harmonised standards or parts thereof the references of which have been
published in the Official Journal of the European Union’ are considered to be in conformity with the requirements set
out in the proposed AI Act for high-risk AI systems (see Chapter 2 of Title III). In other words, article 40, together
with the Explanatory Memorandum, article 54.1.a and the fact that IEC 61508 is a non-harmonised standard, make us
understand that the intent of the proposed AI Act is to promote innovative AI systems also for the ‘management and
operation of road traffic and the supply of water, gas, heating and electricity’. As consequence, we envisage that the
proposed AI Act, without further modifications, can have a disruptive effect in the industry of critical infrastructures.
This effect can be disruptive in a positive way, by opening to new technological solutions that have the potential to
improve even further our quality of life, reducing costs and increasing efficiency. Nonetheless, it can be disruptive
also in a negative way, by ceding the control of critical infrastructures to automatic decision makers that are possibly
opaque, greedy, unfair and non-transparent in a way that would not allow to understand where the responsibility lies.

Although, despite the fact that IEC 61508 is a non-harmonized standard, thus not covered by article 40, we can see
that the proposed AI Act shares several and important similarities with it, suggesting that it is not the intent of the EU
Commission to fully upset existing standards.

Overall, we see that the intent of the proposed AI Act is to modernize existing critical infrastructures, to make them
more sustainable. To do so, the AI Act does not ignore or try to eliminate the currently adopted standards, although
it wants them harmonised with the EU’s policies. This is why the CEN-CENELEC has established a joint technical
committee on AI5 and defined a road map for AI standardization [39] that includes the harmonization of IEC 61508
and other standards. In fact, according to article 2(1)(c) of Regulation (EU) No 1025/2012, the CEN-CENELEC is the

4https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM:2019:640:FIN
5https://www.cencenelec.eu/areas-of-work/cen-cenelec-topics/artificial-intelligence
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Foreseeing the Impact of the Proposed AI Act 5

Table 1. AI Act vs IEC 61508: AI Act is centred on transparency while IEC 61508 on safety. This table shows how the proposed AI Act
and IEC 61508 address the same process for risk-assessment, analysis, development and document production in different ways.

Differences
IEC 61508 Proposed AI Act

Risk-based approach, in particular
to establish the belongings to a pre-
defined category

Quantitative (hazard analysis, risk
assessment and identify the Safety
Integrity Level)

Qualitative (one of the alternatives:
no risk, application listed in Annex
III, AI not applicable)

Normalised life cycle, with focus on
accountability

V-shape development (focus on
modularity and decomposability)

Clear definition of datasets (focus
on data management, in particular
for training the AI and how to use
the product

Ex-ante and ex-post analysis Statistical methods (hardware),
study of qualitative techniques
(hardware and software) and
structured testing campaigns

Declarative (identify high level char-
acteristics, provide general descrip-
tion of components behaviour)

Document production Assessment performed by an exter-
nal institution

Fill a form in EU database, part of
the information is of public domain
(focus on transparency)

European Union (EU) authority for standards. Nonetheless, we can see also that European countries start producing
guidelines and roadmaps [47] on this subject.

So, given the very clear position of the proposed AI Act with respect to the possibility of using AI systems in particular
critical infrastructures, we believe that the CEN-CENELEC, together with IEC will adapt IEC 61508, eventually opening
to a safe use of AI systems also in critical infrastructures. Importantly, the CEN-CENELEC [39] has already identified
article 41 as a possible source of uncertainty in industry, given that it would explicitly cut out any non-harmonized IEC
standard, i.e. IEC 61508. In fact, article clearly 41.1 says that: ‘Where harmonised standards referred to in Article 40 do
not exist or where the Commission considers that the relevant harmonised standards are insufficient or that there is a
need to address specific safety or fundamental right concerns, the Commission may, by means of implementing acts,
adopt common specifications in respect of the requirements set out in Chapter 2 of [Title III]. Those implementing acts
shall be adopted in accordance with the examination procedure referred to in Article 74(2).’

Consequently, given all the aforementioned facts, we see an harmonization of IEC 61508 or its replacement by 2024,
and this will open to at least one two scenarios. In the first scenario, we will have an opening to the use of AI systems
in the context of critical infrastructures, whereas they can improve sustainability whilst guaranteeing safety. While in a
second scenario a very strict policy against AI systems in critical infrastructures will be maintained.

Again, as consequence of the analysis presented in this Section, we believe that this very first scenario is the most
likely. If that is correct, we envisage that a new stream of research on AI for critical infrastructures will be opening by
the end of 2024, paving the way for AI systems to improve the sustainability of our society. Nonetheless, it is important
to stress that the use of AI does not come free of problems related to safety, fairness, transparency and sometimes even
sustainability. For this reason, in the following section we will discuss and classify existing AI techniques, to analyze
their impact on sustainability and safety and to understand which AI-based solutions are likely to be allowed by a
future harmonization of IEC 61508.

Manuscript submitted to ACM
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Table 2. AI on Safety-Critical Environments: This table shows examples of possible applications of AI on some safety-critical
contexts. For each context we identify its Safety Integrity Level (SIL) and possible tasks where AI can be deployed to improve
sustainability.

SIL Context Use of AI

4 Nuclear power plant [18] • Anomaly detection [5, 6]
• In-core full management [35]

3 Railway, station management [36? ] • Turning on/off switch heaters [8]
• Fault detection of sensitive components [2]

2 & 1 Chemical industry [1, 12] • Predicting chattering alarms [48]
• Plant health diagnosis [50]

5 CLASSIFICATION AND DISCUSSION OF THE IMPACT OF AI ON SUSTAINABILITY AND SAFETY

As mentioned in Section 3.3, the techniques and approaches covered by the proposed AI Act include both symbolic (e.g.
logic-based) and non-symbolic (e.g. neural networks, statistics) techniques. Nonetheless, each different type of AI may
have its own characteristics, impacting on safety differently from others. Indeed, as suggested by Mohseni et al. in their
taxonomy of machine learning safety [32], the decisions of state-of-the-art machine learning techniques can be, in some
cases, completely unexplainable, non-transparent, biased and non-robust. On the other hand, the automatic decisions of
fully symbolic approaches can be explainable by design but not as good as those of a state-of-the-art neural network
[21]. Therefore, given such a trade-off between explainability and performance, being able to foresee and analyse the
impact of AI on safety is not trivial, forcing us to analyse it differently for different types of applications.

This is why in the present letter we will study the impact of AI, on the safety and sustainability of critical infrastruc-
tures, by using as reference point the 4 Safety Integrity Level defined by IEC 61508. In fact, for each safety level we
will show concrete examples of technological solutions based on AI that have the potential for significantly improving
sustainability, analyzing what is the trade-off between sustainability and safety and how important that is.

5.1 Examples of "Forbidden" AI-based Solutions for Improving Sustainability in Safety-Critical Systems

Safety-critical subsystems of cyber-physical systems6 compliant with IEC 61508 are required to have the properties
listed in Section 3.1 and these normally do not include AI. Nonetheless, few examples can illustrates how impactful can
be AI on safety-critical systems, considering that in scientific and technical literature are available several studies that
directly address the issue or propose promising approaches that well fit the kind of data relevant for safety-critical
functions. In Table 2 we show these examples aligned to the Safety Integrity Level of IEC 61508.

Safety Integrity Level 4 systems compliant to IEC 61508 are quite rare. Nevertheless, the nuclear power plants
industry offers examples of such systems [29]. Here, AI is envisioned to have a great impact in the relatively close
future, in particular for safeguard and surveillance (filter and identify signatures of nuclear materials), monitoring and
diagnosis of severe accidents or nuclear power plant transients [51]. All these actions are crucial to avoid environmental
consequences of accidents and lives lost [18, 35].

For Safety Integrity Level 3 consider the railway industry, and in particular those systems for which energy efficiency
is crucial, with focus on the heating system for rail-road switches [8]. This is a critical subsystem, responsible for keeping
the switches free from snow and ice, necessary to guarantee the correct operation of the switches and so the correct
train routing (always turned on increases safety). Depending on the climate conditions of the place where the railway

6A cyber-physical system comprises physical mechanisms that are monitored and/or controlled by Information and Communication Technologies.
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system operates, the energy consumed by this heating system can be very relevant, i.e. the heating always turned on
implies greater ambient impact and cost. To provide concrete examples, in [36] it is reported that the cost for heating
the 6800 switches and crosses in Sweden can amount to 10 − 15 Million Euros per year. In Germany, Deustche Bahn
(DB) alone has 64000 switches heated with electrical resistance and gas heaters, a combined power of 900 MW which
consume up to 230 GWh/year [? ]. AI is expected to empower this subsystem with snow or ice prediction/detection and
by making the turning on/off algorithm more responsive.

Regarding Safety Integrity Level 2 and 1, [4] shown concrete examples in the process industry, where the second tier
standard IEC 61511 [24] apply, that can be generalized to the chemical industry. The chemical industry is one of the
most energy-intensive manufacturing industries and a major source of greenhouse gas emissions. Besides that, chemical
production often involves hazardous materials and high-pressure/high-temperature conditions, which may lead to fire,
explosion, and other types of chemical accidents. Those chemical accidents could cause casualties, financial and social
losses [30]. According to a survey conducted by Accenture [1], 94% of the executives of companies in the chemical
and advanced materials industry expect an industry-wide digitisation, and AI plays an essential role in enabling the
digital revolution [12]. In particular, fault detection and diagnosis is crucial to both safety and sustainability. As an
example, consider fault detection for a Tennessee Eastman process (chapter 8 of [41]) with few modes, where unit
operations include a reactor, a condenser, a recycle compressor, a vapour-liquid separator and a stripper [50]. Notice
that the adoption of AI is not ‘not recommended’ for Safety Integrity Level 1 in IEC 61508.

Indeed, AI has the potential to cope with high dimensional data, being able to generalise, handling novel inputs and
incomplete knowledge [28]. These features are expected [49] to greatly impact the way goals and targets in the 2030
Agenda for Sustainable Development are addressed.

Overall, we can say that AI may be critical to anomaly detection, for taking timely countermeasures, being able to
find patterns in data that do not conform to expected behaviour [7].

5.2 Discussion

Even though several metrics for AI performance and robustness appeared in literature and have been tested in several
contexts [52], only preliminary ones have been defined specifically to address safety or sustainability (e.g., [13, 15]), and
are yet to be tested extensively before some AI can become amenable for safety critical applications (where quantification
has a central role). Thus, it is expected that those AI for which will be available reliable metrics will be the first to be
employed in safety functions or safety critical systems.

It is desirable that interpretable or explainable-by-design AI [31] are the first to be employed, in particular for handling
tabular data [40]. This is indeed expected to cover, at least in part, simplicity, understandability and observability-in-depth
(Section 3.2).

The heart of the problem is that AI is difficult to be framed in safety standards because of the way it fails. Deter-
ministic software fails systematically, whereas hardware fails randomly [46]. Safety standards recommend to address
hardware failures through statistical methods and mitigate/tolerate deterministic software failures employing qualitative
techniques. In some standards, statistical methods for quantifying software failures are allowed (e.g., suggestions are
provided in Part 7 of IEC 61508 [23]) in others (e.g., DO-178 C [37]) are not recommended. After about forty years of
discussions, in industry and academia, no consensus has been reached, and strong opinions continue to emerge [10].

Among those listed as AI in Annex I of the proposed AI Act, some (e.g., statistical models or neural networks) are
intrinsically non-deterministic [27], and then does not fit current safety standards framework. Seen from a different
perspective, though, this removes many of the assumptions that prevent the use of statistical methods, opening up new
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ways to address AI failures. Indeed, a positive byproduct of the discussions on statistical methods for deterministic
software is the huge body of knowledge that is available but not enough explored for addressing non-deterministic
software.

6 CONCLUSIONS

First of all, with this paper we performed an analysis of how the proposed AI Act might impact on the sustainability and
safety of critical systems (e.g. power plants). We did it by looking at the differences, incompatibilities and similarities of
the AI Act with IEC 61508, one of the most important non-harmonised standards for safety-critical infrastructures.
Importantly, among the main differences, we show the incompatibility of IEC 61508 with the use of any AI in systems
requiring a Safety Integrity Level greater than 1, pointing to the disruptive effect that the proposed AI Act might have
on that part of industry aligned with IEC 61508. Then, we identified examples of AI-based solutions falling under the
umbrella of IEC 61508 with a Safety Integrity Level greater than 1 that might have a positive impact on sustainability in
alignment with the current long-term goals of the EU and the proposed AI Act.

Eventually, we collected enough material to answer our initial research questions and foresee a future where critical
infrastructures may harness the full potential of AI to improve both sustainability and safety in accordance with the
following Sustainable Development Goals of the United Nations [34]: affordable and clean energy (goal 7), industry,
innovation and infrastructure (goal 9), sustainable cities and communities (goal 11), responsible consumption and
production (goal 12), climate action (13). To be more precise, in accordance with the analysis we carried out in this
paper, we believe that the AI Act will eventually soften the position of IEC 61508 with respect to AI, leading to a new
generation of critical infrastructures harmonised with the European vision embodied by the proposed AI Act. This
would clearly open to new research and technological solutions on this topic by the end of 2024.

Overall, with this paper, our focus was exclusively on those safety-critical contexts where AI is expected to enhance
economic/environmental aspects of sustainability but is not employed yet because considered not enough mature or
potentially in conflict with safety or technical aspects of sustainability, as per IEC 61508. Nonetheless, despite the
promises made by state-of-the-art AI we can sceptically argue that using AI in safety-critical systems does definitely
come with a risk. This risk is posed by the fact that ceding control to machines might lead to new unregulated unethical
and immoral behaviours as well as a dangerous lack of transparency and accountability. Importantly, with respect to this
specific issue, there are several flourishing discussions in literature and among policy makers, also taking into account
that similar issues are addressed in other contexts as well [16]. This gives us hope that the technology of the future will
be able to cope with such urgent problems to give us solutions based on AI capable of addressing the sustainability
goals that have been set for the future. For this reason, we argue that any forthcoming harmonised version of IEC 61508
is unlikely to completely close to application of AI in safety-critical systems with a Safety Integrity Level greater than 1.
This is why we are all waiting for the CEN-CENELEC and its technical commission to give us a final answer to our
research questions in the form of new harmonised standards.
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