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Abstract
In this short paper, we report the activities of the
Artificial Intelligence for Media and Humanities
(AIMH) laboratory of the ISTI-CNR related to Cy-
bersecurity. We discuss about our active research
fields, their applications and challenges. We focus
on face recognition and detection of adversarial ex-
amples and deep fakes. We also present our activi-
ties on the detection of persuasion techniques com-
bining image and text analysis.

1 Introduction
The massive growth of recent AI technologies (like Deep
Learning, Convolutional Neural Networks), has led to sig-
nificant improvements in the development of solutions and
applications based on multimedia analysis, like face recogni-
tion. However, this results in new and dangerous threats to
Cybersecurity, for the intrinsic characteristics of these new
technologies. For example, machine learning models, includ-
ing deep learning methods, are highly vulnerable to adver-
sarial examples which can lead to misclassification with high
confidence of the attacked model by simply applying a small
intentional perturbation in the input. In most cases, the differ-
ence between the original and perturbed image is impercep-
tible to a human observer. Another severe and increasingly
growing problem raised by the advent of these new AI tech-
nologies is the creation of deep fakes, for example, images,
videos, or news. These deep fakes are almost impossible to
be detected or distinguished by humans and can lead to misin-
formation or attacks on people. Also, the persuasion of ideas,
thoughts, or political beliefs through social networks can be
manipulated in a way to alter other people’s judgment ability.
This can lead to severe consequences for society.

Lots of research is being conducted in order to address
these issues and to better exploit all the benefits that these
new technologies can bring. In this paper, we present some of
the research work done in the last few years by the Artificial
Intelligence for Media and Humanities (AIMH) laboratory of
the ISTI-CNR in Pisa related to Cybersecurity. In particular,
in Section 2.1 we describe the activities carried out in the field
of Face Recognition applied to security and surveillance; in
Sections 2.2, 2.3, and 2.4 we present the work done for the
detection of, respectively, adversarial attacks, deep fakes, and

persuasion techniques in social networks; Section 3 briefly
presents some of the research projects where we applied the
solution described; finally, in Section 4, we discuss some of
the challenges that still are open in these fields and worth ad-
ditional research activities.

2 Research Themes
2.1 Face Recognition
Face recognition is an important task in security and surveil-
lance. With the advent of deep learning-based methods, face
recognition algorithms have become more effective and effi-
cient. We have studied techniques to perform face recogni-
tion in different application scenarios and contexts. In par-
ticular, we investigate the issues of implementing a smart
surveillance system for buildings by using embedded devices
as smart cameras to perform face recognition [Amato et al.,
2018a; Kavalionak et al., 2019; Barsocchi et al., 2018]. Most
of the current commercial video surveillance systems rely
on a classical client/server architecture to perform face and
object recognition. In order to support the more complex
and advanced video surveillance systems proposed in the last
years, companies are required to invest resources to maintain
the servers dedicated to the recognition tasks. We propose a
novel distributed protocol for a face recognition system that
exploits the computational capabilities of the surveillance de-
vices (i.e. smart cameras) to perform the recognition of the
person.

We also implemented an intrusion detection system for
embedded devices that is based on facial recognition [Am-
ato et al., 2018b]. Our system is composed of smart cam-
eras (i.e. video cameras capable of processing and analyzing
the acquired data) to monitor the access to restricted areas
of a building, like office rooms, by using a facial recogni-
tion algorithm implemented with a Deep Learning approach.
Face recognition is performed using a knn classifier on fea-
tures extracted from a 50-layers Residual Network (ResNet-
50) trained on the VGGFace2 dataset. Our solution is aimed
at embedded platforms that do not exploit the computational
power of the GPUs. In particular, we deployed our system on
a Raspberry Pi. An example of an intrusion detection output
is reported in Figure 1.

We also conducted some studies in the forensics field. In
particular, we studied how deep learning techniques can be



Figure 1: Example of intrusion detection implemented on a Rasp-
berry Pi.

applied to the face verification problem to be used in foren-
sics [Amato et al., 2019] and we compared the accuracy per-
formance of face verification implemented with deep learn-
ing techniques and by using the distance of facial landmarks
[Amato et al., 2018c]. In fact, the last one is the method cur-
rently used in trials as proof, but its recognition accuracy is
quite low. Deep learning-based face verification approach, on
the other hand, achieves very high accuracy performance, but
its usage as proof in trials has still some concerns. This is still
an open problem and it is worth further investigation.

More recently, we started investigating the problem of
multi-scale [Massoli et al., 2019] and multi-resolution [Am-
ato et al., 2020] in face recognition. In fact, high-resolution
images are usually used for training CNN models, and for this
reason, their discrimination ability is usually degraded when
they are tested against low-resolution images. Thus, Low-
Resolution Face Recognition remains an open challenge for
deep learning models. Such a scenario is of particular inter-
est for surveillance systems in which it usually happens that
a low-resolution probe has to be matched with higher resolu-
tion images. We studied this problem in the context of im-
ages acquired by surveillance drones in [Amato et al., 2020;
Ferro et al., 2020], where weather conditions, link wind,
pose a severe limit on image stability and the distance the
drones fly is typically higher than ground cameras. This trans-
lates into a degraded resolution of the face images. Multi-
resolution is crucial also in the context of adversarial attacks
[Massoli et al., 2020], as we will see in Section 2.2.

2.2 Adversarial Examples
Adversarial attacks pose great challenges to deep learning
models. In fact, it is well known that deep learning meth-
ods can be easily fooled by adversarial examples. This kind
of attack is particularly harmful in safety-critical scenarios
— for example, self driving — where the vision system must
be robust to ad-hoc crafted external perturbations. An ad-
versarial example is a malicious input typically created ap-
plying a small but intentional perturbation, such that the at-
tacked model misclassifies it with high confidence. We have
been active in detecting adversarial examples in the context

Figure 2: Example of the evolution of features while traversing the
network that illustrates our hypothesis. Each plane represents a fea-
ture space defined by the activations of a particular layer of the deep
neural network. Circles on the features space represent clusters of
features belonging to a specific class. Blue trajectories represent
authentic inputs belonging to three different classes, and the red tra-
jectory represent an adversarial input. We rely on the distances in
the feature space (red dashed lines) between the input and some ref-
erence points representatives of the classes to encode the evolution
of the activations. Image courtesy of [Carrara et al., 2018].

of image classification. In particular, in [Carrara et al., 2017;
Carrara et al., 2019b; Caldelli et al., 2019] we analyzed the
hidden layers activation of CNNs to spot adversarial exam-
ples. This method relies on the assumption that layer activa-
tions lay on a different feature subspace when the CNNs are
fed with adversarial examples. Going a step further, in [Car-
rara et al., 2018] we argued that the representations of adver-
sarial inputs follow a different evolution, or trajectory, with
respect to genuine inputs, and we defined a distance-based
embedding of features to efficiently encode this information
(see Figure 2). We trained an LSTM network that analyzes
the sequence of deep features embedded in a distance space
to detect adversarial examples.

We also investigated the robustness of recent ODE net-
works [Carrara et al., 2021; Carrara et al., 2019a]. ODE
networks define a continuous hidden state that can be for-
malized using parametric ordinary differential equations. In
particular, we show that Neural ODE are natively more robust
to adversarial attacks with respect to state-of-the-art residual
networks, and some of their intrinsic properties, such as adap-
tive computation cost, open new directions to further increase
the robustness of deep-learned models.

Given the experience we already discussed related to face
recognition and cross-resolution in particular, we developed
specific approach for adversarial faces [Massoli et al., 2021]
and cross-resolution face recognition adversarial tacks [Mas-
soli et al., 2020].

2.3 Deep Fake Detection
Deep fake detection is a critical task in the modern society,
where increasingly powerful generative methods are used to
craft fake images, videos, or fake news through social bots.



All this ad-hoc generated content is spread on the web usu-
ally via social networks, and it is used to propagate misinfor-
mation and fake news, with the aim of contaminating public
debate. Deep fake images and videos can be used to harm im-
portant and strategic public figures. For this reason, it is very
important to promptly detect them to stop their diffusion. Al-
though many methods focused on image deep fake detection,
in [Coccomini et al., 2021] we tackled deep fake detection in
videos. The challenge is identifying if there are people hav-
ing their face replaced or manipulated. In particular, we used
a mixed Transformer-Convolutional model to attend the face
patches. Differently from current state-of-the-art approaches,
we use neither distillation nor ensemble methods, and we ob-
tained remarkable results on the DeepFake Detection Chal-
lenge (DFDC) and on FaceForensics++ datasets. In addition
to proposing new hybrid architectures to deal with deepfake
video detection, alternative approaches to efficient and effec-
tive inference were analysed in this study. Indeed, at infer-
ence time, the faces from different frames of the video are
independently analyzed, grouped and a simple voting algo-
rithm is used to decide if the video shot was altered or not.
With the proposed approach it is possible to better manage
situations such as the presence of several people in the same
video where only one has been manipulated so as to counter
false negatives or attacks aimed at deceiving the detector. A
Video Deepfake Detector could also be used on a large scale
and therefore a short study was also carried out to identify
the optimal number of faces to be classified within a video to
achieve the best ratio of reliability and scalability of classifi-
cation.

We have been also involved in research related to de-
tection of deep fake tweets [Fagni et al., 2021]. Despite
the critical importance, few works tackled the detection of
machine-generated texts on social networks like Twitter or
Facebook. With the aim of helping the research in this de-
tection field, in this work we collected the first dataset of
real deepfake tweets, TweepFake. It is real in the sense that
each deepfake tweet was actually posted on Twitter by social
bots. With the aim of showing the challenges that Tweep-
Fake poses and providing a solid baseline of detection tech-
niques, we also evaluated 13 different deepfake text detection
methods. Some of the detectors exploit text representations
as inputs to machine-learning classifiers, others are based on
deep learning networks, and others rely on the fine-tuning
of transformer-based classifiers. A comprehensive analysis
of these techniques showed how the newest and more so-
phisticated generative methods based on the transformer ar-
chitecture (e.g., GPT-2) can produce high-quality short texts,
difficult to unmask also for expert human annotators. Addi-
tionally, the transformer-based language models provide very
good word representations for both text representation-based
and fine-tuning based detection techniques.

2.4 Detection of Persuasion Techniques
Social networks play a critical role in our society. Nowadays,
most of the ideas, thoughts, and political beliefs are shared
through the internet using social platforms like Twitter, Face-
book, or Instagram. Although these online services enable
information to be spread efficiently and effectively, it is non-
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Figure 3: Predictions from the DVTT model for the detection of
persuasion techniques in memes from social networks. In green,
the true positives labels; in red, the false positives labels. Image
courtesy of [Messina et al., 2021].

trivial to understand if the shared contents are free of subtle
meanings altering people’s judgment abilities.

In [Messina et al., 2021] we tackle the problem of rec-
ognizing which kind of disinformation technique is used to
forge memes for a disinformation campaign. Memes are
small yet effective units of information able to spread cultural
ideas, symbols, or practices and usually exist under the form
of pictures, possibly with overlaid text. Memes are created
so that they can propagate rapidly and reach a large num-
ber of users; for this reason, they are one of the most pop-
ular types of content used in an online disinformation cam-
paign In particular, we proposed an architecture based on the
well-established Transformer architecture model [Vaswani et
al., 2017] for processing both the textual and visual inputs
from the meme. This architecture, called DVTT (Double Vi-
sual Textual Transformer), comprises two full Transformer
networks working respectively on images and texts; each
of these Transformers is conditioned on the other modality.
We consider this task as a multi-label classification problem,
where text and/or images from the meme are processed, and
probabilities of presence of each possible persuasion tech-
nique are returned as a result. Our proposed model reached
remarkable results on the publicly available leaderboard of
the SemEval 2021 Task 6 challenge1. Two output examples
from our network are reported in Figure 3.

3 Projects
AI4Media
A Centre of Excellence delivering next generation AI Re-
search and Training at the service of Media, Society and
Democracy. The project has a specific task on "Manipulation
and synthetic content detection in multimedia".

AI4CHSites
Artificial Intelligence for monitoring Cultural Heritage Sites.
Funded by the Tuscany Region, has CNR, INERA and Opera

1https://propaganda.math.unipd.it/semeval2021task6/index.html

https://propaganda.math.unipd.it/semeval2021task6/index.html


della Primaziale Pisana has partners. Prototypes are tested on
the Square of Miracles in Pisa including the Leaning Tower.

4 Challenges
Concerning the detection of persuasion techniques in social
media contents, there are many interesting research directions
opened. For example, there are cases where it is probably
necessary to access more contextual information to detect the
more subtle persuasions. In order to solve this issue, it would
be necessary to access external data to effectively reason on
the complex common sense and historical facts hidden be-
hind the most complex and deep memes. For this reason, it
would be interesting to leverage the attention mechanisms of
the Transformer to integrate the data with a knowledge base
of historical facts to create a more suitable context.
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