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A B S T R A C T

This work investigates the impact of container arrival flow rate on the port surrounding network and proposes a
mixed integer programming model to optimize their forwarding towards dry port destinations. A novel efficient
model with limited network capacity and time period dependent travel cost function is proposed. The aim is
to give a decision support for operational planning with limited capacity of both the terminal yard and the
logistic network, with respect to the quantity of containers transferred per time unit. The model considers time
dependent costs and traveling times to reduce congestion. As a further novel issue of the model, arc costs and
traveling times change during specific time slots. More precisely, new linear functions are derived as tangents
to the nonlinear convex components of a classical traveling time function proposed in the literature. The aim is
to produce a light model which can be effectively used for macro planning of forwarding operations. The model
is proved to be fast in real case instances also if compared to classical literature approaches. The model is
used to study the container dispatching process in a terminal which is going to be the main Italian container
terminal equipped to manage mega-ship traffic. Results obtained from real-size instances are reported. We
tested the behavior of the model under different scenarios. Our tests confirmed model efficiency and its of
supporting the management of peak events also by controlling shut-down time slots to lower congestion.
1. Introduction

Container vessels account for about a quarter of the world’s total
fleet and are therefore essential for the international transport of goods.
The massive development of multilateral trade gave rise to the develop-
ment of the maritime sector, fostering technological innovations such
as digitization and naval gigantism. Since the outbreak of the Covid-19
pandemic and the Russian–Ukrainian conflict that erupted in February
2022, maritime transport has experienced a severe crisis globally, caus-
ing container shortages, rising container charter prices, port congestion
and days of ship delays. Thus, an increase in direct and external costs
for ports and their hinterland was inevitable. To maintain business
continuity and sustainability, several actions need to be adopted in
terms of infrastructural and technological adaptations of ports, by the
handling operations authorities, in order manage properly the peak port
congestion and mitigate environmental impacts (Haralambides, 2019).

However, congestion problems existed even before the mentioned
crisis. In fact, many ports are inefficient and cannot cope with the
traffic generated by the high demand for goods, and most of them
have proved unsuitable for accommodating mega ships, and to dispatch
effectively peak flows (Medina et al., 2021). One of the main problems
seaports face today are the lack of space at maritime terminals and the
growing congestion on their access routes with the inland connections,
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especially with respect to the road modality (De Langen and Chouly,
2004). Both criticalities risk to nullify the efforts of terminal operators
in the optimization of quayside and yard operations, making difficult to
handle thousands of unloaded containers from the yard to the required
destinations in short time (Kramberger and Monios, 2018; Notteboom
and Rodrigue, 2008; Essel et al., 2022). Since congestion represent
a direct cause of these port problems, it is extremely important to
take into account the value of negative externalities in the design
and management of freight transport networks, as highlighted in the
work of Tawfik and Limbourg (2019). In this direction, recently a lot
of research works have been proposed (see, among others, Kurtuluş
(2022)).

To cope with this need and the technological demands of container-
ization worldwide, the port industry has invested significantly. Modern
container terminals have been built and new, more efficient organi-
zational forms have been adopted to speed up port operations (Har-
alambides, 2019; dos Santos and Pereira, 2021; Feng et al., 2023).
Therefore, it is necessary to analyze the trade-offs between the benefits
offered by novel technological trends (e.g. mega containerships) and
their cost over the entire transport chain, including pollution and traffic
congestion of the inland transportation networks (Kurt et al., 2021).
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Starting for the last decade, many authors proposed the use of dry
ports and hub & spoke networks to improve performances and the
competitiveness of inland shipping. Suggested works are, among others,
by Gelareh et al. (2010) and Roso and Lumsden (2010). In this scenario,
the importance of ports as international logistic nodes will increase
further. In this context, it is strongly required to promote transport poli-
cies able to shift shares of assigned volumes to road transport to other
modalities. However, in many countries, in particular in Italy, road
transport is still the most convenient shipping modality (Mostert et al.,
2017; Notteboom and Rodrigue, 2008). Therefore, especially with the
current focus on environmental sustainability, there is the need to
consider the social costs derived from such a high increasing volume of
goods traveling every day on the main highway connections, merging
them with the private and commercial vehicles. In this direction, a
number of research works focused on evaluating the negative impact of
high volumes of containerized flows shipped by using the road modality
have been proposed (Ambrosino et al., 2019; Brandenburg et al., 2014;
Korzhenevych et al., 2014; Petro and Konečnỳ, 2017).

In this paper, we consider a road transportation network connect-
ing ports to inland destinations with the limitations given by the
network and the vehicles availability as in Ambrosino et al. (2018)
and Di Francesco et al. (2019). We propose a mathematical program-
ming model to optimize the containers forwarding towards possible dry
ports and final destinations. The remainder of this work is as follows.

Section 2 refers to the presentation of the research problem. In
Section 3 we described the proposed model and its linear formulation
to face the considered problem. The application case study is described
in Section 4, while in Section 5 results and comparisons are presented.
Section 6 concludes the paper and gives outlines for future works.

2. Research problem definition

In this section we present the addressed research problem. The
aim is to reduce the congestion in the road transportation network
connecting seaports to the hinterland. To this end, we propose a math-
ematical programming model to optimize the forwarding of containers
to possible dry ports and final destinations. The idea is to provide a
decision support for operational planning in the presence of limited
capacity in both the yard of the terminal for container storage and the
network due to the quantity of containers transferred per time unit.
Other research works have been recently proposed in this direction. In
particular, Sterzik and Kopfer (2013) propose a tabu search heuristic
for a trucking company with a homogeneous fleet to receive inbound
containers or ship outbound ones. Funke and Kopfer (2016) present
a mixed integer linear programming model for dispatching 20-, and
40-feet containers, with the aim of minimizing either the traveling
distance or the operation time of the different types of trucks involved
in the transportation process. More recently, Jia et al. (2022) proposed
a Markov decision-making model to deal efficiently with uncertain
demands of container transport in a dynamic way.

As a novel issue, our proposed model considers costs depending on
the traveling times varying according to the amount of flow on the net-
work. Further, the minimization of the road congestion is measured by
the sum of the flow of container trucks multiplied by the arc traveling
time associated with each arc of the network. The purpose is to consider
in the decisions the reduced capacity of the road transport network
that could result in congestion, especially in the links originating from
the ports. In particular, we include in the model a possible delay in
the departing time of the vehicles from the origin ports as soon as a
congestion levels on the surrounding arcs is close to given threshold
values. Shipment delays have been previously considered by Ishfaq
and Sox (2012) with the aim to explore the effect of limited resources
and modal transit time variability on hub networks in the presence of
service time requirements. Further, Yu et al. (2018) proposed a two-
phase game model to study the ocean carrier’s decision about the free
detention time and the time when the container arrived at the inland
2

terminal is dispatched to the sea container terminal. Karimi-Mamaghan
et al. (2020), consider the congestion in both hubs and connection
links, using queuing theory, and focus on the minimization of waiting
times. Waiting times are also considered by Wang et al. (2020), where
congestion affects waiting time. Jia et al. (2020) proposed a simulation–
optimization approach for the optimal scheduling of deep-sea vessel
berth planning and feeder arrival. In this paper, container allocation
strategies are proposed to maximize revenue under time sensitive and
dynamic pricing of container slots. Li et al. (2022) uses an equilib-
rium model to solve a bottleneck congestion problem for containerized
freight flows by taking into account various supply and demand char-
acteristics existing in the China–Europe freight transportation market.
Congestion, in our work is modeled as dependent traveling time for
arcs. Moreover, differently by the cited approaches, the application is
to the gate and the port surrounding area, so it is a first mile problem,
where the objective function is the minimization of the congestion
measured as time spent on the network by the carriers. The presented
model allows us to analyze the containers dispatching process in a
case study derived from APM-VL (Vado Ligure) which is going to be
the main Italian container terminal equipped to manage mega-ship
traffic; APM-VL container terminal is part of the Port Authority of the
Western Ligurian Sea, which also includes the ports of Genoa, Savona
and Pra. The terminal is active from the second half of December
2019. Excluding the traffic variation observed from 2020 as a result
of the effects of the covid-19 pandemic, the expected throughput of
the terminal, expressed in terms of the number of containers handled
per year, is about 800,000 TEUs. The main performance indices of the
terminal under consideration have been recently analyzed in Musso
and Sciomachen (2020) by using a discrete event simulation study
considering different ship arrival profiles. In the present work, the
output performance indices data derived from Musso and Sciomachen
(2020) are considered for tuning the origin–destination containerized
ow demand in different daily time periods.

The literature on network flows and congestion analysis and opti-
mization considers different modeling approaches based on equilibrium
problem, simulation, and optimization. As for the approach proposed
in our work, one key milestone is the work of Merchant and Nemhauser
(1978) that modeled the congestion caused by vehicles over a network
flow, and congestion costs are minimized in a nonlinear formulation.
In the model, the objective function is the minimization of the sum of
non-negative, non-decreasing, continuous, convex functions depending
on the flow for each arc in each given time period. Congestion is
represented by functions acting on ow balancing constraints (through
travel time). These functions are considered as non-decreasing, contin-
uous, concave and represent the physical phenomenon of congestion.
In order to solve the model, the authors linearize them by means
of piece-wise linear approximation. The model is single source and
single sink. As reported by the survey of Peeta and Ziliaskopoulos
(2001), the fundamental work of Merchant and Nemhauser (1978) has
been expanded in several directions in terms of methodologies and
applications. The principal methodologies used to study the dynamic
equilibrium assignment problem are mathematical programming, varia-
tional inequality, optimal control, and simulation-based, while the most
studied applications are the traffic assignment, real-time deployment,
and planning. Carey (1992), Carey and Subrahmanian (2000) demon-
strated the non-convexity of the dynamic traffic assignment problem
and clarified several problems of the mathematical programming ap-
proach when dealing with FIFO. FIFO means that, in the mathematical
programming models, no overtaking is allowed among vehicles travel-
ing an arc. Holding-back is considered in real situations and it means
to favor certain traffic movements over others in order to minimize
system-wide travel delays. An interesting research direction has been
the introduction of stochastic features or uncertainties. In particu-
lar, Birge and Ho (1993) extend the Merchant and Nemhauser (1978)
problem and consider the stochastic case by assuming that the origin–

destination matrix is not completely known for the entire planning
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horizon. A control theory based approach is discussed by Papageorgiou
(1990) who considers as variables the split rates in sub-flows, allowing
the computation of route guidance information. Carey and Subrahma-
nian (2000) introduce another important achievement for this research
line. In their single sink model the authors investigate the impact of
capacity and the relation between link ow, trip time and cost. Other
extensions of the problem are related to different applications, as for
example the one of Alizadeh et al. (2014) where the problem of electric
vehicle routing and charging is discussed.

3. Focus on the proposed mathematical models and explanations

In this section we introduce a linear programming based approach
to plan the dispatching of containers from the port to the destinations
with the aim of minimizing congestion. We take the approach of
mathematical programming and consider a more appropriate network
flow model in which capacity constraints are considered for nodes and
arcs while multi-sinks are modeled. The main issue when planning
containers forwarding is to consider if the traveling time is or not
dependent on the flow that is going to plan. Probably the most famous
model of travel time is the Bureau of Public Roads (BPR) (Manual,
1964) function, which considers the travel time as dependent by the
flow 𝑞 with the following polynomial relation:

𝜏 = 𝑇𝑓𝑓

[

1 + 𝛼
(

𝑞
𝑞𝑝𝑐

)𝛽
]

(1)

Function (1) defines the traveling time 𝜏 of one arc with maximum
capacity of 𝑞𝑝𝑐 when a flow 𝑞 is present; 𝛼 and 𝛽 are parameters, 𝑇𝑓𝑓
is the traveling time when free flow is considered. The function is
almost flat before the threshold 𝛽 is reached, then it starts to increase
significantly (Maerivoet and De Moor, 2005).

This function is the base of several convex optimization problems
with the aim to solve the traffic equilibrium problem. Often, flow
dependent or time dependent travel times should be considered in
settings with more general planning problems. In these settings, the
nonlinear parameter can be addressed in several ways in order to
reduce the complexity, and the particular shape of the BPR function
allows a straightforward piece-wise approximation.

3.1. The linear programming model

Having in mind the traveling time equation given in (1), we propose
a new model aimed at minimizing the total traveling time spent by all
trucks along arcs of a given graph G within the planning time horizon
.

We assume that  starts with the arrival of the mega-ship hold-
ing the containers to be delivered and ends with the delivery of all
containers to the required destinations by the given 𝑔 days.

The other following assumptions apply.

Assumption 3.1. The flows generated by the trucks have no consid-
erable effect on the traveling time in the time slot considered.

Observation 3.1. Assumption 3.1 means that we can consider a multi-
period linear model. This is important because the decision maker can act
to dispatch the schedules of forwarding in order to lower the congestion on
the network in a short/medium time horizon. To model this situation the
planning horizon  is discretized into 𝑇 time slots; the traveling time on the
network varies during this time horizon, but it is independent of the output
flow of the decision model.

Assumption 3.2. The number of containers required to be moved can
be easily translated in a number of trucks used; in particular, a twenty
TEU truck can transport only 1 twenty feet container, while forty feet
truck can have either 2 twenty feet container or 1 forty feet container.
3

Fig. 1. Exemplification of a node of the network.

The considered road transportation network is represented as an
oriented graph 𝐺 = (𝑁,𝐴) where 𝑁 is the set of nodes, which includes
origins, destinations and transit nodes, and 𝐴 is the set of directed arcs
representing the existing road connections. For each node 𝑗 ∈ 𝑁 and
each time slot 𝑡 ∈ 𝑇 , a required demand 𝑑𝑡𝑗 of containers is given.

The demand should be delivered from the source 𝑠 ∈ 𝑁 , which
corresponds to the unloading point of the port and where a quantity
−𝑑𝑡𝑠 must be forwarded during the time horizon, such that −∑

𝑡∈𝑇 𝑑𝑡𝑠 =
∑

𝑗∈𝑁⧵𝑠, 𝑡∈𝑇 𝑑𝑡𝑗 . Another parameter considered in the model is the trav-
eling time 𝜏𝑡𝑖𝑗 , ∀𝑡 ∈ 𝑇 , ∀(𝑖, 𝑗) ∈ 𝐴, given for each arc of the network and
for each time slot of the planning horizon, that is the traveling time
encountered by a truck entering arc (𝑖, 𝑗) at timeslot 𝑡.

Assumption 3.3. The value 𝜏𝑡𝑖𝑗 of the traveling time is defined in terms
of numbers (integer ≥ 1) of time slots, since it is considered to be
divisible by the single time slot.

Example 3.1. For example, if we divide the time horizon in time slots
of 15 min, the traveling time of 60 min will be equal to 𝜏𝑡𝑖𝑗 = 4.

The objective of the problem is to minimize the total time spent on
the arcs of the network by the containers to reduce the contribution
to congestion. Congestion can be reduced through the availability of
buffer zones where containers can be ‘‘parked’’ on their route to des-
tination, or by delaying their shipping. Each node 𝑗 ∈ 𝑁 is associated
with a buffer with limited capacity cap𝑗 . For nodes corresponding to dry
ports this capacity is greater than zero while for all other network nodes
the capacity will be set to zero. Capacity is also considered for the arcs.
So, for each arc ∀(𝑖, 𝑗) ∈ 𝐴 and for each time slot 𝑡 ∈ 𝑇 , a maximum
number of trucks allowed to travel that arc is given and denoted with
capA𝑡

𝑖𝑗 . The given parameter is time dependent.
Defined the network and the parameters of the problem, in the

proposed model, we consider the following decision variables:

𝑥𝑡𝑖𝑗 , is the number of containers (trucks) entering arc (𝑖, 𝑗) during time
slot 𝑡;

𝑦𝑡𝑗 is the number of containers (trucks) in the buffer of node 𝑗 in time
𝑡.

Fig. 1 reports a schema of the network flow and the related param-

eters and variables. The nodes are depicted as points, arrows denote



Transportation Research Interdisciplinary Perspectives 20 (2023) 100846A. Sciomachen and G. Stecca
Fig. 2. Exemplification of trucks arriving from a node 𝑖 to a node 𝑗 at the same time
6. 3 trucks (gray box) depart at time 2 and encounter a travel time 𝜏2𝑖𝑗 = 4, with (6 -
𝜏2𝑖𝑗 ) = 2. Moreover, 1 truck (white box) departs at time 4 and encounter a travel time
𝜏4𝑖𝑗 = 2, with (6 - 𝜏4𝑖𝑗 ) = 4.

flows, while the overturned triangle depicts a buffer node - a node
of the network where containers can be temporarily stored, as for
example a dry-port - and the dashed arrow denotes the demand 𝑑𝑡𝑗 of
the corresponding outgoing node to be satisfied. The figure schematizes
the flow balancing equation. The flow 𝑥𝑡𝑖𝑗 arriving to a given node 𝑗 is
defined for 𝑖 direct predecessors of 𝑗 and for times 𝑡 such that (𝑡−𝜏𝑡𝑖𝑗 ) ≥ 0,
with 𝜏𝑡𝑖𝑗 being the traveling time of arc (𝑖, 𝑗) at time 𝑡. Therefore it holds
that the sum of the flows 𝑥𝑡𝑖𝑗 entering the node 𝑗, plus 𝑦𝑡−1𝑗 minus 𝑦𝑡𝑗 ,
must be equal to the number of containers used to satisfy 𝑑𝑡𝑗 plus the
sum of the flow exiting from 𝑗 and entering to nodes 𝑗′ at time 𝑡, where
𝑗′ are all the direct successors of 𝑗. The Fig. 2 shows an example of the
notation introduced. It should be noted that a greater number of trucks
traveling through the arc corresponds to a longer travel time.

The proposed model, in the afterwards named P0, can be then
written as follows:

Model P0

min 𝑍 =
∑

𝑡∈𝑇

∑

(𝑖,𝑗)∈𝐴
𝜏𝑡𝑖𝑗𝑥

𝑡
𝑖𝑗 (2)

𝑠.𝑡.
∑

𝑖∈𝛿−(𝑗)∶𝑡=(𝑡−𝜏𝑡𝑖𝑗 )≥0

𝑥𝑡𝑖𝑗 + 𝑦𝑡−1𝑗 = 𝑦𝑡𝑗 +
∑

𝑘∈𝛿+(𝑗)
𝑥𝑡𝑗𝑘 + 𝑑𝑡𝑗 𝑗 ∈ 𝑁, 𝑡 ∈ 𝑇 (3)

0 ≤ 𝑦𝑡𝑗 ≤ cap𝑖 𝑗 ∈ 𝑁, 𝑡 ∈ 𝑇 (4)

0 ≤ 𝑥𝑡𝑖𝑗 ≤ capA𝑡
𝑖𝑗 (𝑖, 𝑗) ∈ 𝐴, 𝑡 ∈ 𝑇 (5)

𝑦𝑡𝑗 , 𝑥
𝑡
𝑖𝑗 ∈ Z≥0 (𝑖, 𝑗) ∈ 𝐴, 𝑡 ∈ 𝑇 (6)

In model P0, Eq. (2) defines the objective function, meaning that the
congestion is measured by the total traveling time spent by trucks on
the network. Eqs. (3) represent the set of flow conservation constraints,
which consider the travel time variable; the symbols 𝛿−(𝑗) and 𝛿+(𝑗)
are the notations used to indicate the arcs entering and exiting a node
𝑗, respectively. Moreover, in the source the demand will be negative.
Eqs. (4) defines the capacity constraints for buffers of each node, while
(5) impose to the flow to respect the arcs capacity. Eqs. (6) specify the
domain of the decision variables.

3.2. Modeling the traveling time

The traveling time of an arc can be considered as a scalar parameter
only as first approximation. In this section we propose an improved
model where Assumption 3.1 is removed and the following assumption
is introduced.
4

Assumption 3.4. Traveling time is affected at least by 3 distinct
features: (i) daytime 𝑡, (ii) type of arc (𝑖, 𝑗), and (iii) flow 𝑥𝑡𝑖𝑗 .

While the first two features are represented in model P0 by param-
eter 𝜏𝑡𝑖𝑗 , the third feature requires the introduction of a nonlinearity. In
particular the BPR equation (1) is then considered and the new model,
P1, becomes as follows:

Model P1:

min 𝑍 =
∑

𝑡∈𝑇

∑

(𝑖,𝑗)∈𝐴
𝜏𝑡𝑖𝑗𝑥

𝑡
𝑖𝑗 (7)

𝑠.𝑡.

∑

𝑖∈𝛿−(𝑗)∶𝑡=(𝑡−𝜏𝑡𝑖𝑗 )≥0

𝑥𝑡𝑖𝑗 + 𝑦𝑡−1𝑗 = 𝑦𝑡𝑗 +
∑

𝑘∈𝛿+(𝑗)
𝑥𝑡𝑗𝑘 + 𝑑𝑡𝑗 𝑗 ∈ 𝑁, 𝑡 ∈ 𝑇 (3)′

0 ≤ 𝑦𝑡𝑗 ≤ cap𝑖 𝑗 ∈ 𝑁, 𝑡 ∈ 𝑇 (4)′

0 ≤ 𝑥𝑡𝑖𝑗 ≤ capA𝑡
𝑖𝑗 (𝑖, 𝑗) ∈ 𝐴, 𝑡 ∈ 𝑇 (5)′

𝜏𝑡𝑖𝑗 = 𝑇𝑓𝑓

[

1 + 𝛼
( 𝑥𝑡𝑖𝑗
𝑞𝑝𝑐

)𝛽
]

(𝑖, 𝑗) ∈ �̄�, 𝑡 ∈ 𝑇 (8)

𝑦𝑡𝑗 , 𝑥
𝑡
𝑖𝑗 ∈ Z≥0 (𝑖, 𝑗) ∈ 𝐴, 𝑡 ∈ 𝑇 (6)′

In this updated model, Eq. (8) represents the nonlinearity affecting
the objective function (7), through its definition. Model P1 can be
linearized by a piece-wise linear approximation. The linearization can
be done by upper, mean, or lower approximations. In the following,
we describe a lower approximation by 1-degree linearization using
tangents to each nonlinear convex term, and upper approximation
using secants.

3.3. Lower approximation

Assumption 3.5. In order to linearize the objective function given in
(7), we suppose 0 ≤ 𝑥𝑡𝑖𝑗 ≤ capAt

ij to be continuous.

Observation 3.2. The lower approximation can be done by tangents which
can be easily computed because each objective function term 𝑍(𝑥𝑡𝑖𝑗 ) =
𝜏𝑡𝑖𝑗𝑥

𝑡
𝑖𝑗 is a 𝛽 + 1 grade polynomial which is continuous and differentiable

under Assumption 3.5.

Definition 3.1. Let �̄� ∈ 𝐴 be the subset of arcs for which the traveling
time 𝜏𝑡𝑖𝑗 is assumed to be nonlinear. We define 𝛾 𝑡𝑚𝑖𝑗 , 𝑚 = 1…𝑀 the set
of points where we linearize the objective function term, with 𝛾 𝑡1𝑖𝑗 = 0,
and 𝛾 𝑡𝑀𝑖𝑗 = capA𝑡

𝑖𝑗 .

Definition 3.2. ∀�̄� ∈ 𝐴 we define the tuples (𝑎𝑚𝑡𝑖𝑗 , 𝑏
𝑚𝑡
𝑖𝑗 ) ∈ 𝑀 𝑡

𝑖𝑗 such that
the equations 𝑎𝑚𝑖𝑗𝑡𝛾

𝑡𝑚
𝑖𝑗 + 𝑏𝑚𝑡𝑖𝑗 = 𝑍(𝛾 𝑡𝑚𝑖𝑗 ) are verified.

Thus, for each tuple (𝑖, 𝑗, 𝑡) where a nonlinear term is defined, we
select 𝑍(𝛾𝑚𝑡𝑖𝑗 ) intersect points for the function to linearize. Then, by
using the derivative of the objective function term 𝑍(𝑥𝑡𝑖𝑗 ) = 𝜏𝑡𝑖𝑗𝑥

𝑡
𝑖𝑗 =

𝑇𝑓𝑓

[

1 + 𝛼
(

𝑥𝑡𝑖𝑗
𝑞𝑝𝑐

)𝛽
]

𝑥𝑡𝑖𝑗 with respect to 𝑥𝑡𝑖𝑗 , we found the tangents to

each of the selected points.
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Proposition 3.1. ∀(𝑖, 𝑗) ∈ �̄�,∀𝑚 ∈ {1,… ,𝑀} the slope 𝑎𝑡𝑚𝑖𝑗 and the
ntercept 𝑏𝑡𝑚𝑖𝑗 of the tangents are identified by:

𝑡𝑚
𝑖𝑗 = 𝑇𝑓𝑓

[

1 + 𝛼(𝛽 + 1)
( 𝛾 𝑡𝑚𝑖𝑗
𝑞𝑝𝑐

)𝛽
]

(9)

𝑏𝑡𝑚𝑖𝑗 = −𝛼𝑇𝑓𝑓 𝛽𝛾 𝑡𝑚𝑖𝑗

( 𝛾 𝑡𝑚𝑖𝑗
𝑞𝑝𝑐

)𝛽
(10)

Proof. The tangent in a point 𝛾 𝑡𝑚𝑖𝑗 is computed by the equation

𝑦 −𝑍(𝛾 𝑡𝑚𝑖𝑗 )

𝑥𝑡𝑖𝑗 − 𝛾 𝑡𝑚𝑖𝑗
= 𝜕𝑍

𝜕𝑥𝑡𝑖𝑗
(𝛾 𝑡𝑚𝑖𝑗 )

rom which we obtain
𝑡𝑚
𝑖𝑗 = 𝜕𝑍

𝜕𝑥𝑡𝑖𝑗
(𝛾 𝑡𝑚𝑖𝑗 )

nd
𝑡𝑚
𝑖𝑗 = 𝑍(𝛾 𝑡𝑚𝑖𝑗 ) −

𝜕𝑍
𝜕𝑥𝑡𝑖𝑗

(𝛾 𝑡𝑚𝑖𝑗 )𝛾
𝑡𝑚
𝑖𝑗

onsidering that

(𝑥𝑡𝑖𝑗 ) = 𝑇𝑓𝑓 𝛾
𝑡𝑚
𝑖𝑗

[

1 + 𝛼
( 𝑥𝑡𝑖𝑗
𝑞𝑝𝑐

)𝛽
]

and that

𝜕𝑍
𝜕𝑥𝑡𝑖𝑗

(𝛾 𝑡𝑚𝑖𝑗 ) = 𝑇𝑓𝑓 𝛾
𝑡𝑚
𝑖𝑗

[

1 + 𝛼(𝛽 + 1)
( 𝛾 𝑡𝑚𝑖𝑗
𝑞𝑝𝑐

)𝛽
]

y simple algebraic steps we obtain the Eqs. (9) and (10) □

.4. Upper approximation

Under the same conditions of 3.5 we can define a piecewise linear
pproximation where the terms 𝛾 𝑡𝑚𝑖𝑗 of Definition 3.1 and the tuples
𝑎𝑚𝑡𝑖𝑗 , 𝑏

𝑚𝑡
𝑖𝑗 ) defining the lines in 3.2 are such that:

𝑎𝑚𝑖𝑗𝑡𝛾
𝑡𝑚
𝑖𝑗 + 𝑏𝑚𝑡𝑖𝑗 = 𝑍(𝛾 𝑡𝑚𝑖𝑗 ) (11)

𝑚
𝑖𝑗𝑡𝛾

𝑡𝑚+1
𝑖𝑗 + 𝑏𝑚𝑡𝑖𝑗 = 𝑍(𝛾 𝑡𝑚+1𝑖𝑗 ) (12)

rom the convexity of 𝑍 we can deduce this secant approximation
eing an upper approximation of the original objective function. One
dvantage given by the upper approximation is the functionalities of-
ered by modern solvers allowing the easy implementation of piecewise
inear approximation directly in the model.

Fig. 3 shows an example of tangent approximation. Dashed lines
n the figure represent the set of tangents computed and used to
pproximate the objective function term. As depicted, the lines are very
lose at the beginning and at end of the curve. Using a proper number
f tangents, and intersect points, we can easily limit the error and have
very tight approximation as demonstrated in the test case. This result

n a very powerful mean to introduce nonlinearity as representation
f congestion while controlling the complexity of the model and its
sability as decision support tool.

Therefore, we can define a set of linear functions 𝑎𝑡𝑚𝑖𝑗 𝑥
𝑡
𝑖𝑗 + 𝑏𝑡𝑚𝑖𝑗 as

efined in 3.2 and demonstrated in 3.1, computed with the assumption
.5. After the linearization we remove the assumption 3.5, so by setting
ack the integer property of 𝑥𝑡𝑖𝑗 we introduce the MILP model P2
s follows. The same procedure can be followed to model the upper
pproximation simply computing the line terms satisfying the Eqs. (11)
nd (12)

odel P2

in 𝑍 =
∑

𝑡∈𝑇

∑

(𝑖,𝑗)∈�̃�

𝜏𝑡𝑖𝑗𝑥
𝑡
𝑖𝑗 +

∑

𝑡∈𝑇

∑

(𝑖,𝑗)∈�̄�

𝑧𝑡𝑖𝑗 (13)

.𝑡.
5

w

∑

∈𝛿−(𝑗)∶𝑡=(𝑡−𝜏𝑡𝑖𝑗 )≥0

𝑥𝑡𝑖𝑗 + 𝑦𝑡−1𝑗 = 𝑦𝑡𝑗 +
∑

𝑘∈𝛿+(𝑗)
𝑥𝑡𝑗𝑘 + 𝑑𝑡𝑗 𝑗 ∈ 𝑁, 𝑡 ∈ 𝑇 (3)′′′

≤ 𝑦𝑡𝑗 ≤ cap𝑖 𝑗 ∈ 𝑁, 𝑡 ∈ 𝑇 (4)′′′

≤ 𝑥𝑡𝑖𝑗 ≤ capA𝑡
𝑖𝑗 (𝑖, 𝑗) ∈ 𝐴, 𝑡 ∈ 𝑇 (5)′′′

𝑡
𝑖𝑗 ≥ 𝑎𝑚𝑡𝑖𝑗 𝑥

𝑡
𝑖𝑗 + 𝑏𝑚𝑡𝑖𝑗 (𝑎𝑚𝑡𝑖𝑗 , 𝑏

𝑚𝑡
𝑖𝑗 ) ∈ 𝑀 𝑡

𝑖𝑗 , (𝑖, 𝑗) ∈ �̄�, 𝑡 ∈ 𝑇 (14)
𝑡
𝑖𝑗 ≥ 0, 𝑦𝑡𝑗 , 𝑥

𝑡
𝑖𝑗 ∈ Z≥0 (𝑖, 𝑗) ∈ 𝐴, 𝑡 ∈ 𝑇 (15)

In the objective function (13) the first term sum all the contributions
f the linear arcs which are �̃� = 𝐴⧵ �̄�, while the second term represent
he contribution of the non linear arcs, measured by the 𝑧 variables. The
ariables 𝑧𝑡𝑖𝑗 and constraints set (14) in model P2 are used to define the
inearization as tangent approximation as just explained. Given that the
𝑡
𝑖𝑗𝑥

𝑡
𝑖𝑗 function is non decreasing convex, they are sufficient to define the

pproximation. We use this model in the study of the application case
efined in the following section.

. The case study

In this section we describe how the application case is addressed
nd how the baseline instance has been built. The aim is twofold. The
irst objective is to build an instance as close as possible to the real
cenario which is going to be investigated once the terminal is fully
perational. The second objective is to let the instance be replicable
nd scalable in order to test the model on larger instances and to modify
arameters once the terminal is in production and further data can be
asily collected.

The application case considers the forwarding of containers from
terminal located in the port of Vado Ligure that is part of the Port
uthority of the Western Ligurian Sea, which also includes the ports of
enoa, Savona and Pra (see http://www.apmterminals.com/ for more
etails). Fig. 4 shows the map of the area where the APM-VL terminal
s located. The port of Vado Ligure is connected to the northernmost
art of Italy via the highway network, consisting of the A6 Savona–
urin highway, the Brennero highway via the A33 Cuneo–Asti, and the
10 coastal highway. The new built terminal is designed to host mega-
hips. The expected throughput of the terminal, expressed in terms
f number of containers handled per year, is about 800,000 TEUs.
nloaded containers from each mega-ship must be forwarded to inland
estinations in a short time. The demand and the locations are derived
rom estimations done in the previous works of Ambrosino et al. (2018),
nd Musso and Sciomachen (2020). The forwarding destinations are
eached by using trans-shipment nodes (with or without buffer capac-
ty) where are located dry ports or important shipment crossroads. The
ource points, buffers, and gate points of the container terminal enrich
he selection of nodes. The gate points play an important role in the
odel because they are used to represent scenarios with flow depen-
ent traveling times and congestion effects for the baseline instance.
hese data of the application case are reported in Table 1. The table
eports, for each node of the network, the identification number, the
ame, the information if the node is a source, or a target (destination)
ode, the capacity, and the required demand. A negative value for the
emand column denotes a source node. The total demand indicated in
able 1 is estimated to be of 2500 TEU per day, taking into account data
rom previous works, which estimate a total of 900,000 TEU over 360
ays. These real case data are very important to validate the model as a
ecision support tool, and can be used to generate additional large scale
nstances if needed. For the planning of the containers’ forwarding,

e consider a time horizon  of 48 h horizon with a discretization

http://www.apmterminals.com/
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Fig. 3. Example of tangent approximation for convex polynomial term 𝜏 𝑡𝑖𝑗𝑥
𝑡
𝑖𝑗 .
Fig. 4. Satellite view of Vado Ligure container terminal.
based on a time frame of 10 min (𝑇 𝑖𝑚𝑒𝐹𝑟𝑎𝑚𝑒). The 10 min discretiza-
tion guarantees the model to capture enough variations in traveling
time registered by the traffic system. The traveling times have been
computed by using the data of two different sources. The first one is
the Open Source Routing Machine — OSRM (Luxen and Vetter, 2011),
which has been used to compute the origin–destination distance matrix.
The second one is Google MapsTM used to compute information on
max, min, and average traveling times extracted for each hour of the
day of arcs. The arc capacity for the baseline instance has been set to
𝑞𝑝𝑐 = 𝑇 𝑖𝑚𝑒𝐹𝑟𝑎𝑚𝑒 ∗ 60∕10 = 60 trucks every 10 min. In the baseline
instance, the arc incident with the port gate is considered to follow the
BPR function. As stated in definition 3.2, for that arc we have then
linearization points such that 𝛾 𝑡1𝑖𝑗 = 0, and 𝛾 𝑡𝑀𝑖𝑗 = 60. We set 𝑀 = 5 (see
Definition 3.1), considered the intersect points to be equidistant. In this
case we have a linear function every 60∕4 = 15 units of flow. These
settings resulted in a is a reasonable tradeoff between approximation
and computational requirements.

4.1. Estimation of parameters

The estimation of the parameters has been made by considering
several aspects of the case study related to the Vado Container terminal.
6

Particular attention has been devoted to the estimation of the travel
time 𝜏𝑡𝑖𝑗 which, as already mentioned, can be assumed depending on
day time, type of arc, and flow. We used Google MapsTM web service
to obtain the travel time for each hour of the day only for a selection
of arcs because we wanted to extract a traveling time pattern which
can be used to generate large instances without relying on the web
service. Thus, we developed a procedure to extend to all other arcs
the computation of traveling time, as explained in the following. The
selected arcs are the ones incident with the terminal arc and others with
different lengths, assuming that longer arcs have a higher average speed
if compared to shorter ones. As can be noticed in the example of Fig. 5,
the arcs connecting the terminal to Rivalta Scrivia and Genova (Genoa)
are somehow shorter and have a higher fraction of their path on normal
roads, leading to a lower speed, while arcs connecting it to farthest
destinations, such as Ginevra (Geneva), and Ravenna, are characterized
by a greater speed. After selecting arcs and divided them in these
two groups, we queried the google web service in order to obtain the
traveling time at each hour of the day. Then, we computed the relation
time/distance for each hour of the day and type of arc in order to
generate the travel time of the remaining arcs. For larger networks we
can extract this information for a selection of arcs and apply it to other
arcs, according to their classification, in order to estimate travel times.
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Fig. 5. Mean speed for a selection of arcs during the daytime.
Moreover, it is worth noting that, in respect of the travel times returned
by the web services, a scale factor, 𝐶𝑎𝑟𝑇 𝑜𝑇 𝑟𝑢𝑐𝑘 (CTT), is applied to
consider the car to truck ratio, which is the reduction in speed of
a truck if compared to the standard speed of a car. The estimation
takes into account the maximum speed allowed, and our setting for the
baseline instance is CTT = 0.8. Generally speaking, the value of CTT
can be set considering the type of road and traveling rules applied to
it. In particular, the maximum car speed in Italy along highway is 130
km/h, while for medium trucks (from 3.5 to 12 tons capacity) is 100
km/h and for heavy trucks (more than 12 tons capacity) is 80 km/h.
Note that the trucks addressed in this study have a speed limit of 80
km/h, so the minimum value of CTT would be 0.6. This value is a
lower bound and 0.8 would be a better estimation because not all the
paths are on highway. Moreover, the average speed for cars are lower
than 130 km/h while trucks tend to stay to their maximum allowed
speed. The data obtained by the google map and OpenStreetMap web
services allowed also to set the parameters for the BPR function (1). The
parameters are 𝑇𝑓𝑓 , 𝑞𝑝𝑐 , 𝛼, and 𝛽. In order to compute these parameters,
we need the estimation of the maximum and minimum speed 𝑠𝑚𝑎𝑥, 𝑠𝑚𝑖𝑛
and the maximum traveling time 𝑇𝑚𝑎𝑥 for a given arc in which we want
to model the BPR function. The estimation of the traveling time for free
flow and for 𝑇𝑚𝑎𝑥 are, respectively, 𝑇𝑓𝑓 = 60(𝑑𝑖𝑠𝑡∕1000)∕𝑠𝑚𝑎𝑥, and

𝑇𝑚𝑎𝑥 = 𝑇𝑓𝑓 (𝑠𝑚𝑎𝑥∕𝑠𝑚𝑖𝑛) (16)

The estimation of the parameters 𝑞𝑝𝑐 , 𝛼, and 𝛽 has been done by
looking to recent literature results such as those found by Lu et al.
(2016) and by matching them with the available data for our case
study. The maximum arc capacity 𝑞𝑝𝑐 has been set to 360 trucks per
hour (6 trucks per minute); therefore the 𝑇 𝑖𝑚𝑒𝐹𝑟𝑎𝑚𝑒 is 60 trucks every
10 min.

The literature consider 𝛽 ≈ 4. For the purpose of our application
we tested different values of 𝛼 and we were able to put it in relation
with 𝑇𝑚𝑎𝑥 and 𝑇𝑓𝑓 , defining as the most appropriate value of 𝛼 to be as
in Eq. (17):

𝛼 =
𝑇𝑚𝑎𝑥
𝑇𝑓𝑓

− 1 (17)

Eq. (17) in our setting is congruent with the estimations found by Lu
et al. (2016). For the purpose of our model, in the case of 𝑇𝑚𝑎𝑥 = 𝑇𝑓𝑓 ,
from Eq. (17) we obtain 𝛼 = 0, and then, from Eq. (1) 𝜏 = 𝑇𝑓𝑓 ,
meaning that we have a linear model for traveling time. As opposite, if
we suppose a maximum speed of 70 km/h and a minimum speed of 15
km/h (as we assumed for nonlinear terms, also thanks to the available
7

Table 1
Node list, buffer capacity, and demand of the baseline instance.

id Name Source Target Capacity Demand

1 Vado Ligure Y N 0 −5000
2 Buffer Terminal 1 N N 5000 0
3 gate enter N N 0 0
4 gate exit N N 0 0
5 Alessandria N N 1000 0
6 Novi Ligure N N 1000 0
7 Rivalta scrivia N N 2500 0
8 Piacenza N N 2500 0
9 Novara N N 2500 0

10 Parma N N 2500 0
11 Rubiera N N 2500 0
12 Bologna N N 2500 0
13 Torino N Y 2500 1285
14 Milano N Y 2500 760
15 Genova N Y 2500 465
16 Varese N Y 2500 455
17 Ravenna N Y 2500 310
18 Roma (Orte) N Y 2500 205
19 Cuneo N Y 2500 180
20 Ginevra N Y 2500 1340

data), considering Eqs. (16) and (17), we will get 𝛼 = 70∕15 − 1 = 3.67.
While these equations and these procedures to generate data are proved
to be very useful and realistic, it is clear that future followups of this
work will benefit of more proper data analytics based estimations with
the VADO ligure system data available.

5. Experimental results

Model P2 has been implemented in GurobiTM 8.0, python interfaces
3.6.9 on Ubuntu 16.04 64 bit. The computing machine used in our
computational experimentation is an Intel CoreTM model i7-5600U CPU
with 2.60 GHZ, RAM 8 GB. The maximum running time was set to
200 s. The baseline instance produced a MIP model of 7200 rows,
91 316 columns and 167 354 non-zeros elements which was solved in
less than 10 s.

5.1. Validation of the model

The first analysis has been devoted to the linearization. After tuning,
we used 5 linearization points for each nonlinear objective term; the
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𝑥

Fig. 6. Model runtime in the baseline instance when changing the number of nonlinear terms considered, and linearized with tangent approximation.
linearization always allowed obtaining a light model easily to solve
with modern solvers and with a detailed approximation level. In order
to check how the tangent approximation affected the solution, we
compared it with the upper approximation described in Section 3.4,
obtained with piece-wise linear functions intersecting the nonlinear
terms at the same points where the lower approximation has been done
with tangents. The gap between the aforementioned approximations is
very tight, and less than 0.5% while considering from 1 to 22 nonlinear
terms in the objective function. This means that we modeled progres-
sively more arcs as nonlinear. We have to point out that considering
more nonlinear terms in the studied instance is not useful as congestion
is only well represented in the neighborhood of the terminal gate. With
regard to computational time, we noticed a remarkable increase as
depicted in the plot in Fig. 6; nevertheless, this increase is very far to
make the computational time a concern.

In order to prove the validity of the model a further comparison
has been made against a well consolidated modeling technique which
considers explicitly time–space links. The model is derived by the one
described in detail in Carey and Subrahmanian (2000). We report in the
following the model named P3, with explicit consideration of the BPR
function. This approach considers a wise selection of intersection points
in order to have integer values for traveling time. In this case we have
the variable 𝑥𝑖𝑗𝑡𝜏 being the number of vehicles entering in arc (𝑖, 𝑗) at
time 𝑡, incurring in a travel time 𝜏. The hypotesys is that the traveling
time is a convex function of the flow and specifically is defined by the
BPR Function. So we define a discrete traveling time 𝜏 ∈ {𝑡,… , 𝑇 } = 
from a set of points �̄�𝑖𝑗𝑡𝜏 such that

̄ 𝑖𝑗𝑡𝜏 = BPR−1((𝑖, 𝑗), 𝑡, 𝜏) = 𝑞𝑝𝑐
𝛽

√

1
𝛼

[

𝜏
𝑇𝑓𝑓

− 1
]

(18)

The traveling time 𝜏 is different based on (𝑖, 𝑗) and 𝑡, and this because
𝑇𝑓𝑓 and 𝑞𝑝𝑐 varies for each arc and for each timeperiod. While for arcs
(𝑖, 𝑗) ∈ �̃�, where traveling time is modeled linearly, the notation 𝜏𝑡𝑖𝑗 is
left unchanged, for arcs (𝑖, 𝑗) ∈ �̄� we can explicit the relation between
traveling time and flow. By Eq. (1) it is easy to derive extreme points
for traveling time that are indeed 𝜏𝑚𝑖𝑛 = 𝑇𝑓𝑓 and 𝜏𝑚𝑎𝑥 = 𝑇𝑓𝑓 (1 + 𝛼),
respectively. In order to linearize the convex function the variables
0 ≤ 𝜆𝑖𝑗𝑡𝜏 ≤ 1, (𝑖, 𝑗) ∈ �̄�, 𝑡 ∈  , 𝜏 ∈

{

𝜏𝑚𝑖𝑛,… , 𝜏𝑚𝑎𝑥
}

are introduced,
alongwith the following constraints
𝜏𝑚𝑎𝑥
∑

𝜏=𝜏𝑚𝑖𝑛

𝜆𝑖𝑗𝑡𝜏 = 1 ∀𝑖𝑗 ∈ �̄�, 𝑡 ∈  (19)

Being the BPR function convex, we do not need to write the Spe-
cial Order Set constraints to model the piece-wise linear approxima-
tion (Bazaraa et al., 2013). Moreover Eq. (19) will be reduced to less
8

or equal to 1 equation. Appliying the transormation to the traveling
time, it can be written as

BPR(𝑥𝑖𝑗𝑡𝜏 ) =
𝜏𝑚𝑎𝑥
∑

𝜏=𝜏𝑚𝑖𝑛

𝜆𝑖𝑗𝑡𝜏BPR(�̄�𝑖𝑗𝑡𝜏 ) =
𝜏𝑚𝑎𝑥
∑

𝜏=𝜏𝑚𝑖𝑛

𝜏𝜆𝑖𝑗𝑡𝜏 (20)

and for each timeslot 𝑡 we can obtain the quantitiy of flow traveling
arc (𝑖, 𝑗) by the following term:

f low(𝑖, 𝑗, 𝑡) = BPR−1(𝑖, 𝑗, 𝜏) =
𝜏𝑚𝑎𝑥
∑

𝜏=𝜏𝑚𝑖𝑛

�̄�𝑖𝑗𝑡𝜏𝜆𝑖𝑗𝑡𝜏 (21)

The use of 𝜏𝑚𝑖𝑛 and 𝜏𝑚𝑎𝑥 implies a reduction of variables and constraints
to be defined. Moreover the term (21) can be added in objective
function multiplied by 𝜏.

The model can be reformulated as follows: Model P3

min 𝑍 =
∑

(𝑖,𝑗)∈�̃�

𝑇
∑

𝑡=1
𝜏𝑡𝑖𝑗𝑥

𝑡
𝑖𝑗 +

∑

(𝑖,𝑗)∈�̄�

𝑇
∑

𝑡=1

𝜏𝑚𝑎𝑥
∑

𝜏=𝜏𝑚𝑖𝑛

𝜏�̄�𝑖𝑗𝑡𝜏𝜆𝑖𝑗𝑡𝜏 (22)

𝑠.𝑡.
∑

(𝑖,𝑗)∈�̄�

𝜏𝑚𝑎𝑥
∑

𝜏=𝜏𝑚𝑖𝑛;𝑡−𝜏>0
�̄�𝑖𝑗(𝑡−𝜏)𝜏𝜆𝑖𝑗(𝑡−𝜏)𝜏 +

∑

(𝑖,𝑗)∈�̃�,𝑡=(𝑡−𝜏𝑡𝑖𝑗 ),𝑡≥0

𝑥𝑡𝑖𝑗 + 𝑦𝑡−1𝑗

= 𝑦𝑡𝑗 +
∑

(𝑗,𝑘)∈�̄�

𝜏𝑚𝑎𝑥
∑

𝜏=𝜏𝑚𝑖𝑛;𝑡+𝜏≤𝑇
̄𝑥𝑗𝑘𝑡𝜏𝜆𝑗𝑘𝑡𝜏 +

∑

(𝑗,𝑘)∈�̃�

𝑥𝑡𝑗𝑘 + 𝑑𝑡𝑗 𝑗 ∈ 𝑁, 𝑡 ∈ 

(23)

0 ≤ 𝑦𝑡𝑗 ≤ cap𝑖 𝑗 ∈ 𝑁, 𝑡 ∈  (4)′′′

0 ≤ 𝑥𝑡𝑖𝑗 ≤ capA𝑡
𝑖𝑗 (𝑖, 𝑗) ∈ 𝐴, 𝑡 ∈  (5)′′′

𝜏𝑚𝑎𝑥
∑

𝜏=𝜏𝑚𝑖𝑛;𝑡−𝜏>0
𝜆𝑖𝑗(𝑡−𝜏)𝜏 ≤ 1 (𝑖, 𝑗) ∈ �̄�, 𝑡 ∈  (24)

𝜏𝑚𝑎𝑥
∑

𝜏=𝜏𝑚𝑖𝑛;𝜏+𝑡≤𝑇
𝜆𝑖𝑗𝑡𝜏 ≤ 1 (𝑖, 𝑗) ∈ �̄�, 𝑡 ∈ 𝑇 (25)

𝑦𝑡𝑗 ∈ Z≥0 (𝑖, 𝑗) ∈ 𝐴, 𝑡 ∈  (26)

𝑥𝑡𝑖𝑗 ∈ Z≥0 (𝑖, 𝑗) ∈ �̃�, 𝑡 ∈  (27)

0 ≤ 𝜆𝑖𝑗𝑡𝜏 ≤ 1 (𝑖, 𝑗) ∈ �̄�, 𝑡, 𝜏 ∈  (28)

The model can be used to validate the our proposed model in terms
of computation time and objective function. We tested it in the same



Transportation Research Interdisciplinary Perspectives 20 (2023) 100846A. Sciomachen and G. Stecca

i
o
n
a
t
t
m
3
o
t
b
P
f

5

t
h
g
d
w
c
s
f
c
o
p
c
i
i
5
i

5

d
n
f
t
t
t

𝑥

F
s
p
i
b

d
t
1
p
s
t
p
e

5

i
b
t
a
t
r
o
a
t
r

5

a
o
s
m
b
d
w
t
T
t
p
p
l
a
g
b
c
h
w
i
i
i
i

6

f
s
c
c
b
i
c
c
N
m
p
t
A

Table 2
Performance comparison between P2 model and P3 model.

Model Nodes |𝐴| 𝑇 # nlarcs objval P3 vs. P2 Time Gap

P2 10 46 6 h 2 1 054 3.01% 0.03 0.00%
P3 10 46 6 h 2 1 087 0.15 0.00%
P2 10 46 6 h 46 1 098 3.26% 0.05 0.00%
P3 10 46 6 h 46 1 135 20.00 0.00%
P2 20 276 48 h 2 51 520 2.22% 2.03 0.00%
P3 20 276 48 h 2 52 690 4.12 0.00%
P2 40 1336 48 h 26 87 753 2.96% 35.68 0.00%
P3 40 1336 48 h 26 90 428 1800.00 0.21%

conditions of our studied case. We refined the model implementation
allowing a tunable number of breakpoints, in order to reduce the
number of variables generated. In particular we tested with the same
number of breakpoints used for the P2 model. The results are depicted
n Table 2. The table reports, for each row, the table name, the number
f instance nodes, the number of arcs, the time horizon in hours, the
umber of non linear arcs considered, the objective value, the percent-
ge of difference between the P3 and the P2 models, the computation
ime in seconds (with a maximum computational time set to 1800), and
he gap. As expected, the P3 model is an upper extimation of the P2
odel, but the gap between model is always limited to a maximum of
.26% which is acceptable for planning purpose. Moreover, this type
f gap is not growing with the growing of the instance. With respect
o computational time model P3 tends to take higher times to close for
igger instances. In this regard, results validate the choice to use the
2 model over the P3 model, in particular if we intend to use it inside
rameworks where fast computational time can be important.

.2. Analysis of buffer capacity

The second part of the test campaign has been devoted to validate
he model as a decision support tool for the port authority. The model
as been tested to analyze the effect of different parameters on con-
estion and overall model performance. By using the base settings as
escribed in the previous section, also named the baseline instance,
e firstly investigated the impact of the buffer capacity on both the

ongestion (i.e. the objective function) and the running time. To do
o we changed the capacity of the buffers, which are listed in the
ifth column of Table 1, generating different instances. The new buffer
apacity is progressively set from 50% of the original capacity to 250%
f the original capacity. To identify the instances, we introduce the
arameter ‘‘cap factor’’ which is the ratio between the new buffer
apacity and the original buffer capacity. The results demonstrate that,
n the 48 h planning horizon, the capacity of the buffers in the baseline
nstance is enough to manage the congestion and only a reduction of
0% of the capacity affects the performance. The results are depicted
n Fig. 7.

.3. Considering shutdown hours

Another important issue to consider in our study and a critical
ecision for managers, is the potential shut-down of the gates during
ight shifts, when inland forwarding is planned. In the formulation this
eature can be modeled by adding constraints of shutdown. This means
hat, given the set  𝑠 of timeslot for which is forbidden to operate the
erminal, and let  the set of arcs representing the gate of the terminal,
hen the following contraint is added to the formulation

𝑖𝑗𝑡 = 0 ∀(𝑖, 𝑗) ∈ ,∀𝑡 ∈  𝑠 (29)

or the purpose of the real case analysis, we considered three test
cenario: no shut-down, 4 h shut-down, and 8 h shut-down. As ex-
ected, the congestion rise over in these three scenarios, as plotted
n Fig. 8. The results when the hours of shut-down are changed can
e also analyzed in detail and for each single arc. These results are
9

escribed in Fig. 9 where the plots report the number of arcs in which
he number of truck traveling that arcs are respectively less of 15, from
5 to 30, from 30 to 45, and from 45 to 60 (maximum capacity). The
lottetd bars compare the levels for the three scenario of shutdown and
how a notable difference between the ‘‘no shutdown’’ scenario with
he respect the other shutdown scenarios. So it seems that, in these
articular setting, the 23 pm to 4 am shutdown scenario seems the more
ffective one in terms of ratio congestion increase/availability.

.4. Tests on arc capacity

Another analysis considers the variation of the arc capacity from
ts standard settings of 60 vehicles per 10 min considered in the
aseline instance. In this test campaign, we progressively augmented
he arc capacity from 20 to 120 vehicles per 10 min. The results
re depicted in Fig. 10, which plots the optimal solution (measuring
he congestion) when the arc capacity varies. As demonstrated by the
esults, a reduction of the standard capacity may highly affect the
verall congestion while, as expected, no effects are reported if we
ugment too much the arc capacity. However, it is important to notice
hat in these experiments the nonlinearity is considered only at the arc
epresenting the gate.

.5. Results on country wide instance

In order to monitor the computational results with bigger instances
n experiment on a 40 nodes instance, covering main logistics points
n the nation of Italy has been developed. The instance is generated
tarting by the 20 nodes one. The increment of computational time is
ore then proportional to the increase of instance dimension and this

ehavior is emphasized by the non linear terms. The graph in Fig. 11
epicts this behavior where differences in computational time grow
ith the increase of non linear terms. The Figure compares execution

ime both of the upper approximation and the lower approximation.
he results show a better time performance for the upper approxima-
ion. This is be justified by the more efficient implementation of the
iecewise linear functions by the solver, and the fact that the intersect
oints are integer in the upper approximation while they are not in the
ower approximation (in lower approximation case the tangent points
re integer but not the intersect of the lines). We measured also the
ap between the upper and lower approximation and it remains always
elow 0.4% for the instance of 40 nodes (decreasing in percentage if
ompared to the 0.5% of the 20 nodes instance). A further experiment
as been conducted considering all the arcs as non linear. In this case,
hile the baseline instance is solved in 64.84 s, the country wide

nstance cannot be solved in the time limit and no feasible solution
s found. However we must recall that we can realistically identify the
mpact of the non linear component of the traveling times due to the
nland forwarding containers only in the surrounding of the port.

. Conclusion

In this paper we discussed a mixed integer programming model
or planning the inland forwarding of containers unloaded by mega-
hips. The aim is to give a support to the planners in order to minimize
ongestion effects caused by mega-ship trend and the need to dislocate
ontainers in short time. The inland forwarding with congestion can
e classified as a ‘‘first mile’’ logistics problem and may cause errors
n planning if not accounted correctly; the modeling of travel time is
ritical in order to represent and control congestion effects. Congestion
an be considered only if nonlinear terms are represented in the model.
onlinear terms may cause complexities in the model which can be
anaged by using linearization and mixed integer programming. Our
roposed tangent approximation allowed to maintain the model easy
o be solved with a very tight gap if compared with upper bounds.
s a result, our approach allowed to produce a light model which
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Fig. 7. Object value for the optimal solution of P2 model when capacity of buffers changes. In abscissa ‘‘cap factor’’ is the ratio between the capacity of the buffers of the
considered instance and the capacity of the buffers in the baseline instance. ‘‘cap factor’’ equal to 1 stands for the baseline instance.
Fig. 8. Congestion with different gate shut-down scenarios.
Fig. 9. Impact of shutdown hours on objective: number of arcs having flow level from 15 to 60 for each shutdown scenario.
can be effectively used for macro planning of forwarding operations.
The model is proved to be computationally faster of classical literature
approaches in real case instaces. The application case is the Container
Terminal of VADO Ligure, which is going to be the main Italian hub for
10
mega-ships. We used different studies and data sources in order to de-
sign the baseline instance of a 48 h planning problem. The parameters
of the model have been systematically defined by integrating studies
on containers to be handled in the VADO Ligure container terminal,
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Fig. 10. Congestion related to arc capacity in vehicles per 10 min.
Fig. 11. Model runtime in the 40 nodes instance (40 N) compared with the 20 nodes instance (20 N) when changing the number of nonlinear terms considered, and linearized
with tangent approximation.
by studying the literature on congestion functions, and by studying
the map and the data available on well known map services (such as
Google MapsTM and OpenStreetMap). We were able to find relations on
the parameters which allow to generalize their estimations thus facing
the traveling time function in a simpler way than in other previous
methods proposed in the recent literature. Starting from the imple-
mented instance we tested the behavior of the model under different
scenarios. In particular, we found the importance of controlling shut-
down hours in order to lower congestion. Other test results confirmed
congestion peaks that can be caused by reductions in buffer and arc
capacities. As a followup of this work we are going into three main
directions. First, we think it is important to integrate the consideration
of environmental impact. Further, from this general model a more
detailed multicommodity one can be derived when detailed data will
be available, and in this case fleet service allocation models consider-
ing congestion can be formulated. Finally, a simulation–optimization
approach, not yet presented in the literature in this field, is in progress
to better synchronize the arrivals of the containers at the terminal with
their inland forwarding.
11
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