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We consider a model for chaotic diffusion with amplification on graphs associated with
piecewise-linear maps of the interval [S. Lepri, Chaos Sol. Fractals, 139,110003 (2020)].
We determine the conditions for having fat-tailed invariant measures by considering ap-
proximate solution of the Perron-Frobenius equation for generic graphs. An analogy with
the statistical mechanics of a directed polymer is presented that allows for a physically
appealing interpretation of the statistical regimes. The connection between non-Gaussian
statistics and the generalized Lyapunov exponents L(q) is illustrated. Finally, some re-
sults concerning large graphs are reported.
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1. Introduction

Large fluctuations are one of the distinctive features of complexity, being associated

to lack of a characteristic scale and to extreme events.This work is part of a re-

search program aimed at characterizing large fluctuations caused by the joint effect

of energy diffusion and inhomogeneous amplification or growth. Diffusion can orig-

inate from underlying disorder and scattering and/or chaotic motion, while growth

stems for external energy pumping into the system. This leads to non-Gaussian

fluctuations of the relevant physical quantities, whose statistical distributions can

have fat-tails, leading to domination of a single event and lack of self-averaging of

measurements [1]. This is well-known for multiplicative stochastic processes [2, 3]

and chaotic dynamical systems that display intermittency and multifractality [4].

A particularly interesting form of disorder is the one arising in dynamical sys-

tems defined on graphs. They have many fascinating and diverse applications to

describe complex interacting units with non-uniform connectivity [5]. When het-

ereogeneous reaction is added a non trivial interplay between the connectivity and

the local reaction emerges [6].

Among the many possible physical examples, the example we mostly refer to is

the one of active, disordered optical media where light amplification and scattering
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coexist. [7]. This occurs in random lasers where indeed fat-tailed distributions of

emission intensities are observed experimentally [8–13].

This work reviews and extends some of the results of [14] were we introduced

a simple dynamical system consisting of a map that couples chaotic diffusion and

energy growth and dissipation. Nonlinear maps are time-discrete dynamical models,

widely studied to establish the emergence of macroscopic behavior from microscopic

chaos [15]. The model is inspired by experiments on lasing networks [16, 17], con-

sisting of active (lasing) and passive optical fibers supporting many optical modes,

excited by external pumping. Optical coupling among the fibers provides a form

of topological disorder and the system can be considered, loosely speaking, as a

random laser on a graph. Another related experimental setup has been realized

with nanophotonic devices by coupling a mesh of subwavelength waveguides [18].

Heuristically, one may think of light as a bunch of rays undergoing chaotic diffusion

and (site-dependent) amplification on such graph. As a matter of fact, the classi-

cal dynamics of particles on graphs can be described by simple maps. Trajectories

of a particle on a graph, undergoing scattering at its vertices, are in one-to-one

correspondence with the ones of one-dimensional piecewise chaotic maps [19–21].

The plan of the paper is as follows In Section 2 the recall and extend the

map model introduced [14] along with some examples. In Section 3 we consider an

approximate equation for the invariant measure and discuss the conditions for the

appearance of the fat-tailed distributions. In Section 4 and examine the symmetries

of the problem. Such conditions can be recasted in terms of a statistical mechanics

problem: a polymer with a finite number of configurations in a random energy land-

scape, as described in Section 5. A useful approach is based generalized Lyapunov

exponents as discussed in Section 6. In Section 7 we report explicit analytical re-

sults for the simplest case of a two-sites graph. Finally, we extend the analysis to

examples of large graphs in Section 8.

2. Graph with diffusion and amplification

We consider the following map [14]

{

xn+1 = f(xn)

En+1 = g(xn)En

(1)

where g(x) is positive and xn belongs to the unit interval. The function f is piecewise

linear and we assume that the map is chaotic with a Lyapunov exponent λ1 > 0.

The unit interval is partitioned in N disjoint intervals Ij of equal lengths 1/N and

we consider a piece-wise constant gain function g,

g(xn) = gj for xn ∈ Ij

where the constants gj ≥ 1 and 0 < gj < 1 correspond to local amplification or

dissipation respectively. Thus, the ”energy” variable En is coupled to xn, leading
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to amplification fluctuations. Also, the sequence of multipliers g(xn) is in one-to-

one correspondence with the symbolic dynamics of the map f and has the same

time correlation in time. Maps of similar form have been considered in the context

of on-off intermittency [22] and synchronization transition of two piecewise-linear

chaotic maps [23].

Assuming that the stationary invariant measure P (x,E) of the map is uniform

in x, the Lyapunov exponents λ1,2 are computed straightforwardly

λ1 =

∫ 1

0

log |f ′(x)|dx, (2)

λ2 = 〈log(g(x))〉 =
1

N

∑

j

ln gj (3)

Some specific examples are illustrated in Figure 1 along with their graph rep-

resentation, constructed by examining the possible transitions in the underlying

Markov dynamics. The first two examples f1, f2 depend on a parameter p (see

Appendix) that controls the transition probabilities and have the same Lyapunov

exponent λ1 = −p log p− (1 − p) log(1 − p). Note that λ1 > 0 but it is vanishingly

small for p approaching 0 and 1 where the maps have weakly-unstable periodic

orbits. The third example f3, has λ1 = log 3 and corresponds to the case of a com-

plete four-sites graph where transition can occur towards any other site with the

same probability. This example can be easily extended to arbitrary N (see Section

8 below).

In the stable case, λ2 < 0, the orbits tends to be attracted to the origin while

λ2 > 0 they are repelled away and tent to grow indefinitely. In order to have a

bounded invariant measure one needs to require that the variable En neither does

drift to infinity nor is stucked at the origin. This can be implemented, for instance,

by assuming that there are some ”barrier” points located at some prescribed values

of E (the scale of E is arbitrary). This can be enforced deterministically: for instance

for λ2 < 0 setting En+1 = s when En ≤ 0, where s is a small positive number. In

this way, En is stationary and ranges in [0,∞]. The quantity s is arbitrary, but we

anticipate that the main results we are interested in do not depend on its value. a

In the unstable case, λ2 > 0, we may impose the constraint at, say E = 1 resetting

En+1 = 1 whenever En > 1. Another possibility would be to use stochastic or

determinististic resetting, or to allow the trajectories to escape, see [14] for details.

Starting from a ”Lagrangian” description in terms of chaotic trajectories we

can derive the corresponding ”Eulerian” equations for the probabilities. The time-

aAlso setting the variable to a new randomly chosen variable sn will do as well, as long as s is
very small as it will only affect the shape of the invariant measure close to the boundaries [23].
For a discussion of a similar problem for Langevin dynamics see Ref. [24] and the bibliography
therein.
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Fig. 1. Left: three examples of the chaotic map and (right) their graph representations. The
analytic expressions are give in the Appendix. Red and blue parts represents possible choices of
amplifying (gj > 1) and dissipative (gj < 1) regions in phase space.

discrete evolution of the measure Pn(x,E) is solution of Perron-Frobenius operator

Pn+1(x,E) =
∑

j

1

gj|f ′(yj)|
Pn

(

yj ,
E

gj

)

(4)

where yj(x) = f−1(x) are the N pre-images of x. Boundary conditions are required

to specify Pn(x,E) to take properly into account the barrier points.

To give an idea of the dynamics, we report in Figure 2 some representative

trajectories for the map f2 along with the attractors in phase spave and histograms

of the variable z = logE. Note that an exponential decay at large z is a signature

of a power-law tail in the variable E, that occurs when large fluctuations arise.

3. Fast chaotic diffusion

Since we are interested in the statistical properties of E, it is natural to consider, in

view of definition of g(x), the probabilities Pj,n(E) to have a particle with energy

E in each interval Ij . In general, it is not possible to write a closed equation for the

Pj,n from (4). A simplified case is when the Lyapunov exponent λ1 is much larger

then the typical rate of change of the energy variable. If so, we may assume that
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Fig. 2. Time evolution and statistics of iterates of the map f2 given in Fig.1 for p = 0.95, 0.6, 0.01
(bottom to top). The gain factors are g1,2,4 = 0.7, g3 = 2.7, corresponding to the Lyapunov
exponent λ2 ≈ −0.0192. Left panels: trajectory snapshots, middle column: distribution of the
iterates in phase space (xn, logEn), histograms of the variable logEn in semi-logarithmic scale.

the measure becomes rapidly uniform in x within each interval Ij .We can thus look

for solutions of (4) independent of x,

Pi,n+1(E) =
∑

j

Wij

gj
Pj,n

(

E

gj

)

(5)

Then W is the N ×N stochastic matrix for a random walk on a N -sites, directed

graph. In our case the transition probabilities are given by the inverses of the

map slopes (see the leftmost part of Figure 1 and the Appendix); W is symmetric

and doubly stochastic,
∑

j Wj,i =
∑

j Wi,j = 1. This defines a Markov process in

discrete time, as better seen by recasting (5) it the mathematically equivalent form

Pi,n+1(E) =
∑

j

∫

Ki,j(E,E′)Pj,n(E
′)dE′

Ki,j(E,E′) = Wij δ(E − gjE
′),

that defines the transition rates Kij(E,E′) (this last equation reduces to (5) by

integrating the δs). We also mention in passing that a Kramers-Moyal expansion,

suitable when all the gj are close to unity, allows to derive a set of coupled Langevin
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equations for the energies at each graph site. The details of the derivation will be

reported elsewhere. Such equation contain stochastic advection terms, akin to the

one found in the lattice case [25].

4. Fat-tailed distributions

Let us now examine the possibility of having sower-law solutions in the steady state

Pi,n(E) = Pi(E) of the form Pi = QiE
−β−1; with β > 0 for normalizability. The

Qi are the marginal probabilities to be on site i with whatever energy. Substituting

this Ansatz in the stationarity condition we obtain a consistency condition for β

Qi =
∑

j

Wijg
β
j Qj (6)

i.e. Q must be an eigenvector of eigenvalue one of the matrix Wijg
β
j , i.e.

det(WGβ − 1) = 0, (7)

where G is a diagonal matrix having elements gj. Note that β = 0 is always a

solution. Moreover, the condition is invariant under the transformations

gj −→
1

gj
, β −→ −β. (8)

This shoud be interpreted as follows. If there exist a distribution decaying for large

E as E−β−1 in the stable case λ2 < 0, then the distribution in the unstable case

with Lyapunov exponent −λ2 is Eβ−1 for small E (up to a cutoff set by the upper

barrier).

The more interesting regime occurs for |β| < 2 where the measures have di-

verging variance (up to the barrier cutoff). Here, we expect a strongly intermittent

dynamics, with dominance of single large fluctuations on the average, as in the

well-know case of Lévy-stable distributions [26]. For a fixed W , the region in the

N -dimensional parameter space (g1, . . . , gN) where this occurs, is thus bounded

between the hyper-surfaces defined by the condition (7) with β = ±2 (see Section

7 for an example).

5. Statistical mechanics analogy

Let us now show that finding a power-law decay of the measure can be interpreted

as dual statistical mechanics problem. First, Equation (7) can be rewritten in an

equivalent manner by imposing that the symmetrized matrix g
β/2
i Wijg

β/2
j has an

eigenvalue equal to one. Let us define the quantities hj and Eij

ln gj = λ2 + hj ; Eij(β) = −
1

β
lnWij −

hi + hj

2

with
∑

j hj = 0 and λ2 is defined by (3). We can thus rephrase the problem in terms

of the statistical mechanics of a directed polymer of length ℓ whose microscopic
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configurations are labeled by sequences of σ1, σ2 . . . σℓ, with σi being an integer

assuming values σi = 1, 2 . . . , N . The polymer energy is

H =
∑

i

Eσi,σi+1
. (9)

The quantity Eij thus represents the energy cost between two consecutive beads of

the polymer. It consist of two terms: the one dependent on W is a kind of elastic

energy, while the hj represent some local energies, akin to the case of the polymer

on a disordered substrate [27]. Larger positive values of hj correspond to stronger

interaction with the substrate itself. b To obtain a thermodynamic state one has to

impose some upper and lower bounds to the polymer energy in the same way done

in the map model.

The standard approach to compute the partition function associated with H , is

to introduce the N ×N transfer matrix

T (σ1, σ2) = exp[−βEσ1,σ2
];

and β is interpreted as the inverse temperature . As it is well known, the partition

function of the polymer of length ℓ is the trace of T ℓ or, equivalently, the sum of

the eigenvalues τi of T ,
∑

i τ
ℓ
i . For large ℓ, we thus have to impose that its free

energy, namely its the maximal eigenvalue is equal to exp(−βλ2),

βλ2 = − log τ1. (10)

This condition is indeed equivalent to (6) or (7). Notice that, considering the model

parameters as fixed, this it is a kind of inverse procedure with respect to the stan-

dard case: one fixes the free energy and wants to determine the corresponding tem-

perature. By virtue of the Perron-Frobenius theorem since the matrix T is strictly

positive then the leading eigenvalue τ1 is strictly positive and non degenerate. Also

for a finite N it an analytic function of the element so there are no phase transitions.

The analogy is also suggestive to understand the difference between the fat-

tailed and Gaussian regimes. As said, the first case corresponds to 0 < β < 2.

In the polymer language, this would corrrespond to the high-temperature regime

where the elastic energy terms dominate on the pinning terms. In other words, the

polymer is very stiff and the typical lowest-energy configurations will be trapped

close to the largest hj . These configurations give large fluctuations above the average

in agreement with the above point of view. On the contrary, for low temperatures

the polymer is very loose, and explores the whole configuration space at low cost,

making deviations from the average behavior very unlikely. In this respect the value

β = 2 can be consider to define the characteristic temperature where the two energy

terms balance.

bOtherwise it could be represented as a chain of N-components spins. Here, the spin variables σi

take values in the set 1, 2, . . . N on each site and hi is a spin-dependent constant magnetic field.
In this interpretation it is reminiscent of the Potts model with nearest-neighbor interactions in
1d. It is different from the simple standard case where the interaction is of the form δσi,σi+1

.
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Since τ1 > 0, equation (10) has no solution for λ2 > 0, and hence to thermo-

dynamically stable states for the polymer problem in the canonical ensemble, as

formulated so far. This correspond to the fact that for the dynamical system the

origin is unstable. To account for this case, one can reason in two ways. One is to

consider positive temperature states of a modified Hamiltonian −H , exploiting the

symmetry (8). Alternatively, a more suggestive thermodynamic interpretation is in

terms of negative absolute temperature. Let us consider the microcanonical states of

the polymer with Hamiltonian H at total energy E. Than all the microscopic con-

figurations are precisely those that reach such such energy. Upon increasing λ2 the

number of such configurations, and thus the polymer entropy S(E), should decrease

leading to negative temperature from the usual relation β = ∂S/∂E. Following the

standard reasoning, we can thus regard the unstable regime as microcanonical state

with negative absolute temperature where ensemble equivalence does not hold. [28].

6. Generalized Lyapunov exponents

A general and elegant approach to look at the problem of fat-tails is from the

point of view of large deviation of Lyapunov exponents [31]. For the dynamical

system like (1) one can consider the generalized Lyapunov exponents L(q), that

are the growth rates of the qth moment of the perturbation as exp(L(q)τ) at large

times τ [4, 30, 31]. The L(q) is the cumulant generating function of the associated

variable and contains all the information on the fluctuations beyond the Gaussian

regimes [32, 33]. The standard Lyapunov exponent is given by λ2 = L′(q = 0),

and corresponds to the typical average growth of a fluctuation. Thus, deviations

of L(q) from a linear behavior, λ2q, are a signature of intermittent dynamics [34].

The existence of power-law stationary tails can be inferred from inspection of the

behavior of the L(q) [23,35,36]. Indeed, if L(q) > 0 for large enough q then there is

a finite probability for a small perturbation to grow very large with respect to the

average. More precisely, the condition for power-law distributions with a diverging

moments for q > q∗ is that L(q∗) = 0 [23,35]. Such condition must be equivalent to

(7), namely a distribution decaying as E−1−q∗ , i.e. q∗ = β. Also, the boundaries of

the region with fat-tailed distribution are defined by L(±2) = 0.

For the master equation (5), the generalized exponents can be computed exactly

from equations (11). To this aim, we consider the equation without barrier boundary

conditions and consider the moments of E in each portion Ii of the unit interval,

ǫ
(q)
i,n ≡

∫

EqPi,n(E)dE.

By multiplying equation (5) by Eq and integrating in dE, we straightforwardly

obtain a set of N difference equations

ǫ
(q)
i,n+1 =

∑

j

Wijg
q
j ǫ

(q)
j,n (11)

that are linear and closed at each order (moments of different order q are decoupled).

Using the same notation as above, this amounts simply to compute the largest
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eigenvalue of the matrix WGq and evaluate L(q) as the logarithm of it, a procedure

that is basically the same followed to compute the cumulant generating function

of Markovian dynamics [37]. Note that the matrix can be made symmetric by the

same transformation as given at the beginning of Section 5, so the eigenvalues are

real. Also, comparing with (8), we see that the spectrum of generalized exponents

is also invariant under the transformation gj → 1/gj and q → −q, which is related

to the time-reversal invariance of the trajectories of the map.

For general graphs the eigenvalues can be easily computed numerically. In Figure

3 we report the exponents for the case of the map f2. It is known that the exponents

are notoriously hard to compute expecially for large q values that requires sampling

very unlikely trajectories [38, 39]. We thus profit to test the accuracy of the direct

method, with respect to the one based on computation of the eigenvalues . As seen

from the data, for this simple example the direct method is in reasonable agreement,

meaning that sampling accuracy is not a big issue in those examples.

This approach is also accurate in reproducing the measured exponents ±λ2.

For instance, as a numerical test for the case p = 0.6 of Figure 4, the condition

L(q∗) = 0 yields q∗ ≈ 0.225.. to be compared from the fit of the distribution of

z = logE yielding exp(−0.223z) for large z (see [14] for further numerical checks).

-1 0 1 2 3
q

0

0.2

0.4

0.6

(b) p=0.8

0 1 2
q

0

0.2

0.4

0.6

0.8

L(
q)

(a) p=0.95

-1 0 1 2 3
q

-0.04

0

0.04

(c) p=0.05

Fig. 3. The generalized Lyapunov exponents L(q) for the map f2 and for different values of
parameter p and g = 1.2 l = 0.8. Symbols are the numerical values computed via the definition,
for an ensemble of trajectories of finite duration t = 20 (a,b) and t = 160 (c); solid lines are the
L(q) computed as the logarithm of the largest eigenvalue of the matrix WGq (see text). In the
case p = 0.95, we also draw the lines corresponding to the maximal and average growth rates,
q log l and λ2q.

In Figure 4a we compare two cases having parameters gj and 1/gj and thus

opposite Lyapunov exponents. According to (8) the statistics of should have op-

posite rates exp(±q∗z), as well verified by the data. It is also seen that the large

fluctuation has a form of statistical symmetry, in the sense that their shape En for
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λ2 < 0 would be similar to 1−En for λ2 < 0. (see Figure 4b) Moreover, rise and fall

rates are accurately predicted by L′(q∗) and λ2, respectively, as read from Figure

4c.

-10 -8 -6 -4 -2
log E

10
-4

10
-3

10
-2

10
-1

10
0

P
D

F

-1 -0.5 0 0.5 1 1.5
q

-0.005

0

0.005

0.01

0.015

0.84 0.86

n (10
6
)

10
-4

10
-2

10
0
1.24 1.26 1.28

10
-4

10
-2

10
0

(a)

(b)

(c)En L(q)

Fig. 4. Comparison between the cases with opposite Lyapunov exponents ±λ2 for the map f2
with p = 0.5, g1 = g3 = g4 = 0.9, g1 = 1.4 (orange curves) and g1 = g3 = g4 = 1/0.9, g1 = 1/1.4
and (purple). Panel (a): distributions of zn = logEn, the dashed line is the expected exponential
behavior exp(−q∗z) where q∗ = −0.84 is the given by L(q∗) = 0. Panels (b): time series of En

showing the build and decay of a large fluctuation: the dashed lines correspond to exponential
growth/decay according to exp(λ2t) with λ2 = 5.09 10−3. Panel (c): the generalized Lyapunov
exponents L(q) (solid line) for the case λ2 > 0, the dashed line is λ2q.

7. Two-sites graph: analytical solutions

For the simplest case of the two-sites graph, corresponding to the map f1 in Figure

1 some explicit analytical results can be worked out. The stationary measure is

solution of (letting g1 = g, g2 = l).

P1(E) =
p

g
P1

(

E

g

)

+
1− p

l
P2

(

E

l

)

P2(E) =
(1− p)

g
P1

(

E

g

)

+
p

l
P2

(

E

l

)

. (12)

• The consistency conditions, Eq. (7) yields

det(WGβ − 1) = −p(gβ + lβ) + (2p− 1)gβlβ + 1 = 0 (13)

where the transition matrix is given by W1 in (19) and Gβ ≡

(

gβ 0

0 lβ

)

.

The region in the (g, l) with large fluctuations |β| < 2 is bounded between

the curves defined by (13) with β = ±2.
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• The statistical mechanics analogy can be worked out explicitely in the

”spin” interpretation as an Ising chain. Let g = exp(λ2+h), l = exp(λ2−h)

in (13), the transfer matrix concides with the well-known textbook expres-

sion of the one-dimensional Ising model with β dependent parameters

H =
∑

i

[−Jσiσi+1 + hσi]

(λ2 ≡ λ). Upon letting

p =
eβJ

eβJ + e−βJ
; 1− p =

e−βJ

eβJ + e−βJ
; J(β) =

1

2β
ln(

p

1− p
)

condition (10) is rewritten in the familiar form

exp(−βλ) = eβJ coshβh+

√

e2βJ sinh2 βh+ e−2βJ

Also, it gives a nice interpretation of the parameter p. The very definition

of J makes transparent that p is interpreted as a probability of a spin-flip

and controls the type of interaction. In particular:

– for p = 1/2: J = 0 and

βλ = − ln coshβh

that correspond to 1d Ising paramagnet in external field h

– For 1/2 < p < 1: J > 0 ferromagnetic interaction;

– For 0 < p < 1/2: J < 0 antiferromagnetic interaction.

In this language, the variable of interest is the magnetic energy of the spin

chain.

• Generalized Lyapunov exponents can be computed analytically as de-

scribed above yielding [14]

L(q) = log

∣

∣

∣

∣

∣

p(gq + lq) +
√

p2(gq + lq)2 − 4(2p− 1)gqlq

2

∣

∣

∣

∣

∣

. (14)

and it can be checked that the condition L(q∗) = 0 yields the same as (13).

In Fig. 5 we summarize the various statistical regimes of the model, distinguish-

ing the parameters values where fluctuations have diverging variance.

8. Large graphs

So far we have considered graphs with a small number of sites. A natural question

would be how the result change upon increasing N , in particular whether the fat-

tailed regimes persist. This is not an obvious question. For instance in large chaotic

systems, the generalized Lyapunov exponents may become proportional to q. The

heuristic explanation is that, due to fast correlation decay in spatio-temporal chaos,

the norm vector is the sum of entries that grow almost independently [30]. In the
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0.8 1 1.2
g

0.8

1

1.2
l

β=−2

β=2

β=−1β=1

Fig. 5. Phase diagram in the parameter plane (g, l) for two-sites graph, corresponding to the map
f1 in Figure 1 with p = 0.6. The green line is the bifurcation line where λ2 = 0. There is an
obvious reflection symmetry around the line g = l (black dashed). Shaded blue regions correspond
to finite variance of the variable En yielding Gaussian fluctuations. The region bounded between
the curves with β = ±2 is where Lévy-like fluctuations are expected.

present example however the multipliers gj are quenched and the situation may be

different.

For simplicity, let us discuss directly the Markovian dynamics, Eq. (5). As a

first instance, let us consider the ladder graph composed of N = 2M sites depicted

in Fig. 6. For convention, we label the upper sites with even integers and the lower

by odd ones. The transition matrix has non-zero elements given by

W2i,2(i+1) = W2i+1,2i−1 = p; W2i,2i+1 = W2i+1,2i = 1− p (15)

for i = 1 . . .M , and Wij = 0 otherwise. Periodic boundaries have been assumed.

This is a geometry which can be seen as an extension of the map f2 discussed above.

2(i-1) 2i 2(i+i)

2i-1 2i+1 2i+3

1 − p 1 − p

1 − p 1 − p
1 − p 1 − p

p p

pp

p

p

p

p

Fig. 6. The ladder graph described by the transition matrix (15). Configuration with only one
active site, labeled by red color.
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Another example is the complete graph

Wi,i = 0; Wi,j =
1

N − 1
i 6= j (16)

which is depicted in the lowest panel of Fig. 1 for N = 4. For simplicity, let us con-

sider also the case of a single active site with all the other having equal dissipation,

namely gj = g > 1 for a certain j = j0 and gj = l < 1 otherwise. With such choice,

the Lyapunov exponent is λ2 = (1 − 1/N) log l + (log g)/N in both examples, and

approaches the constant value λ2 ≈ log l < 0 for N large.

In Fig. 7 we compare the generalized Lyapunov exponents (computed as above)

for the two graphs for increasing size N . In the case of the ladder, the L(q) are

N -independent and the example shown predicts that a fat-tail with q∗ ≈ 1 should

persist upon increasing the size. On the contrary for the complete graph q∗ grows

with N suggesting that the statistics should turn Gaussian for large enough N .

-5 0 5 10
q

-0,5

0

0,5

1

(b) complete graph

-0,5 0 0,5 1 1,5 2
q

-0,1

-0,05

0

0,05

0,1

0,15

L(
q)

N=16
N=32
N=64

(a) ladder graph

Fig. 7. The generalized Lyapunov exponents L(q) for (a) the ladder graphs and (b) the complete
graph and different number of sites N ; p = 0.4 g3 = 3.0 and gj = 0.7 for j 6= 3.

This is qualitatively consistent with the polymer interpretation, Equation (9).

In the ladder case the elastic energy of the polymer is independent of the size. On

the contrary for the complete graph the elastic energy decreases with N making

the polymer more and more loose and hindering the observation of configurations

associated with large energy fluctuations.

9. Conclusion

Motivated by experiments on active, disordered optical systems , we have studied

a map model that combines chaotic diffusion and amplification on a graph [14].
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Within a stochastic approximation of the dynamics, given by the Markov process

described by (5), we established the conditions for its invariant measure to display

fat-tailed distributions in some regime of parameters. We mostly discussed some

specific small graphs (N = 2, 4) examples and extended the results to large graphs

(ladder and complete). The model has symmetries that allows to consider the stable

and unstable cases in a simple way. Also, the problem can be interpreted in statisti-

cal mechanics language, an analogy that can be fruitful to interpret the dynamical

regimes. We have confirmed that the Generalized Lyapunov exponents provide a

useful and simple tool to predict the fluctuation statistics and the anatomy of a large

fluctuation, both in the stable and unstable cases. The model has its own interest

but is also a guidance for interpretration of experiments in the optical disordered

media as for instance the lasing networks [17].
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Appendix

For reference we give here the functional forms of the examples considered in Fig.

1:

f1(x) =























1
px 0 ≤ x ≤ p/2
1

1−px+ 1−2p
2(1−p) p/2 < x ≤ 1/2

1
1−px− 1

2(1−p) 1/2 < x ≤ 1− p/2
1
px+ 1− 1

p 1− p/2 < x ≤ 1

(17)

f2(x) =































































x/p x < p/4

(x − p/4)/(1− p) + 1/4 p/4 ≤ x < 1/4

(x − 1/4)/p+ 1/2 1/4 < x < 1/4 + p/4

(x − 1/4− p/4)/(1− p) + 3/4 1/4 + p/4 < x < 1/2

(x − 1/2)/(1− p) 1/2 < x < 3/4− p/4

(x − 3/4 + p/4)/p+ 1/4 3/4− p/4 < x < 3/4

(x − 3/4)/(1− p) + 1/2 3/4 < x < 1− p/4

(x − 1 + p/4)/p+ 3/4 1 > x > 1− p/4

(18)

where 0 ≤ p ≤ 1. The stochastic matrices used in the text are

W1 ≡

(

p 1− p

1− p p

)

, W2 ≡









p 1− p 0 0

0 0 p 1− p

1− p p 0 0

0 0 1− p p









(19)
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while for f3 is given by (16) for N = 4.
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