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ABSTRACT
In classical molecular dynamics, general purpose atomistic force-fields (FFs) often deliver inaccurate results when dealing with halogen
bonds (XBs), notwithstanding their crucial role in many fields of science, ranging from material design to drug development. Given the
large dimensions of the systems of interest, it would be therefore desirable to increase the FF accuracy maintaining the simplicity of the
standard Lennard-Jones (LJ) plus point charge description to avoid an excessive computational cost. A simple yet effective strategy con-
sists in introducing a number of virtual sites able to mimic the so-called “explicit σ-hole.” In this work, we present an automated FF
parameterization strategy based on a global optimization of both LJ and charge parameters with respect to accurate quantum mechani-
cal data, purposely computed for the system under investigation. As a test case, we report on two homologue series, characterized either
by weak or strong XBs, namely, the di-halogenated methanes and the mono-, di-, and tri-substituted acetonitriles, taking into consid-
eration Cl, Br, and I substituents. The resulting quantum mechanically derived FFs are validated for each compound in the gas and in
the condensed phase by comparing them to general purpose and specific FFs without virtual sites and to highly accurate reference quan-
tum mechanical data. The results strongly support the adoption of the specific FFs with virtual sites, which overcome the other inves-
tigated models in representing both gas phase energetics and the structural patterns of the liquid phase structure related to the presence
of XBs.
© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0014280., s

I. INTRODUCTION

The importance of intermolecular noncovalent interactions
(NCIs)1–4 cannot be overemphasized as they are responsible for
the existence of any kind of condensed matter or super-molecular
aggregate. Beside the well-known hydrophobic effects,5 hydrogen
bonding,6–8 or van der Waals interactions,9 a growing attention has

been devoted in the past decade to halogen bonding, as testified
by the several dedicated reviews and perspectives.10–21 Such a suc-
cess is motivated both by the possibility of multiple applications
and by a more fundamental interest. Indeed, on the one hand, XB
has been found to play a crucial role in cutting-edge topics such
as catalysis,22,23 material design,24,25 and drug development.12,26,27

On the other hand, the counter-intuitive electrophilic behavior of
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halogen atoms in the presence of electron-rich groups such as car-
bonyl, cyano-substituents, π-systems, or even other halogens stimu-
lated a debate that lead to the definition of the σ-hole concept.28

In fact, resorting to the seminal paper of Feynman29 concerning
the pure electrostatic nature of intermolecular forces, Clark, Politzer,
and co-workers13,15,28,30–32 first rationalized XB features in terms of
σ-hole, i.e., a positive region corresponding to a maximum of the
molecular electrostatic potential, located at the tip of the halogen
(X). In this framework, XBs are therefore settled by a pure noncova-
lent electrostatic interaction between a nucleophile and the σ-hole.
More recently,15,18 the σ-hole concept has been extended to other
groups, and for instance, chalcogen, pnictogen, and petrel bond-
ing have been defined.33 Limiting the discussion to XBs, they can
be elegantly explained18,19,28,31,32 through the σ-hole concept as the
interaction of a positive region, approximately located on the tip of
the involved halogen atom (X), and a negative region, located on
the electron donor (D). XB main features,13,34 such as its direction-
ality (R–X⋯D angle at ∼180○) and consequent anisotropy (head-
on interactions), can also be easily rationalized in terms of σ-hole
description,13,28,31,32,35 as well as the variations in XB efficiency along
the halogen series. In fact, as the σ-hole is originated by the charge
density polarization toward the R–X covalent bond, it is clear that
the XB strength diminishes as the X atom polarizability decreases so
that the ability of chlorine to form XB is less than that of bromine
and iodine, and the ability of fluorine to form XBs is still a subject of
debate.36

From a computational point of view, the capability of quantum-
mechanical (QM) methods to reproduce σ-hole features has been
reviewed extensively.17,20,37–39 Coupled cluster calculations with sin-
gle, double, and perturbatively included triple excitations, extrapo-
lated at the complete basis set [CCSD(T)/CBS], often referred to as
the “gold standard” of quantum chemistry,40 have an exceedingly
high computational cost, which rules out their routine adoption.
Yet, they can be safely used as reference41 to benchmark the per-
formance of cheaper yet less reliable QM methods, as those based on
Density Functional Theory (DFT). However, despite the computa-
tional convenience, it has been often been reported that the perfor-
mances of different DFT functionals often depend on the molecular
species and on the specific orientation.17,37–39,42 Given their interest
in drug design, Force Field (FF) based methods,43,44 such as molecu-
lar dynamics (MD) simulations, are much more appealing to inves-
tigate XBs in large systems.17,20,21,45–49 Nonetheless, in most popular
FFs,50–54 halogen atoms are usually described by a Lennard-Jones
(LJ) potential and a negative single point charge, thus precluding
a priori a correct representation of the σ-hole. In fact, both LJ and
charge–charge model potential functions only depend on the scalar
distance between the two involved atoms and, as such, are intrinsi-
cally unable to well represent anisotropic features such as the “polar
flattening.”15,31,35,55 To overcome this problem, Ibrahim56 first pro-
posed to add a positive extra-point of charge (EP) at a fixed dis-
tance from the halogen atom, thus being able to describe the charge
distribution around X more accurately. Since then, several imple-
mentations for EP were proposed (see, for instance, Refs. 17, 20,
and 21 and references therein) and the term Explicit Sigma Hole
(ESH) was introduced.17,45 Because only a supplementary charge is
introduced in the ESH model, most re-parameterizations concern
only with the Coulomb electrostatic term of the FF, re-adapting the
point charge distribution but leaving unchanged the LJ parameters.

In a systematic investigation on ESH properties, Kolář and
Hobza pointed out45 the necessity of a complementary LJ
re-parameterization of all the atoms involved. The authors sug-
gested that this would allow in principle for a better reproduc-
tion also of the repulsive and dispersion forces, as affected by the
σ-hole. Concretely, the comparison of interaction energy curves
between several halogen bonded molecular pairs, computed at the
CCSD(T)/CBS level and through different FFs with or without ESH
implementation,45 showed that the ESH effect was only able to
better tune the well depth and a restricted region of intermolec-
ular separation, while the contact distance and the near attractive
region were still subject to large errors. On the same foot, El Ker-
dawy et al.31 showed that the directional anisotropic features of
both dispersion and repulsion interactions involving halogen dimers
with argon cannot be reproduced with standard LJ model poten-
tials. Likewise, more recent studies21,57–59 pointed out that a refine-
ment of the LJ parameters, at least of the halogen atoms, is still
necessary to reproduce the fine structural features of liquid bulk
structure, even when more complicated models, such as polariz-
able FFs, are adopted to account for XBs. Following these sugges-
tions, to properly account for XB patterns, a re-parameterization
of the whole set of parameters should be performed on most
transferable FF libraries, such as the very recent OPLS3 FF,59

where experimental properties and QM data of an extended train-
ing set were employed to tune LJ, charge, and intramolecular
parameters.

Thanks to the increase of the available computational
resources, an alternative route to FF parameterization has received
a lot of attention in the past decade,60–69 which consists in deriv-
ing the parameters solely from QM data, purposely computed for
the target under investigation. One of the advantages of such a spe-
cific description, whose drawback is the limited transferability of the
resulting parameters to different target compounds, stands in the
increased accuracy, in turn rooted into the QM description encoded
in the parameterized classical FF. In this framework, the possibility
to tailor the chemical details delivered by QM calculation into a sim-
ple FF model potential has been investigated also in our group in
a long lasting effort,70–72 which recently led us to report on a com-
plete re-parameterization of the LJ (and point charges) parameters
for a number of halogenated hydrocarbons,42 exploiting the PICKY

parameterization procedure,42,67,73,74 an automated protocol devel-
oped to produce quantum-mechanically derived FFs (QMD-FFs).
The proposed QMD-FFs delivered on average more accurate per-
formances with respect to popular transferable FFs, and some of the
σ-hole features, which appear in the reference QM description, were
successfully transferred and encoded into the QMD-FF model.42

Nonetheless, some of the species benchmarked therein presented
standard deviations with respect to the QM reference worse than
average. Since such species were those where XBs are expected to
be stronger, hence enforcing the need to take σ-holes into account,32

it was then hypothesized42 that the adoption of more complex FF
potentials could significantly reduce the discrepancies with the QM
description. To this end, the first step appears to be the introduction
of a supplementary virtual site, i.e., the ESH. It is worth mentioning
that the ESH approach has the further advantage, for instance, with
respect to polarizable FFs, of a rather low, almost negligible, impact
on the computational cost, being thus applicable to large-scale
simulations. Moreover, a more accurate polarizable model can be
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built in a second step on top of a “zero-order” simple QMD-FF
model, with refined LJ, point charge, and ESH parameters (QMD-
FF+ESH).

The aim of the present work is therefore threefold: (i) code
and implement within the PICKY

42,67,73,74 procedure an automated
and robust protocol to parameterize, with respect to purposely com-
puted QM reference data, both ESH point charge (and, more in
general, any virtual site) and LJ atomic parameters; (ii) investi-
gate to what extent the resulting QMD-FF+ESH is able to repro-
duce energetic and structural patterns expected for gas and con-
densed phases characterized by XBs and evaluate the procedure
accuracy with respect to popular transferable FFs; and (iii) assess
for which species the introduction of ESH is requisite or if a simple
re-parameterization of the LJ parameters is sufficient. Two bench-
mark sets, shown in Fig. 1, will be considered to represent weak
and strong XBs, respectively. The first set is constituted by sim-
ple di-halogenated methanes, considering chlorine, bromine, and
iodine substitutions (dcm, dbm, and dim, top row of Fig. 1).
Despite some of these compounds having been the subject of pre-
vious investigations employing ESHs,17,20,45,46,57,58 to our knowl-
edge, this is the first time that they are considered in a system-
atic way and subjected to a full LJ+ESH re-parameterization with
respect to a reliable QM reference. To consider strong XB effects,
the second benchmark set considered consists in the whole halo-
acetonitriles series (displayed in the last three rows of Fig. 1),
the halogen atom being either Cl (mca, dca, and tca), Br (mba,
dba, and tba), or I (mia, dia, and tia), where the σ-hole effect is
expected to be enhanced by the presence of the electron rich CN
group.

II. METHODS
A. QMD-FF parameterization without ESH

A target-specific QMD-FF, without any virtual site, was devel-
oped for each of the species included in the two benchmark sets
shown in Fig. 1. Thus, QMD-FFs were parameterized by means of
the JOYCE

71,75,76 and PICKY
42,67,73,74 parameterization procedures, pro-

posed by some of us some years ago71,73 and recently improved,
automated, and refined.67,76 According to this protocol, the QMD-
FF parameters are derived by minimizing well defined objective
functions,71,73 devised to minimize the differences in some key prop-
erties between the classical, FF based description and a reference
one, purposely obtained at the QM level. As far as four of the inves-
tigated species (i.e., dcm, dbm, dca, and tca) are concerned, QMD-
FF parameters were taken from our previous work on halogenated
hydrocarbons.42 For the remaining eight compounds, a specific
QMD-FF was purposely built by means of the JOYCE and PICKY pro-
grams,77,78 following the same procedure based on QM data adopted
previously42 and described in more detail in the supplementary
material.

B. QMD-FF parameterization with ESH
As discussed by Kolář and Hobza45 and displayed in Fig. 2, the

implementation of mass-less ESH virtual sites requires to specify
two additional parameters, namely, the distance d of the ESH site
from the halogen center and the value of the charge qESH assigned
to the extra point. In Ref. 45, the authors show how the best results,
with respect to a QM reference, are achieved by the “all-fit” model,

FIG. 1. Benchmark sets of molecules
employed in this work. From top to bot-
tom: di-halo-methanes (dcm, dbm, and
dim for CH2Cl2, CH2Br2, and CH2I2,
respectively) and halo-acetonitriles.
Mono-(mca, mba, and mia), di- (dca,
dba, and dia), and tri- (tca, tba, and tia)
halo substituted acetonitriles are shown
in the second, third, and fourth rows,
respectively, while chlorine, bromine,
and iodine substituted species are
displayed in the first, second, and third
columns.
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FIG. 2. Modeling of the ESH for the bromo-acetonitrile (mba) molecule. The Br-
ESH distance d is marked with a solid arrow, whereas for bromine, the van der
Waals radius ( σBr2 ) is shown with a dashed line.

i.e., when the ESH charge was fitted together with all the rest of the
molecular point charges. One of the aims of the present work is to
further refine such a model, allowing for all intermolecular param-
eters (concretely also LJ’s ε and σ parameters of each atom), rather
than only the point charges, to re-adapt to the introduction of the
new ESH interaction site.

To this end, resorting to our previous work on halogenated
hydrocarbons,42 we implemented the automated protocol sketched
in Fig. 3. The initial step of the whole procedure is to assess a reli-
able value for the distance d (see Fig. 2), at which the ESH should
be placed. In fact, in Ref. 45, Kolář and Hobza showed that d can be
relevant for an accurate description of the σ-hole: notwithstanding
the authors report of its best value being around 1.6 Å, such a value
was also shown to be dependent both from the target species and
from the QM level adopted as reference. Here, we exploit, separately
for each compound, the large database of dimer interaction ener-
gies, computed at the QM level on several hundred (Ngeoms) geome-
tries (see Figs. S3–S13 of the supplementary material for a detailed

analysis) during the standard QMD-FF parameterizations, repre-
sented as blue arrows in Fig. 3.

When the ESH site is introduced, the standard expression of the
intermolecular energy given in Eq. (S7) becomes

EFFinter+ESH
AB (r̄AB;d) = EFFinter

AB (r̄AB) +
NA

∑
i=1

qiqESHB

ri−ESH

+
NB

∑
i=1

qESHA qj
rESH−j

+
qESHA qESHB

rESH−ESH
, (1)

where EFFinter+ESH now depends explicitly on the ESH charge (qESH)
and implicitly on its position d. Consequently, the Picky objective
function (S10) also changes to

Iinter+ESH[d] =
∑Ngeom

k=1 [(ΔEQMinter
k − EFFinter+ESH

k [d])2]e−αΔE
QMinter
k

∑Ngeom

k=1 e−αΔE
QMinter
k

, (2)

and the standard deviation σP depends on the distance d,

σP[d] =
√
Iinter+ESH[d]. (3)

To obtain a reliable d value, a single PICKY fitting step, over the
aforementioned QM database of Ngeom dimer interaction ener-
gies, was carried out through Eq. (2) at a number of selected dis-
tances d. Eventually, as shown with violet arrows in Fig. 3, σP[d]
is employed, together with other relevant parameters as qESH[d]
and the LJ parameters of the X halogen ( 1

2σX[d] and εX[d]), to
assign the most reliable distance d separately for each considered
species.

Once the best distance d has been determined, the QMD-
FF+ESH parameterization procedure is carried out as follows: First,
as indicated at the top of Fig. 3, all intramolecular parameters are
transferred from the ones previously obtained through the JOYCE

protocol for the QMD-FF. Indeed, no additional term needs to be
re-parameterized in the EFFintra intramolecular term because the ESH
virtual site is at a fixed position with respect to the halogen atom.
Conversely, the parameterization of EFFinter is performed through a
development version of the PICKY code, which is able to include ESH

FIG. 3. Implementation of the ESH addi-
tional sites into the JOYCE/PICKY QMD-
FF parameterization protocol. The stan-
dard QMD-FF parameterization42,67 is
employed to find the intramolecular
parameters (JOYCE route, gray arrows)
and the charges and LJ parameters in
the absence of σ-holes (PICKY route, blue
arrows); the resulting database of dimer
QM interaction energies is then used
as reference to assess the best ESH-
X distance, d, by performing a single
Picky fitting step at different d separa-
tions; once d is fixed, the PICKY protocol
is repeated (violet arrows) by parameter-
izing point charge, ESH, and LJ parame-
ters at once.
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and, more in general, virtual sites, as described in Eqs. (1) and (2).
The final QMD-FF+ESH intermolecular parameters are obtained at
the end of the PICKY iterative procedure, when the ΔP convergence
criterion is met [see Eq. (S11) of the supplementary material].

C. Validation
For each considered species, the accuracy and reliability of the

parameterized QMD-FFs, with and without ESH, and of a transfer-
able, general purpose FF (OPLS51) was assessed by comparing all
FF predictions against either experimental or high level QM com-
puted data, both in the gas and in the liquid bulk phase. As far as
the former phase is concerned, we exploit the large number of QM
interaction energies, computed on hundreds of representative dimer
geometries selected by PICKY. First, the representativity of the sam-
ple was assessed by monitoring the distribution, across the collected
dimers, of selected geometrical descriptors such as the inter-atomic
halogen–donor (dX–D) distance or the carbon–halogen⋯donor
angle (θX) displayed in Figs. S3–S13 of the supplementary mate-
rial. Next, the OPLS, QMD-FF, and QMD-FF+ESH models were
benchmarked with respect to the QM reference dimer interaction
energy across the large portions of the sampled configurational
space.

Turning to the liquid phase, for each investigated species, three
sets of classical MD simulations are carried out on systems com-
posed of 1000 molecules in the NPT ensemble at standard condi-
tions, separately using each one of the investigated FFs. The result-
ing condensed phases are compared in terms of liquid structure,
described by atom–atom pair correlation functions [see Eq. (S12) of
the supplementary material] and several other geometrical descrip-
tors (vide infra), and eventually validated with respect to the struc-
tural patterns emerging from ab initio MD (AIMD) trajectories,
purposely carried out on each investigated system. Concretely, the
spatial arrangement of molecular dimers in the liquid phase has
been characterized by analyzing three pair distributions, computed
for all XB pairs within the first interaction shell, as defined by the
previously mentioned pair correlation functions. The θX normalized
distribution,

p̂(θX) =
p(θX)

sin(θX)
, (4)

was computed to measure the distribution of X⋯D contacts per unit
surface across the spherical cap around the halogen nucleus. Next,
the distribution of the X⋯D–C angle (θD) for all contacts with a
given θX, p(θD)∣θX , was evaluated for each model and compound
to determine the region of the electron donor’s van der Waals sur-
face that interacts with each region of the halogen surface. Finally,
a series of pair distribution functions for the XB contact, taken at
given intervals of θX, p(dX-D)∣θX , was also computed along each MD
trajectory. It might be worth noting that for a fully isotropic interac-
tion, all these functions would be equal to the non-conditional pair
distribution function, p(dX–D).

III. COMPUTATIONAL DETAILS
A. QM calculations

All QM calculations were performed with the GAUSSIAN09 pack-
age.79 The QM data required for the intramolecular parameteriza-
tions, namely, one geometry optimization and one Hessian matrix

calculation at the resulting optimized geometry, were obtained for
each isolated monomer at the DFT level, employing the standard
B3LYP functional with the Dunning’s correlation consistent cc-pv-
Dz basis set, in line with our previous work on halogenated hydro-
carbons.42 On the same foot, as far as the intermolecular term is
concerned, the reference QM dimer energies were computed at
the DFT level, by means of the popular B3LYP functional, using a
6-311G(2d,p) basis set and the D3GBJ80,81 correction for dispersion.
In fact, in Ref. 42, this level of theory, employed to describe the QM
interaction potential energy surface (IPES) required for PICKY param-
eterizations, was validated with respect to CCSD(T)/CBS calcula-
tions for the halogenated species considered therein and was proven
to be an excellent compromise between accuracy and computational
cost.

B. MD simulations
All classical MD simulations were performed with the GRO-

MACS5.1 engine82 on systems composed of 1000 molecules. During
PICKY parameterization cycles, each system was simulated for 500 ps
in the NPT ensemble, keeping the temperature and pressure con-
stant through the Berendsen thermostat and barostat, with τT and
τP equal to 0.1 ps and 5.0 ps, respectively. Once the best fit param-
eters were obtained, each QMD-FF was employed in a 10 ns pro-
duction run, carried out again in the NPT ensemble, but through a
velocity-rescale thermostat83 and the Parrinello–Rahman scheme.84

The same equilibration/production procedure was adopted also in
the preliminary simulations carried out, for comparison purposes,
with a transferable FF, assembled adopting the OPLS51 LJ parame-
ters and the point charges that were derived from QM calculations
using the CM585 scheme at the B3LYP/cc-pvDz level. In all simula-
tions, a cutoff of 14 Å was employed for both charge–charge and LJ
terms, whereas long-range electrostatics was accounted through the
particle mesh Ewald (PME) procedure. Bond lengths are constrained
at their equilibrium value using the LINCS algorithm, allowing for a
1 fs time step.

Due to their high computational cost, all the AIMD dynam-
ics were performed on smaller simulation boxes, composed of
40 molecules each. For all the systems, pre-equilibration was per-
formed with classical MD, using the QMD-FF previously obtained.
The final configurations of the classical trajectory were used as start-
ing points for the AIMD simulations, which were accomplished with
the program package CP2K,86 using the Quickstep module87 and
the orbital transformation88 for faster convergence. Although the
B3LYP functional could not be used in AIMD in periodic boundary
conditions, the electronic structure was calculated still in the DFT
framework,89,90 but using the PBE91 functional, with the explicit
van der Waals terms according to the empirical dispersion correc-
tion (D3) by Grimme.80 Indeed, in our previous work, this func-
tional was found to yield a similar standard deviation with respect
to B3LYP, over a set of 50 higher level QM interaction energies.42

Basis sets belonging to the MOLOPT-DZVP-SR-GTH92 family and
GTH pseudopotentials93,94 were applied; the time step chosen was
0.5 fs, and the target temperature was set at 300 K by a Nosé–Hoover
chain thermostat. After 7 ps of QM-equilibration, NVT trajectories
of 32 ps were obtained. The parameters for the thermostat and SCF
convergence criteria have been set in order to have a stable dynam-
ics, as shown in previous works.95–97 Finally, to further assess the
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negligible dependence of the AIMD results on the starting simula-
tion box,98,99 preliminary tests on dcm were carried out in the NVT
ensemble at different initial densities (see, for instance, Fig. S15 of
the supplementary material).

IV. RESULTS
A. QMD-FF+ESH parameterization
1. Setting distance d

The first step of the QMD-FF+ESH parameterization consists
in finding a reliable distance d between the halogen atoms in the
considered species and the ESH virtual site, as displayed in Fig. 2.
To this end, a virtual ESH is introduced at a fixed distance d from
each halogen atom, and a single PICKY fitting step is performed,
for each considered species, by minimizing the objective function
(2) with respect to the QM reference. As described in Sec. II, we
exploit the QM interaction energy databases acquired during the
preliminary QMD-FF parameterizations without virtual sites (see
the supplementary material for details), which consist in 300–750
points, depending on the considered species. The main features of
selected QMD-FF+ESH parameterizations are summarized in Fig. 4
for mca, mba, and dba, where selected quantities are monitored
with respect to selected d values. Similar results were obtained for
all other species.

By looking at the top panels, it is evident that the introduction
of the ESH virtual site contributes to the reduction of the deviation
between the QM and FF descriptions for all compounds. The main
indication for setting the ESH-X distance is that σP slightly decreases
with increasing d. Yet, placing the ESH outside the LJ sphere of halo-
gen bearing it may introduce overlap artifacts when considering bulk
systems because no LJ parameters are employed for such a virtual

TABLE I. Distances d, between the ESH site and the halogen center, obtained
through the PICKY fitting of the QM dimer energy database.

Mol. d (Å) Mol. d (Å) Mol. d (Å) Mol. d (Å)

dcm 1.60 mca 1.50 dca 1.50 tca 1.50
dbm 1.65 mba 1.70 dba 1.70 tba 1.70
dim 1.75 mia 1.70 dia 1.70 tia 1.70

site. For this reason, and considering also the fact that all the mon-
itored indicators agree in showing a rather converged value around
1.6 Å–1.7 Å, the chosen d value was fixed at ∼0.1 Å below the LJ
radius ( 1

2σX) of the connected halogen. The resulting distances d for
each considered species are collected in Table I.

2. Global parameterization
An iterative PICKY parameterization was then performed on each

species displayed in Fig. 1 by introducing the ESH site at the cho-
sen distance d and obtaining all LJ, ESH, and charge parameters
by again fitting the objective function (2) during each cycle, until
convergence was reached. In Fig. S1 of the supplementary mate-
rial, the behavior of selected convergence indicators is shown for the
series of bromo-substituted acetonitriles. Very similar trends were
found during parameterization for all investigated species, leading to
a standard deviation reduced with respect to the previous QMD-FF
without the ESH model, with the average QMD-FF+ESH standard
deviation being below 2.5 kJ/mol for all compounds. In all cases, the
introduction of the ESH contributed to lower deviations with respect
to the QM reference, but for the Br or I substituted compounds, its
effect appears to be more impactful.

FIG. 4. Selected properties monitored as
a function of the halogen-ESH distance
d. From top to bottom: the standard PICKY

deviation σP , given in Eq. (3); the halo-
gen LJ radius ( 1

2 σX ); the halogen LJ well
depth (εX ); and the final charges paced
on the halogen (qX ) and on the virtual
site (qESH). The results are shown for the
mca, mba, and dba species.
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All final QMD-FF and QMD-FF+ESH parameters are reported
in detail in Tables A–K of the supplementary material, whereas some
relevant features are summarized in Tables II and III. As far as the
smaller halomethanes are concerned, Table II highlights the point
charge variation on the halogen atoms (X) and on the carbon bear-
ing them, in going from the OPLS to the QMD-FF+ESH parame-
ters. A complete list of all the parameters can be found in Table
A of the supplementary material. Furthermore, in the last rows of
Table II, we also show the molecular dipole of each species, com-
puted at the QM level on the isolated molecule or through the atomic
charges of the investigated FFs. As expected, the simple atomic
charge schemes (i.e., OPLS and QMD-FF) do not account even qual-
itatively for the trends shown by the QM reference, where the dipole
is significantly reduced in going from chlorine to iodine. Indeed, in
OPLS, where the CM5 charges were employed, the dipole computed
with the FF shows a non-monotonic behavior, while in QMD-FF,
μ is almost constant along the series. The qualitative agreement is
recovered upon introduction of the ESH virtual site. It might be
worth to mention that a quantitative agreement between the QM
dipole and the one computed with the QMD-FF+ESH parameters
should not be expected as the former is a value computed for iso-
lated CH2X2 molecules, whereas the latter is obtained through a
fitting procedure based on a two-body QM interaction energy sur-
face, hence accounting, on average, for polarization effects. Turning
to the halo-acetonitriles series, a similar point charge analysis per-
formed for halo-methanes is presented for the halogen atoms in
Table III, while a complete list of all the parameters can be found
in Tables C–K of the supplementary material. On the one hand,
by looking at the di-substituted compounds, very similar trends to
the dcm-dbm-dim series appear: upon ESH insertion, the charge on

the halogen atoms becomes more negative; such an effect increases
along the halogen series. On the other hand, it is clear that the
effectiveness of the ESH site increases with the number of halogen
substituents because the value of the ESH charge becomes larger,
independently from the kind of halogen employed. Yet, the optimal
qESH value appears to markedly depend on both the considered halo-
gen and the number of substituents, ranging from a minimum value
of 0.045, found for dca, to a maximum of almost 0.2, in the case
of tia.

As reported in our previous work on halogenated hydrocar-
bons,42 the standard QMD-FF parameterization, i.e., without any
additional virtual site, already delivered rather accurate results, given
that the XB relevance on the interaction patterns plays only a minor
effect. Such a result was possible, thanks to the re-optimization of all
LJ parameters, which allowed, together with the parameterized point
charges, to achieve a partial description of the XB patterns.42 The
advantage of a global optimization, which optimizes all LJ param-
eters and point charges at once, is evident by looking at Table III,
where the LJ ε parameter is reported for selected atoms, namely,
the halogens and the carbon bearing them, of all investigated ace-
tonitriles. Indeed, by comparing the QMD-FF and QMD-FF+ESH
values to the OPLS ones, the specificity of the QM derived param-
eters emerges: the halogen LJ parameters in the OPLS description
do not depend on the number of substituents, and only one value is
employed for carbon, independently from the nature or the number
of substitutions. Conversely, rather large and systematic variations
are registered for QMD parameters, which appear also to be sen-
sible to the introduction of the virtual site, even if their variation
is considerably less than the one observed in going from OPLS to
QMD-FF.

TABLE II. Comparison of the point charges and molecular dipoles (μ, debyes) obtained with different models for the investi-
gated dihalomethanes. Top two tables: final PICKY point charges for the halogen atoms (X) and the central carbon (C) obtained
in the QMD-FF and QMD-FF+ESH parameterizations, with the CM5 charges employed with OPLS reported for comparison.
For X atoms in the QMD-FF+ESH model, the charge qESH on the virtual site is also shown. Bottom table: total molecu-
lar dipoles of the dihalomethane molecules described with the three investigated FFs, compared with the dipole moment
obtained at the DFT level (QM).

dcm dbm dim

FF Atom q q q

OPLS C −0.006 0.002 0.000
QMD-FF C −0.026 −0.632 −0.325
QMD-FF+ESH C 0.251 0.301 0.263

FF Atom q qESH q qESH q qESH

OPLS X −0.100 . . . −0.110 . . . −0.063 . . .
QMD-FF X −0.193 . . . −0.100 . . . −0.056 . . .
QMD-FF+ESH X −0.257 0.055 −0.344 0.121 −0.356 0.147

Method μ μ μ

QM 1.71 1.36 1.15
OPLS 1.56 1.71 1.06
QMD-FF 1.99 2.01 1.90
QMD-FF+ESH 1.93 1.71 1.45
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TABLE III. Final LJ well depth parameters (εLJ , kJ/mol) obtained in PICKY QMD-FF
and QMD-FF+ESH parameterizations for the halogen atoms and the carbon atom
bearing them in the investigated halo-acetonitrile series. In the first rows, the OPLS
parameters are shown for comparison.

FF Atom mca dca tca

OPLS C 0.293 0.293 0.293
QMD-FF C 2.764 2.870 0.005
QMD-FF+ESH C 2.229 2.225 0.005
OPLS Cl 1.113 1.113 1.113
QMD-FF Cl 0.838 1.200 1.452
QMD-FF+ESH Cl 0.740 1.164 1.208

FF Atom mba dba tba

OPLS C 0.293 0.293 0.293
QMD-FF C 1.030 2.690 0.005
QMD-FF+ESH C 1.581 2.919 0.864
OPLS Br 1.966 1.966 1.966
QMD-FF Br 1.920 1.464 2.153
QMD-FF+ESH Br 1.773 1.218 1.820

FF Atom mia dia tia

OPLS C 0.293 0.293 0.293
QMD-FF C 0.197 0.513 0.006
QMD-FF+ESH C 1.189 0.401 0.099
OPLS I 2.426 2.426 2.426
QMD-FF I 2.801 3.846 3.846
QMD-FF+ESH I 3.108 3.854 3.863

B. Gas phase
The observations made so far, based on the analysis of the final

FF parameters and their behavior during parameterization, sug-
gest that the σ-hole effect has been at least in part encoded in the
QMD-FF+ESH description. Yet, the final validation of the parame-
terization procedure cannot overlook the capability of the parame-
terized force-fields to account for XB interactions in the gas and con-
densed phases, thus correctly describing the structural and energetic
patterns triggered by the σ-hole.

The reliability of the OPLS, QMD-FF, and QMD-FF+ESH
models to account for XB interactions in the gas phase was evalu-
ated by comparing the FF dimer IPESs with those obtained through
accurate QM calculations. The left panel of Fig. 5 shows the distri-
bution across the sampled geometries of the QM interaction energy
ΔEQMinter and some relevant geometrical descriptors (displayed in the
top inset) for dca. Similar trends were observed for all species, as
shown in the supplementary material in Figs. S3–S13. It is evident
that a rather large portion of the accessible dimer IPES is repre-
sented by the selected sample, with EQMinter being well sampled in the
−18 kJ/mol–10 kJ/mol interval, while geometrical descriptors rele-
vant to the XB, such as the X–D distance or the θD and θX angles
described in Sec. II, also span a wide range. Given the robust-
ness of the QM database, the FF accuracy in the gas phase can be
evaluated by computing the standard deviation of the MM com-
puted interaction energy with respect to the QM reference database.

The final results for all compounds are summarized in Table IV,
whereas the right panel of Fig. 5 shows the deviation between the
FF energies and the QM reference for all molecules in the data set at
varying dX–N and θX. The better performance of the QMD-FF+ESH
model is evident in both cases, yielding the lowest deviation for
all compounds and reducing significantly the error spread in the
interaction energy appearing in the right panel of Fig. 5.

C. Liquid phase
To validate the parameterized FFs in the condensed phase,

lengthy NPT MD simulations were performed at ambient condi-
tion on systems composed by 1000 molecules for all the investigated
species. A detailed report on the computed thermodynamic proper-
ties of the resulting liquid phases can be found in Tables L and M of
the supplementary material. As far as the bulk density is concerned,
the standard deviations with respect to the experiment, averaged
over all investigated compounds and achieved with the QMD-FF
(132.9 kg/m3) or QMD-FF+ESH (133.2 kg/m3) models, are slightly
larger than the one found for OPLS (101.7 kg/m3). The OPLS model
generally gives better bulk density estimates, with the exception
of dcm, where the OPLS error of ∼100 kg/m3 is about halved by
QMD-FF+ESH. Both QMD-FF and QMD-FF+ESH seem to suffer
from a systematic overestimation of densities (see also Fig. S14 of the
supplementary material): this is in line with a ∼5% error already
found in past PICKY parameterizations,42,67,74 and previously linked
to the absence of explicit three-body interactions.67,74 In fact, the
better OPLS performance in reproducing the experimental density
should not be surprising, considering that, as in most of the gen-
eral purpose FFs, OPLS LJ parameters are tuned to reproduce few
selected experimental macroscopic properties, among which is the
bulk density. Yet, in terms of detecting the peculiar features induced
by halogen bonds, it is mostly important to assess the FF perfor-
mances in describing, at the microscopic level, the structural and
geometrical patterns established between the molecules forming the
bulk.

A deeper insight into the liquid structure can then be gained
through the analysis of the atom–atom pair correlation functions,
gαβ(r). Since no experimental data, such as liquid structure factors,
are to our knowledge readily available for all investigated species
to validate such microscopic descriptions, AIMD simulations were
purposely carried out to deliver a reference picture. Figure 6 shows
the distributions gCC(r) of the distance between carbon atoms of
a pair of neighboring di-halomethane molecules. With respect to
both the OPLS and the QMD-FF models, the effect of ESH inser-
tion is clearly visible and increases along the series: the first neighbor
peak is shifted to shorter distances by about 0.7 Å in dcm, by 0.9 Å
in dbm, and by 1.2 Å in dim. More importantly, this is in agree-
ment with the indications gained by the AIMD runs, which seem
to confirm both the shift and the new position of the first neighbor
peak. Similar results were observed for other atom pairs, as shown in
Figs. S16–S18 of the supplementary material. For instance, Fig. S19
displays the pair correlation between halogen atoms, gXX(r), along
the di-halomethane series, confirming that, in agreement with the
gas phase results, the implementation of the ESH model enforces
the agreement with the reference QM predictions, allowing the first
neighbor peak to significantly increase its intensity, as could be
expected considering an XB behavior.
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FIG. 5. Gas phase results for dca. Left: distribution over the PICKY sample set of 650 dimer geometries of selected properties: the QM interaction energy ΔEQMinter (simply
labeled as ΔE, for the sake of brevity), the distance between the tetrahedral carbon atoms of the two molecules, the interaction distance X⋯N, the C–C⋯N angle ϕ, and the
θD and θX angles described in the text (see also the scheme at the top). Right: deviations of OPLS, QMD-FF, and QMD-FF+ESH energies with respect to ΔEQMinter along
the selected coordinates, dX–N and θX.

The same g(r) analysis was performed also for the second inves-
tigated class of compounds, the halogenated acetonitriles. Given the
nature of the cyano group, more marked hints of a XB network
were expected to be revealed by the different correlated pairs, in par-
ticular, for the more substituted species. Figure 7 collects some of

TABLE IV. Standard deviation (σP , kJ/mol) with respect to the QM reference of the FF
interaction energies, obtained with the OPLS, QMD-FF, and QMD-FF+ESH models on
the database of Ngeom dimer arrangements collected during PICKY parameterizations.

Mol. Ngeom σPOPLS σPQMD−FF σPQMD−FF∗ESH

dcm 500 4.4 2.0 1.5
dbm 350 6.0 2.6 1.8
dim 650 5.6 3.3 2.4
mca 500 8.6 1.7 1.4
mba 600 6.5 2.0 1.7
mia 400 7.9 3.3 2.2
dca 650 6.1 1.2 1.2
dba 400 9.8 2.9 1.9
dia 750 7.9 3.4 2.4
tca 300 3.6 2.0 1.1
tba 600 7.6 4.3 2.2
tia 450 4.4 2.8 2.4

the most relevant pair correlation functions: the N–Cl distance dis-
tribution is shown at increasing numbers of chlorine substituents
(top panels), while the pair correlation between the substituted car-
bons is reported for the series of mono-substituted acetonitriles with
different attached halogens (bottom panels). As far as mca is con-
cerned, the liquid structure with respect to the AIMD reference
is again well reproduced by QMD-FF+ESH, considering both N–
X and C–C distances. Changing the substituent produces similar
effects as in the di-halomethane series, and the shorter neighbor dis-
tance found by AIMD is again well accounted for by QMD-FF+ESH.
Apparently, the picture is much less clear when increasing the num-
ber of substituents: in tca, the signal seems to be almost unaffected
by the differences in the models, and in dca, the most significant
differences are found when looking at the second neighbor shell.
More in general, as appears from an overview of all pair correlation
functions displayed in the supplementary material, the indications
gained from the reference AIMD runs are in better agreement with
the FF when the ESH is explicitly included, although in some cases,
the QMD-FF model without ESH seems to offer some increased
accuracy. Finally, as displayed in Figs. S26–S28 of the supplementary
material, it is worth noting that the worse agreement with AIMD
prediction was registered in the iodine substituted species. In fact,
by looking at gN–I(r) functions, AIMD predicts the appearance of a
small peak at very short distances, reinforced along the mia, dia, tia
series, which is not or only partially accounted by the QMD-FF+ESH
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FIG. 6. Atomic pair correlation functions
gCC(r) between carbon atoms of dcm,
dbm, or dim computed over MD runs
carried out with AIMD (black) or with dif-
ferent FF models (OPLS, QMD-FF, and
QMD-FF+ESH in red, blue, and green,
respectively).

model. Yet, this lack is most likely connected to the well-known lim-
its of the R12 LJ repulsive term, which could be emphasized in larger
atoms as iodine, but an investigation of alternative model potential
functions for the repulsive branch is beyond the aims of the present
work.

On average, the pair correlation functions strongly support the
adoption of a specific QMD-FF+ESH parameterization and give

additional hints of the presence of XB interactions, which lead to
shorter intermolecular X–D distances; nonetheless, it is not trivial to
extract the geometrical patterns that are expected to characterize XB
from a combined analysis of the atom–atom gαβ(r). To better under-
stand the structural and geometrical features that characterize the
XB networks established within neighboring molecules in the liquid,
we can exploit the radii of the first-neighbor sphere retrieved with

FIG. 7. Selected atomic pair correlation
functions gαβ(r), computed over MD runs
carried out with AIMD (black) or with dif-
ferent FF models (OPLS, QMD-FF, and
QMD-FF+ESH in red, blue, and green,
respectively). Top: gN –X (r), computed
between the N atom of the cyano group
and the chlorine atom(s) of neighboring
molecules in the mca, dca, tca series.
Bottom: gC–C(r), computed between the
C atoms bearing the halogen in two
neighboring molecules in the mca, mba,
mia series.
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the gαβ(r) analysis and compute the distribution functions, defined
in Sec. III, to investigate the reciprocal orientation and disposition
of molecular pairs within the first shell. A complete collection of
such pair orientational functions can be found in the supplemen-
tary material. Here, for example, Fig. 8 displays the p̂(θX) function
computed over the di-substituted acetonitrile series, whereas Fig. 9
shows the effect of multiple iodine substitution on p(dX-N)∣θX .

By looking at the top panels of Fig. 8, where the p̂(θX) orien-
tational distribution computed over the AIMD trajectories is dis-
played, it is evident that the XB has an increasing effect in going
from chlorine to bromine and iodine. Indeed, while in dca, the num-
ber of pairs interacting, per unit surface, at a C-X⋯N angle close to
180○ is similar to the one found at ∼90○, with a slight decrease in
intermediate values, for dba and dia, p̂(θX) remarkably increases in

FIG. 8. Orientational p̂(θX) distributions computed for dca, dba, and dia (in first, second, and third columns, respectively) on AIMD (first row) and MD (OPLS, QMD-FF, and
QMD-FF+ESH in the second, third, and fourth rows) trajectories.
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the [150○–180○] interval, a clear indication of the achieved head-
on directionality of the XB. OPLS and QMD-FF models are able
to reproduce this picture only partially: in both models, the max-
imum of the distribution function is placed around 90○ for both
dca and dba; then, it decreases to a constant plateau (dca) or with
oscillations (dba) but without showing any maximum at 180○. For
dia, two peaks appear at ∼70○ and 90○, whereas the maximum is

instead found around 140○, while it decreases for more markedly
head-on configurations. Upon ESH insertion, the AIMD picture is
clearly better reproduced, in particular, for dba and dia, where the
XB effects are stronger. In fact, as found for the reference trajec-
tories, after slight oscillations at smaller angles, p̂(θX) monotoni-
cally increases, reaching its maximum at 180○. For dca, conversely,
the population at 180○ seems slightly overestimated with respect

FIG. 9. Distribution of the X⋯N distance at different θX angles computed for mia, dia, and tia (in the first, second, and third columns, respectively) on AIMD (first row) and
MD (OPLS, QMD-FF, and QMD-FF+ESH in the second, third, and fourth rows) trajectories.
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to AIMD and the first peak is shifted to smaller angles, even if
the intensity of the two peaks is similar, as found in the reference
curves.

The ability of the QMD-FF+ESH model to better reproduce the
microscopic structure described by reference AIMD runs is again
confirmed in Fig. 9, where the distribution of the X⋯N distance at
different θI angles is displayed for all models in the iodine substi-
tuted acetonitrile series. As expected for XBs, the C–I⋯N interaction
exhibits a head-on character, as indicated by the clear increasing
shift toward smaller distances of the p(dI–N) peaks at increasing
θI angle, meaning that the first neighboring molecules may closely
approach the halogen atoms when the C–X⋯N angle is linear. It
is worth recalling that for a purely isotropic distribution, p(dX–N)
should not depend on θX. As a matter of fact, this is what can be
observed by looking at the OPLS and QMD-FF distributions for
all species: even with the tia compound, the models without vir-
tual sites are not able to find any difference in the position of the
p(dI–N) peaks for any θI larger than 90○. Furthermore, all distri-
butions indicate the most probable X⋯N distance to be between
3.4 Å and 3.6 Å, while in AIMD, the nitrogen atom is found at
less than 3 Å from an iodine atom, when the approaching angle
θI is almost linear. Conversely, the AIMD description is again bet-
ter reproduced when the ESH is explicitly accounted for. It is evi-
dent from the last row of Fig. 9 that the QMD-FF+ESH model
well accounts for contact anisotropy, and the p(dI–N) peaks at θI
= 150○–180○ are shifted toward smaller distance by ∼0.3 Å. As
appears from the complete analysis displayed in Figs. S29–S33 of
the supplementary material, the agreement in the p(dX–N) distribu-
tion between AIMD and QMD-FF+ESH is almost quantitative for
most species, with the exception of iodine substituted compounds,
where, consistent with the g(r) analysis, AIMD indications reveal, for
almost linear approaching angles, peaks at contact distances lower
than 3 Å, whereas the classical QMD-FF+ESH model only place
them around 3.2 Å.

V. CONCLUSIONS
In this work, we explored the possibility of including virtual

sites in an automated FF parameterization, based on the JOYCE/PICKY

protocols, by introducing supplementary point charges in QMD-FFs
with a consistent, robust, and general procedure, solely based on
QM data, thus not relying on any experimental data. As a test case,
we focused on target species, namely di-substituted halomethanes
and substituted acetonitriles, whose intermolecular interactions are
expected to involve weak and strong XBs respectively, and can there-
fore benefit from the introduction of supplementary point charges
representing the ESHs. With this goal, a novel parameterization
route was implemented in a development version of the PICKY code78

and applied to all considered species. For the sake of completeness,
it might be important to note that the current implementation, here
applied to XB and ESH, can be straightforwardly applied to other
systems, which are known to benefit from additional point charges
or virtual sites, such as the lone pairs in Lewis donors and radicals.

The analysis of the resulting parameters in the present work
suggests that the proposed simultaneous optimization of LJ and
point charges has been successfully implemented in the QMD-FF
protocol. In fact, the ESH is found, in agreement with the indications
reported in the literature,45 to yield satisfactory results when placed

at a distance d between 1.6 Å and 1.8 Å from the halogen site, and
a general recipe to assess its best value has been formulated. Once
the distance d has been set, the QMD-FF+ESH can be built on top
of a standard QMD-FF: the convergence is reached after few PICKY

cycles, and the deviation with respect to the reference QM descrip-
tion was found to decrease in all cases due to a global change not
only of the point charge distribution but also of the LJ parameters.
Indeed, the variety of LJ and charge parameters confirms the higher
specificity of the QMD-FF with respect to conventional, transferable
FFs. Finally, at a difference with the tested FF models without ESH,
the final point charges on the halogen atoms in QMD-FF+ESH seem
to better represent the expected trends, both along the series of dif-
ferent halogens (Cl, Br, and I) and upon increasing the number of
substituents.

The validation of the proposed protocol was further achieved
by comparing the structural and energetic patterns, resulting from
classical MD simulations carried out employing the parameterized
QMD-FF+ESH models both in the gas and in the liquid phase,
with the results achieved by employing empirical and QMD-FFs
and with those delivered by high level QM techniques. A general
good agreement was found, with the QMD-FF+ESH outperforming
both standard and QMD-FF in reproducing the gas phase ener-
getics and the structural patterns resulting from more accurate ab
initio calculations. The main drawback of QMD-FF+ESH consists
in a rather systematic overestimation of the bulk density. Yet, such a
defect can be ascribed to the pure two-body nature of the reference
QM data, rather than to the introduction of the ESH virtual site.
In fact, the density overestimation was already found in previous
PICKY applications42,67,73,74 and traced back to the lack of three-body
interactions, whose effect on bulk density was recently estimated by
McDaniel and Schmidt to be on average about 5%,100,101 on extended
benchmark sets of small molecules. On the one hand, further imple-
mentations of many-body interaction terms within the PICKY proce-
dure could allow for a more accurate prediction of the bulk den-
sity, but on the other hand, the computational burden required to
account for such contributions in MD simulations undermines the
possibility to extend the approach to large molecules and complex
systems.

The second goal of the present work consisted in assessing
the performances of the parameterized QMD-FF+ESH in describ-
ing the XB energetic and structural features. The interaction energy
of hundreds of dimers, computed at the DFT level, previously42 val-
idated vs CCSD(T) reference calculations, is very well reproduced
by QMD-FF+ESH, with an average standard deviation of less than
2.5 kJ/mol, thus better than standard QMD-FF (∼3 kJ/mol) and
OPLS (>6 kJ/mol). More importantly, characteristic XB features,
such as the X⋯D contact distance and the C–X⋯D approaching
angle, are accounted for upon ESH introduction, at a difference with
the other tested FFs. The largest disagreement in the liquid phase
structural patterns was found for the iodine substituted acetoni-
triles, where the correlation functions computed on the reference
AIMD trajectories show the insurgence of a first I⋯I neighbor peak
at small distances (less than 3 Å), whose intensity increases with the
increase in the number of iodine substituents, which does not appear
in any of the investigated FFs. This issue calls for further investiga-
tion and might be connected to the well known deficiencies of the
LJ model functions to correctly represent the repulsive branch of the
interaction curves.
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The last aim of the present work was to assess for which
species the introduction of ESH might be requisite or if a simple
re-parameterization of the LJ parameters, as in standard QMD-
FF, is sufficient. In this framework, the analysis of the QM ref-
erences (dimer IPESs and AIMD structural analysis) revealed that
some typical XB patterns already appear in the di-substituted
halomethanes and are not accounted for neither by the stan-
dard OPLS nor by QMD-FF parameterization without ESH, even
though in this latter case, some improvements with respect to
general purpose FFs are already visible. In summary, the present
results suggest to adopt the ESH strategy in the presence of halo-
gen atoms, even when a strong donor (as the cyano group) is
missing.

Besides performing a specific QMD-FF+ESH parameterization,
an alternative solution to address XB features can stand in adopt-
ing very recent transferable FFs, such as the OPLS3,59 especially
when the target molecule is similar to the ones included in the
original training set. Nonetheless, given the importance of XB in
biomolecular processes, materials, and drug design, the possibil-
ity of parameterizing accurate and specific FFs without resorting
to any experimental data is particularly appealing when investi-
gating novel species, not yet synthesized and not similar to the
ones included in the transferable FF training sets. In fact, this
work can be considered a further step in the long-lasting effort
to develop reliable and accurate FFs based solely on QM data to
be used as a valuable tool in in silico design of advanced materi-
als and complex systems. To this purpose, several points call for
further investigations and development, some of which are cur-
rently in progress in our laboratory. First, the whole QMD-FF
procedure (with or without virtual sites) should be extended to
larger and more complex molecules, developing new protocols to
maintain affordable computational costs, in particular, in the cal-
culation of the QM dimer interaction energy. Next, the possibil-
ity of building QMD-FF for hetero-dimers should be explored, as
very recently proposed by Belletti et al.,102 thus paving the way to
applications to mixtures, solutions, and, possibly, inhomogeneous
systems.

SUPPLEMENTARY MATERIAL

See the supplementary material for additional data and sev-
eral details about the reported calculations not included in this
paper: further details on the standard JOYCE and PICKY parameteri-
zation procedures, convergence of the QMD-FF+ESH parameter-
izations, complete list of QMD-FF+ESH parameters for all inves-
tigated species, summary of computed thermodynamic properties
for all compounds, additional atomic pair correlation functions, and
distribution of geometrical descriptors.
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within the article and its supplementary material. Further data, as
well as the development version of the PICKY code employed in this
work, are available from the corresponding author upon reasonable
request.
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