
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 

Two different mechanisms of stabilization 
of regular p-stacks of radicals in switchable 
dithiazolyl-based materials†	
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Materials based on regular p-stacks of planar organic radicals are intensively pursued by virtue of their 
technologically relevant properties. Yet, these p-stacks are commonly unstable against p-dimerization. In this 
computational study, we reveal that regular p-stacks of planar dithiazolyl radicals can be rendered 
stable, in some range of temperatures, via two different mechanisms. When the radicals of a p-stack are 
both longitudinally and latitudinally slipped with respect to each other, the corresponding regular 
p-stacked configuration is associated with a locally stable minimum in the potential energy surface of 
the system. Conversely, those regular p-stacks in which radicals are latitudinally slipped with respect to 
each other are stable as a result of a dynamic interconversion between two degenerate dimerized 
configurations. The existence of two stabilization mechanisms, which can be traced back to the bonding 
properties of isolated p-dimers, translates into two different ways of exploiting spin-Peierls-like 
transitions in switchable dithiazolyl-based materials. 
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Introduction 
p-Stacking is a very common structural motif1 in materials 
based on stable planar organic radicals.2–6 These crystal packing 
architectures have been extensively pursued and investigated for 
many years because they can endow materials with interesting 
magnetic,7,8 conducting9–12 and optical properties.13,14 The 
numerous examples of planar organic radicals (neutral and 
charged) exhibiting p-stacks in the solid state include 
tetrathiafulvalenes,10,15 tetracyanoquinodimethanes,16 tetrathio- 
benzenes,17 semiquinones,18,19 verdazyls,20,21 phenalenyls,22,23 
benzotriazinyls,24,25 metal bis(1,2-dithiolene) complexes,26,27 
dithiadiazolyls,28–31 1,3,2-dithiazolyls,32–34 and bis-1,2,3-dithia- 
zolyls.35–38 Some of these radicals can arrange as regular columns 
with a uniform intermolecular spacing (·· ·A·· ·A·· ·A·· ·A·· ·)n, or as 
distorted columns with alternating long and short intermolecular 
contacts along the p-stacking direction (·· ·A–A·· ·A–A·· ·)n. The 
latter distorted or dimerized patterns are intrinsically more stable 
than the regular ones by virtue of the formation of long, multi- 
center bonds39,40 (alternatively called ‘‘pancake’’ bonds41–43) 
between those radicals that have close contacts (i.e. those radicals 
forming a p-dimer). Notwithstanding the greater stability of the 
dimerized p-stacks, their associated physical properties are usually 
much less appealing than those of regular p-stacks: while regular 
motifs can give rise to (semi)conducting and/or magnetic 
materials, distorted arrangements usually lead to diamagnetic 



 

 

  
 

and insulating (or weakly semiconductor) materials. It then follows 
that regular p-stacks are the technologically relevant structural 
motifs. For this reason, developing a detailed understanding of 
the mechanisms that render regular p-stacks stable by suppressing 
p-dimerization is of paramount importance for the design of 
materials based on p-stacked architectures of organic radicals. 

Some specific organic-radical-based crystals present two 
different polymorphs – a low-temperature (LT) polymorph 
comprised of dimerized p-stacks and a high-temperature (HT) 
polymorph comprised of regular p-stacks – that can be inter- 
converted between each other by means of temperature 
changes33,34,44–49 and even by photoirradiation.50 Therefore, 
p-stacks of planar organic radicals can also be harnessed for the 
development of dynamic molecular crystals whose physical 
properties can be switched by external stimuli.51,52 In these 
cases, a detailed knowledge of the underlying mechanism of the 
stability of regular p-stacks can be also beneficial for tailoring 
the phase transition temperature by means of crystal 
engineering. Here, we will investigate by computational means 
the structural properties of the uniform stacks of two switchable 
materials belonging to the family of 1,3,2-dithiazolyls. 

The crystals of the 1,3,2-dithiazolo[4,5-b]pyrazin-2-yl45 (PDTA, 1) 
and 1,2,5-thiadiazolo[3,4-b]-1,3,2-dithiazolo[3,4-b]pyrazin-2-yl44 
(TDPDTA, 2) radicals undergo hysteretic phase transitions 
between two polymorphs with different magnetic properties. As 
a result, these two crystals have become notable examples of 
magnetic bistability, a technologically relevant property that 
is sought-after53,54 due to the memory effect intrinsically 
associated with a hysteresis loop.55 Other organic radicals 
exhibiting magnetic bistability include additional 1,3,2- 
dithiazolyls,33,56 bis-1,2,3-dithiazolyls,57,58 nitroxides,59 spiro- 
biphenalenyls,60,61 and dithiadiazolyls.62,63 The hysteresis loop 
of 1 is centered around 323 K and spans 46 K (see Fig. 1, right). 
The different magnetic response of its two polymorphs (LT 
features diamagnetism, while HT features a weak para- 
magnetism45) results from changes in the antiferromagnetic 
interactions between adjacent radicals along the p-stacks.64 The 

 

 

Fig. 1 Temperature dependence of wT (w is the magnetic susceptibility) for 
PDTA (black) and TDPDTA (red). The insets show the molecular structures 
of the PDTA (right) and TDPDTA (left) neutral radicals. The wT values of 
PDTA and TDPDTA were taken from ref. 45 and 44, respectively. 

hysteresis loop of 2, in turn, is centered around 140 K and spans 
ca. 120 K (see Fig. 1, left). The two polymorphs of 2 exhibit a 
weak paramagnetism, the magnetic response of LT being 
weaker than that of HT. The two different magnetic behaviors 
are also due to changes in the antiferromagnetic interactions 
between adjacent radicals along the p-stacks in going from 
stacks of p-dimerized radicals in LT to regular p-stacks of 
radicals in HT.64 

The computational investigation of the structural properties 
of the p-stacks of 1 and 2 herein presented will bring to 
light two different mechanisms by which regular p-stacks are 
rendered stable in the family of planar DTA radicals. We will also 
demonstrate that the existence of these two mechanisms, which can 
lead to two different ways of exploiting spin-Peierls-like transitions 
in switchable dithiazolyl-based materials, arises from the topological 
features exhibited by the energy landscape of isolated p-stacking 
dimers as a function of slippage degrees of freedom. 

 

Results and discussion 
1. Comparison of the X-ray crystal packing of the LT and HT 
polymorphs of PDTA and TDPDTA 

We first compare the crystal packing of the LT and HT poly- 
morphs of PDTA (1) and TDPDTA (2), whose X-ray data was 
previously reported,44,45 to stress the similarities and differ- 

ences presented by their regular and distorted p-stacks of 
radicals. These stacks can be characterized using three geo- 
metrical variables (see Fig. 2 and 3), namely, dIP, dSL and dLG, 

which measure the interplanar distance between adjacent 
radicals, the degree of latitudinal slippage between adjacent 
radicals, and the degree of longitudinal slippage, respectively. 

The two polymorphs of 1 belong to different space groups 
(the HT phase is monoclinic, while the LT phase is triclinic) 
and their crystal structures show some differences (see Fig. 2 

and Fig. S1, ESI†). While the LT phase presents distorted 
p-stacks that consist of slipped pairs of nearly eclipsed radicals, 

the columns of the HT phase are regular p-stacks of radicals, 
where each molecule exhibits a slipped overlap with its two 
adjacent molecules along the stacking direction. As can be seen 
in Fig. 2b, the slippage observed in HT is mainly a slippage with 
respect to the symmetry plane that is perpendicular to the 

 

 

Fig. 2 Two side views of one p-stack of the experimental structure of the 
(a) LT and (b) HT polymorphs of PDTA. The X-ray structures of both 
polymorphs were obtained at 323 K.45 The dIP and dSL variables measure 
the interplanar distance between adjacent radicals and the degree of 
latitudinal slippage between adjacent radicals, respectively. 



 

 

  
 
 

 
Fig. 3 Two side views of one p-stack of the experimental structure of the 
(a) LT and (b) HT polymorphs of TDPDTA. The X-ray structures of both 
polymorphs were obtained at 150 and 293 K, respectively. The dIP, dSL and 
dLG variables measure the interplanar distance between adjacent radicals, 
the degree of latitudinal slippage between adjacent radicals, and the degree 
of longitudinal slippage, respectively. 

 

 
 

molecular plane (latitudinal slippage, dSL). The LT and HT 
polymorphs are also different regarding the molecular-plane 
orientations of PDTA radicals: the molecules in LT are all 
arranged in parallel planes, whereas HT includes two distinct 
molecular-plane orientations (see Fig. S1, ESI†). 

Regarding the crystal structures of 2, its two polymorphs 
belong to the same triclinic space group and they present 
one single molecular plane orientation (see Fig. S2, ESI†). 

The columns of the LT polymorph are distorted p-stacks that 
present an alternation between shorter and longer intermole- 
cular contacts between adjacent radicals. In the HT polymorph, 
in turn, radicals pile up on top of each other giving rise to 
regular p-stacks (see Fig. 3). In contrast with 1, the radicals of 2 
present two different types of slippage with respect to their 
adjacent neighbors along the regular p-stack. Besides the 
latitudinal slippage (dSL), which is also present in 1, they show 
an additional slippage along an orthogonal direction 
(longitudinal slippage, dLG, see Fig. 3). 

The cofacial p-dimers in the LT polymorphs of 1 and 2 also 
show a significant difference between them: while the p-dimers 
of 1 are nearly eclipsed, there is a notable degree of latitudinal 
slippage in the p-dimers of 2 (compare Fig. 2a and 3a). 

2. Minimum energy configurations of the LT and HT 
polymorphs of PDTA and TDPDTA 

Variable-cell geometry optimizations of 1 and 2 were done with 
the goal of establishing whether the X-ray recorded structures 
of their LT and HT polymorphs are minimum energy structures on 
the potential energy surface of the crystals. The model systems 
for both 1 and 2 were supercells containing 32 DTA radicals, 
arranged in 8 stacks of 4 radicals each (see Fig. S3 and S4, ESI†). 
These supercells ensure a representation on an equal footing of 
both LT and HT polymorphs. The optimized geo- metries of the 
LT and HT phases are hereafter referred to as LT-0 and HT-0, 
respectively. 

The results obtained from the optimizations of the LT phases 
of 1 and 2 show, as expected, that the p-dimers observed in the 
X-ray structures are preserved in the LT-0 polymorphs. It is also 
important to stress that the optimized and experimental 
structures match very well (see Fig. S5 and S6, ESI†). Conversely, the 
results obtained from the optimizations of the HT polymorphs are 
more intricate. In the case of 1, the optimization of its HT phase 
(1-HT) led to an intra-stack dimerization process, as a result of 
which the uniform separation between adjacent radicals 
observed in the X-ray structure was disrupted (see Fig. 4a and b). 

 
 

 

Fig. 4 Side view of one p-stack of the HT polymorph of 1. The figure displays (a) the X-ray structure at 323 K, (b) the optimized structure at 0 K and (c) the optimized 
structure at 0 K of one isolated stack. The black, red and purple values shown in the image mark the distances between the nitrogen atoms of the S–N–S moieties of 
adjacent radicals, the interplanar distance (dIP) between adjacent radicals and the degree of latitudinal slippage between adjacent radicals (dSL), respectively. 



 

 

  
 

Despite this dimerization, the overall monoclinic symmetry of the 
crystal was preserved throughout the optimization and, therefore, 
the HT-0 structure of 1 (1-HT-0) differs from its LT-0 structure 
(1-LT-0). Note that 1-LT-0 and 1-HT-0 contain one and two distinct 
molecular planes, respectively. It then follows that 1-HT-0 should 
in fact be recognized as the low-temperature crystal structure of 
the HT polymorph of 1, not yet detected experimentally. The 
higher stability of 1-LT-0 compared to 1-HT-0 (the computed 
cohesive energies per PDTA radical for the 1-LT-0 and 1-HT-0 
polymorphs are 24.1 and 23.3 kcal mol-1, respectively) explains 
why the former is the experimentally observed polymorph in the 
low-temperature regime. It is noted that the results obtained for 1 
are completely analogous to the results previously reported for the 
1,3,5-trithia-2,4,6-triazapentalenyl (TTTA) radical.65 The regular 
p-stacks of the HT phase of 4-NCBDTA were also found not to 
be a minimum energy structure at 0 K.66 

In contrast to the results obtained for 1-HT, the variable-cell 
optimization of 2-HT did not lead to any intra-stack dimeriza- tion 
process. Accordingly, the 2-HT-0 structure preserves the uniform 
p-stacking motif observed in the X-ray structure of 2-HT. In 
fact, the structure of the columns in 2-HT-0 and in 2-HT-293 
(i.e., the X-ray structure at 293 K) is very similar (see Fig. 5a and 
b). The higher stability of 2-LT-0 compared to 2-HT-0 (the 
computed cohesive energies per TDPDTA radical for 2-LT-0 and 
2-HT-0 are 29.4 and 28.7 kcal mol-1, respectively) is consistent 
with the fact that the former is the observed polymorph at low 
temperatures. 

In summary, the results of the variable cell optimizations 
demonstrate that the regular p-stacking motif of TDPDTA 
corresponds to a minimum energy structure in the potential 
energy surface (PES) of the system, whereas the regular p-
stacking motif of PDTA does not. 

After having revealed the surprising differences between the 
structural properties of the p-stacks of 1-HT and 2-HT, we will 
now investigate whether these differences arise from inter- 
molecular interactions within the p-stacks or from intermole- 
cular interactions between different p-stacks (i.e., those arising 
from lateral contacts between stacks). To this end, we will 
analyze the results obtained from optimizations of isolated 
p-stacks. The optimization of an isolated regular p-stack of 
PDTA radicals resulted again in a dimerized stack (see Fig. 4c 
and compare to Fig. 4b). Conversely, the regular p-stacking 
pattern observed in the X-ray structure of 2-HT was preserved 
upon optimization of an isolated p-stack of TDPDTA radicals 
(see Fig. 5c). It thus follows that the structural properties of the 
p-stacks of 1-HT and 2-HT (specifically, whether or not the 
uniform stacks are minimum energy configurations at 0 K) are 
governed by the intra-stack interactions between radicals. That 
said, the effect of lateral contacts between columns is certainly 
not negligible because the structure adopted by the p-stacks in 
the solid state differ significantly from the structure of the 
isolated p-stacks for both 1 and 2 (see Fig. 4 and 5). 

3. Dynamics of the HT polymorphs of PDTA and TDPDTA 

The role of thermal fluctuations in shaping the structure of the 
p-stacks of 1-HT and 2-HT was explored by means of ab initio 

 

 
Fig. 5 Two side views of one p-stack of the HT polymorph of 2. The 
figure displays (a) the X-ray structure at 293 K, (b) the optimized structure at 
0 K and (c) the optimized structure at 0 K of one isolated stack. The black, 
red, purple and orange values shown in the image mark the distances 
between the nitrogen atoms of the S–N–S moieties of adjacent radicals, the 
interplanar distance between adjacent radicals (dIP), the degree of latitudinal 
slippage between adjacent radicals (dSL), and the degree of longitudinal 
slippage (dLG), respectively. 

 

 
 

molecular dynamics (AIMD) simulations conducted at room 
temperature. The time-resolved evolution of the distance between 
the nitrogen atoms of the S–N–S moieties of adjacent radicals (N*–
N* distance, see Fig. 2) in one column of 1-HT shows that each 
pair of molecules presents roughly the same kind of large-
amplitude intermolecular vibrations around the same mean value 
(see Fig. 6a). In fact, the average structure obtained from the 
AIMD simulations of 1-HT contains uniform p-stacks (see Fig. 
6b), whose structure is very close to the regular structure 
observed in X-ray crystallography (see Fig. 4a). Thermal 
fluctuations at room temperature thus trans- form the dimerized 
columns of the minimum energy configu- ration of 1-HT into 
regular columns. A close inspection into the AIMD trajectories 
reveal that this transformation is achieved by 



 

 

 
 

Fig. 6 Results of the AIMD simulations of 1-HT-300 (the HT polymorph of PDTA simulated at 300 K), (a)–(c) and 2-HT-293 (the HT polymorph of TDPDTA 
simulated at 293 K), (d)–(f). The panel shows: the time-resolved evolution of the distance between the nitrogen atoms of the S–N–S moieties of adjacent 
radicals in one column of (a) 1-HT-300 and one column of (d) 2-HT-293; the average structure of one stack for both (b) 1-HT-300 and 
(e) 2-HT-293 as obtained from the AIMD simulations; and the computed thermal ellipsoids for both (c) 1-HT-300 and (f) 2-HT-293. Note that two 
different side views of one stack are displayed in the (e) and (f) panels. 

 

 
means of the so-called pair-exchange dynamics (PED) mechanism, 
previously detected in the HT polymorphs of TTTA65 and 
4-NCBDTA.66 When this mechanism is operative, each radical 
continually exchanges the adjacent neighbor (upper or lower) 
with which it forms a dimer. This mechanism, which takes place 
in the picosecond timescale, renders all radicals within a stack 
equivalent, thereby explaining the regular stacking motif 
detected experimentally. 

The AIMD simulations of 2-HT furnished an average struc- 
ture presenting also uniform p-stacks, with a structure in very good 
agreement with the X-ray data (see Fig. 6e and 5a). Yet, the 
amplitude of the intermolecular vibrations in 2-HT is much smaller 
than in 1-HT (compare Fig. 6d with Fig. 6a). As a result, the 
computed thermal ellipsoids of 1-HT are much larger than those of 
2-HT (compare Fig. 6c and f). Importantly, the experi- mental 
thermal ellipsoids show the same trend. In fact, it should be 
mentioned that the very good agreement between the computed 
and experimental thermal ellipsoids for both 

1- and 2-HT (see Fig. S7 and S8, ESI†), together with the very 
good agreement between the average and X-ray structures, 
demonstrate that our AIMD simulations properly captured 
the dynamics of the systems under investigation. 

The AIMD simulations of the LT phases of 1 and 2, in turn, 
showed that their p-dimers are preserved at finite temperatures 
(see Fig. S9, ESI†). The resulting average structures and com- 
puted thermal ellipsoids for the LT phases are also in very good 

agreement with the experimental data (see Fig. S7 and S8, ESI†). 
The different sizes of the thermal ellipsoids of the atoms of 

the PDTA and TDPDTA radicals in 1-HT and 2-HT stem from 
the fact that PED is active in the former and not in the latter. 

As explained in the previous section, the regular p-stacking 
motif of 2-HT is already stable at 0 K. Therefore, each of its 

constituent radicals fluctuates with small-amplitude vibrations 
around the spatial position dictated by the regular minimum 

energy configuration without featuring any PED with their 
nearest neighbors. The comparison between the experimental 



 

 

  
 

thermal ellipsoids of 1-HT and 2-HT indicates (see Table S1 and Fig. 
S7 and S8, ESI†) that the size of thermal ellipsoids can be taken 
as a signature of whether or not a DTA-based crystal exhibits 
PED. The larger size of the thermal ellipsoids of TTTA 
compared to those of TDPDTA, which exhibits PED too,65 
further corroborates this conclusion (see Table S1, ESI†). 

The different evolution of the dynamics of 1-HT and 2-HT as 
a function of temperature provides additional evidence of 
the presence/absence of PED. Around room temperature, the 
probability distribution functions (PDFs) associated with the 
N*–N* distance for both 1-HT and 2-HT are single-peaked (see 
Fig. 7). This means that, at this temperature, the regular p-
stacks are the most probable arrangements. Upon cooling, the 
only change observed in the PDF of 2-HT is a narrowing of its 
single peak due to the smaller amplitude of the thermal 
fluctuations. On the contrary, the single peak of 1-HT at room 
temperature splits into two peaks upon cooling (see Fig. 7). This 
behavior, which was previously observed in TTTA65 and 4-
NCBDTA,66 results from the freezing of PED at low 
temperatures. Once the PED is frozen, the regular p-stacks 
transform into dimerized stacks, whose alternating long and 
short intermolecular contacts give rise to the bimodal PDF. 

4. Rationalizing the AIMD results 

The results of the AIMD simulations can be rationalized on the 
basis of the potential energy profiles displayed in Fig. 8. The 
energy profile shown for TDPDTA is the computed minimum 
energy path connecting two different arrangements of an iso- 
lated p-stack of TDPDTA radicals: a dimerized configuration 
and a regular configuration. This profile, whose associated 

reaction coordinate involves mainly changes in the degree of 
longitudinal slippage (dLG) and in the values of interplanar 
distances between adjacent radicals, clearly demonstrates that 
both arrangements are minimum energy configurations and that 
the transformation of the regular arrangement into the 
dimerized arrangement entails an energy barrier. This explains 
the stability of the regular p-stacks observed in both the AIMD 
simulations and the geometry optimizations. The energy profile 
displayed for PDTA, in turn, is the computed minimum energy 
path connecting two degenerate dimerized configurations: (·· 
·A–A·· ·A–A·· ·)n and (–A·· ·A–A·· ·A–)n. In this specific case, the 
associated reaction coordinate involves mainly changes in the 
degree of latitudinal slippage (dSL) and in the values of 
interplanar distances between adjacent radicals. In contrast with 
the scenario found for TDPDTA, the PDTA profile shows that 
the regular p-stack (·· ·A·· ·A·· ·A·· ·A·· ·)n is not a minimum 
energy configuration but a saddle point connecting the two 
dimerized configurations. This profile also demonstrates that 
the PED observed in 1-HT results in fact from a dynamic 
interconversion between the two degenerate dimerized con- 
figurations: (·· ·A–A·· ·A–A·· ·)n 2 (–A·· ·A–A·· ·A–)n. As already 
seen in Fig. 7, this dynamic interconversion is active only when 
the system has enough thermal energy to overcome the barrier 
separating the two dimerized minima. 

The results thus far presented reveal two different mechanisms 
of stabilization of regular p-stacks of DTA radicals. The first 
mechanism, operative in 1-HT, furnishes uniform p-stacks by 
means of a PED process, which is based on a dynamic inter- 
conversion between two degenerate dimerized configurations. 
Hence, the first mechanism relies on dynamical effects to make 

 
 

 

Fig. 7 Temperature-dependence of the dynamics in 1-HT (PDTA) and 2-HT (TDPDTA). The figure displays the probability distribution functions (PDFs) 
associated with the N*–N* distance at two different temperatures for each material. The PDFs were obtained from the configurations sampled along the 
AIMD simulations. Color code: dimers 1, 2 and 3 in black, red and blue, respectively (see Fig. 6 for labelling of dimers). 



 

 

  
 
 

 
Fig. 8 (a) Minimum energy path connecting a dimerized p-stack 
(minimum on the left) with a regular p-stack (minimum on the right) of 
TDPDTA. (b) Minimum energy path connecting two degenerate dimerized 
p-stacks of PDTA. The maximum of the path in (b) is associated with the 
regular arrangement of radicals. The solid lines connecting the black dots 
are meant to guide the eye. The dashed lines of the profiles do not 
correspond to any calculation, but they are meant to emphasize the 
existence of minimum energy configurations. 

 

 

 
regular p-stacks stable above a given temperature. Conversely, in the 
second mechanism, operative in 2-HT, the stability of regular p-
stacks arises exclusively from the potential energy surface of the 
system at 0 K and does not rely on any dynamical effect.67 

Having established the existence of these two mechanisms, 
the key question that needs to be addressed is: which factors 
determine which is the underlying stabilization mechanism 
in a given system? So far, the PED-assisted stabilization mecha- 
nism has been observed in 1-HT, TTTA65 and 4-NCBDTA.66 In 
the regular p-stacks of all these systems, the radicals present a 
significant latitudinal slippage (dSL) with respect to their nearest 
neighbors (see Fig. 2), while the corresponding longi- tudinal 
slippage (dLG) is virtually zero. The mechanism based on a 
locally stable minimum energy configuration, in turn, has only 
been observed in 2-HT, for which both latitudinal and 
longitudinal slippages are important (see Fig. 3). It may then be 
concluded that the type of slippage featured by the radicals 
in regular p-stacks defines the underlying mechanism of 
stabilization: the exclusive presence of a latitudinal slippage 
gives rise to the PED-assisted stabilization mechanism, while 
the combined presence of latitudinal and longitudinal slip- 
pages gives rise to the stabilization mechanism based on a 
minimum energy configuration at 0 K. The detailed inspection 

of the intermolecular interaction in p-dimers of DTA radicals 
presented in the next subsection supports this conclusion. 

5. Intermolecular interactions in p-dimers of DTA radicals 

In this subsection, it will be shown that the differences in the 
structural and dynamical properties of 1-HT and 2-HT can be 
traced back to the properties of the PES of an isolated pair of 
radicals forming a p-dimer. Fig. 9 shows the PES of an isolated 
p-dimer of TDPDTA radicals as a function of the dSL and 
dLG variables, while keeping the rest of the structural variables 
fixed. The exploration of the PES was initially carried out at a 
fixed interplanar distance of dIP = 3.3 Å, which is the value that 
results from the variable cell optimization of 2-HT-0. As might 
have been anticipated, the 2D-PES exhibits a minimum in 
the region associated with the p-dimers observed in the LT 
polymorph of 2. This minimum on the 2D-PES is located at dSL 
E	0.6 Å and dLG E	0.0 Å (point A on the map of Fig. 9). An 
increase of dSL while keeping dLG at 0.0 Å results in a monotonic 
increase of the energy of the 2D-PES (see Fig. 9), which means 
that there is not any other alternative minimum for larger 
degrees of latitudinal slippage and zero longitudinal slippage. 
In contrast, a new minimum emerges on the 2D-PES upon 
increasing simultaneously dSL and dLG. Remarkably, this 
minimum, located at dSL E	1.8 Å and dLG E	2.1 Å (point C on the 
map of Fig. 9), clearly corresponds to the arrangement of the 
slipped pairs of radicals present in the regular p-stacks of 2-HT. 
It can thus be concluded that the stability of these stacks at 0 K 
originates in the stability of the latitudinally and longitudinally-
slipped arrangement of their constituting pairs. It is worth 
mentioning that 2D-PESs computed at other values of dIP 
confirm the existence of these two different minima (A and 
C in Fig. 9) in the subspace spanned by dSL and dLG (see Fig. 
S10, ESI†). 

The larger attractive interaction energy between radicals in 
configuration A compared with configuration C (see Fig. 9) 
is consistent with the higher stability of 2-LT-0 compared with 
2-HT-0. The interaction energy decomposition analysis per- 
formed for these two configurations (see Table S2, ESI†) reveals two 
important aspects. First, the dominant attractive components of 
the interaction energy in configuration A are dispersion and 
polarization (which is associated with the SOMO–SOMO bonding 
interaction), in agreement with the reported properties of pancake 
bonding between p-radicals.39,42,43,68 Second, all the attractive 
components of the interaction energy become substantially smal- 
ler in going from A to C. This is, however, accompanied with a very 
large reduction of the repulsive component of the interaction 
energy, and this explains why configuration C is just slightly less 
stable than A. 

Although the results obtained from the exploration of the 
2D-PES of a p-dimer of PDTA radicals are similar to those 
obtained for TDPDTA radicals (see Fig. S11 and Table S3, ESI†), 
there are two important differences between the two systems 
that should be underscored. First, the minimum associated with 
configuration A in the case of PDTA does not feature any type 
of slippage, which is consistent with the presence of nearly 
eclipsed p-dimers in 1-LT. Like in the case of TDPDTA, 



 

 

  
 

Fig. 9 Potential energy surface of an isolated p-dimer of TDPDTA radicals as a function of the degree of latitudinal slippage (dSL) and the degree of 
longitudinal slippage (dLG), while keeping fixed the interplanar distance (dIP) at a value of 3.3 Å. The values of the energies refer to interaction energies 
between the two radicals. The configurations associated with the A, B and C points marked on the color map are displayed at the bottom of the figure. 
The values of the dSL and dLG variables for each of these configurations are also shown. 

 

 
an increase of dSL while keeping dLG fixed at 0.0 Å does not lead 
to any new minimum. This explains why the regular stacks of 
1-HT are unstable against a dimerization process at 0 K. 
Additionally, the energy difference between configurations A 
and C in PDTA is higher than in TDPDTA (in fact, it is more than 
doubled, see Fig. S12, ESI†). This might well explain – at least, 
partially – why no polymorph comprising latitudinally- and long- 
itudinally slipped pairs of PDTA radicals has been observed yet. 

Overall, the results presented in this subsection demonstrate 
that the structural properties of p-stacks of DTA radicals can be 
rationalized on the basis of the intermolecular interactions of 
their constituting p-dimers. Therefore, a detailed knowledge of 
the energetically favorable p-stacking geometries of DTA dimers 
can be very useful when it comes to predicting crystal structures of 
DTA-based compounds and to designing new architectures based 
on p-stacks of radicals with the desired properties. 

 
 

Conclusions 
The computational study herein presented has demonstrated 
that regular p-stacks of planar DTA radicals can be rendered 

stable in some range of temperatures through two different 
mechanisms. One of the stabilization mechanisms is operative 
when the configuration exhibiting regular p-stacks is associated 
with a locally stable minimum in the PES of the system (i.e., 
a minimum energy configuration at 0 K). Alternatively to this 
static mechanism, another stabilization mechanism occurs 
based on a dynamic interconversion between two degenerate 
dimerized configurations. This dynamic mechanism is opera- 
tive when the configuration exhibiting regular p-stacks is not a 
minimum on the PES, but a minimum on the free energy surface 
of the system. The data gathered so far indicate that the type of 
mechanism operative in a given uniform p-stack depends on the 
type of slippage exhibited by its adjacent DTAs: when each 
radical in a stack exhibits solely a latitudinal slippage with 
respect to its neighbors, the underlying stabili- zation 
mechanism is the dynamic mechanism; conversely, when each 
radical exhibits both latitudinal and longitudinal slippages with 
respect to its neighbors, the underlying stabili- zation 
mechanism is the static mechanism. 

The discovery of two distinct stabilization mechanisms in 
the family of DTAs is relevant for several reasons. First, a 
detailed knowledge of which stabilization mechanism is active 



 

 

  
 

in a given DTA-based material is essential for the proper 
interpretation of its physical properties because the impact 
of thermal fluctuations on these properties can be larger 
in the regular p-stacks stabilized by means of the dynamic 
mechanism. Indeed, it has already been demonstrated that 
the large-amplitude thermal fluctuations associated with the 
dynamic mechanism have a notable impact on the magnetic 
properties of TTTA.69 

Second, this discovery is also relevant in the context of DTA- 
based molecular crystals with switchable magnetic properties. 
Indeed, the existence of two different stabilization mechanisms 
results, in turn, in two distinct mechanisms of exploiting phase 
transitions between dimerized and regular p-stacks of DTAs to 
endow this type of materials with spin-switching properties. 
When the stability of regular stacks arises from the dynamic 
mechanism, the spin transition originates in the thermal 
promotion of a dynamic interconversion between two degen- 
erate dimerized configurations. Thus, the key parameter that 
controls the phase transition temperature is the energy barrier 
separating the two degenerate configurations. 4-NCBDTA is the 
prototypical example of this switching mechanism. Note that 
the underlying mechanism of the hysteretic phase transition of 
PDTA and TTTA is more complex because the promotion of the 
dynamic interconversion is accompanied by a rearrangement of 
the intermolecular bonds between the p-stacks. In contrast, in 
the case of a regular stack stabilized by means of the static 
mechanism, the key parameter controlling the phase transition 
temperature is the energy difference between the two different 
minimum energy configurations, namely a LT and HT phase 
with dimerized and uniform p-stacks, respectively. This does 
not mean that the energy barrier between these two configura- 
tions can be ignored, since this barrier might play a role in 
shaping the characteristics of the phase transition (e.g. by opening 
a hysteresis loop). In any case, it is clear that the parameters that 
need to be considered when designing switchable DTA-based 
materials are different depending on the stabilization mechanism 
of regular p-stacks that one wants to exploit. TDPDTA is thus far 
the only DTA radical whose spin transition is based on the static 
stabilization mechanism. In view of the hysteretic character of this 
spin transition, it is clear that the search for other DTA radicals 
undergoing the same type of spin transitions might well result in 
new switchable materials with very interesting properties. In this 
respect, the quest for new planar DTA radicals that pack forming 
latitudinally and longitudinally-slipped p-stacks looks promising. 
In terms of potential design rules for this type of radicals, the 
results so far obtained suggest that the fused rings to the 
dithiazolyl ring should be chosen in such a way that they have a 
slight preference for a slipped p–p	stacking interaction, thereby 
partially counteracting the driving force of the SOMO–SOMO 
overlap of the dithiazolyl moiety for an eclipsed configuration. 
Should the fused rings favor the eclipsed configuration, this 
configuration would be much more stable than a latitudinally 
and longitudinally slipped configuration, thus preventing the 
latter from being observed in the solid state. 

On the whole, the results here reported provide valuable 
information for the interpretation of the structural and physical 

properties of DTA-based crystals. In addition, the correlation 
between the type of slippage between adjacent radicals and the 
type of stabilization mechanism, together with the fact that the 
preference for one type of slippage or the other can be inferred 
simply from the PES of p-dimers should facilitate the design of 
new DTA materials based on p-stack architectures. Future 
studies will address whether the two different stabilization 
mechanisms herein disclosed are also operative in other 
families of planar organic radicals. 

 

Methods 
1. Minimum energy configurations of the LT and HT 
polymorphs of PDTA and TDPDTA 

The variable-cell geometry optimizations of the LT and HT 
polymorphs of 1 and 2 were performed by means of the CP2K70 
code at DFT level, using the PBE71,72 functional within the spin 
unrestricted formalism, taking advantage of the Orbital 
Transformation73 algorithm as implemented in the 
Quickstep74,75 module. Norm-conserving Goedecker–Teter– 
Hutter76–78 pseudopotentials were employed for all the atomic 
species, in combination with a TZV2P basis set79 (specifically 
optimized for accurate molecular calculations) and a G-point 
sampling of the Brillouin zone. A 600 Ry cutoff was used for 
truncating the plane waves expansion. Grimme’s D380 disper- 
sion potential was added to the Kohn–Sham (KS) DFT energy in order 
to account for the van der Waals intermolecular interactions. It is 
noted that previous works have demonstrated that the use of PBE 
and Grimme’s schemes for dispersion corrections perform very 
well when it comes to simulating p-stacked architectures of DTA 
radicals65,66 and p-dimers of other radicals.81 The optimiza- tions 
of isolated p-stacks (in which periodic boundary conditions along 
the stacking direction were considered) were done using the same 
electronic structure setup as the one employed for the variable-
cell geometry optimizations. 

 
2. Dynamics of the HT polymorphs of PDTA and TDPDTA 

Ab Initio Molecular Dynamics (AIMD) simulations were performed 
making use of the CP2K code,70 with the same electronic structure 
settings used for the variable-cell geometry optimizations (see the 
previous subsection), within the Born–Oppenheimer approach. 
The AIMD simulations were performed using the NVT canonical 
ensemble, by employing a velocity rescaling stochastic algorithm 
(CSVR) thermostat82 and a time-step of 1 femtosecond. The 
thermal equilibrations of the structures of 1 and 2 were performed 
for 3 picoseconds each, with a subsequent production run of 
circa 10 ps. 

The AIMD simulations of 1-HT and 2-HT leading to the results 
displayed in Fig. 6 were run at 300 and 293 K, respectively. The 
dynamics of 1-HT and 2-HT at lower temperatures were 
investigated by means of AIMD simulations run at 150 and 
120 K, respectively. The supercell used in the AIMD simulation of 
2-HT-293 was built directly from the X-ray measured unit cell 
parameters at 293 K. The supercells used in the AIMD simulations 
of 1-HT-300, 1-HT-150 and 2-HT-120 were not built directly from 



 

 

  
 

experimental unit cells because there is no X-ray data at these 
temperatures. The supercell parameters of 1-HT-300 and 1-HT-150 
were obtained by means of a linear interpolation between the 
experimental cell parameters of the 1-HT-323 X-ray-recorded 
structure and the cell parameters resulting from the variable-cell 
geometry optimization of 1-HT. The supercell parameters of 2-
HT-120 were in turn obtained by means of a linear interpolation 
between the experimental cell parameters of the 2-HT-293 X-ray- 
recorded structure and the cell parameters resulting from the 
variable-cell geometry optimization of 2-HT. 

3. Rationalizing the AIMD results 

The two minimum energy paths displayed in Fig. 8 were com- 
puted by means of the Nudged Elastic Band (NEB) algorithm83,84 
using the NEB module implemented in the Quantum Espresso 
suite of programs.85 These calculations were done using the 
PBE71,72 exchange correlation functional within the spin unres- 
tricted formalism, supplemented by Grimme’s D2 semiempirical 
dispersion potential.86 Ultrasoft Vanderbilt pseudopotentials87 
were employed to describe the atomic species, with a kinetic 
energy cutoff of 35 Ry for the plane wave expansion and the G-
point sampling of the Brillouin zone. The NEB profiles in Fig. 8 were 
computed for isolated p-stacks of radicals (each p-stack was 
composed of four radicals) considering periodic boundary 
conditions along the stacking direction. The NEB profiles of 
isolated p-stacks of 1 and 2 were obtained using 12 and 14 
intermediate images, respectively. 

4. Intermolecular interactions in p-dimers of DTA radicals 

The PESs shown in Fig. 9 and Fig. S10, S11 (ESI†) were 
computed for isolated p-dimers using the same electronic 
structure setup as the one employed to calculate the NEB 
profiles (see previous subsection). The results obtained at the 
PBE-D2 level were validated using a correlated wavefunction 
method. Specifically, the minimum energy paths connecting 
points A, B and C in the 2D-PESs of Fig. 9 and Fig. S11 (ESI†) 
were also computed using the NEVPT2 method,88,89 as imple- 
mented in the Orca code.90 The NEVPT2 calculations were 
carried out using an active space of 10 p-electrons and 
10 p-orbitals for the p-dimers of 1, and an active space of 14 p-
electrons and 14 p-orbitals for the p-dimers of 2, with the def2-
TZVP basis set.91 As can be seen in Fig. S12 (ESI†), the 
NEVPT2 profiles agree quite well with the PBE-D2 profiles 
and confirm the existence of two different minimum energy 
configurations of the p-dimers in the subspace spanned by dSL 
and dLG. It thus follows that the combined use of PBE and 
Grimme’s semiempirical dispersion correction allow for a 
proper description of the p-interactions between the DTA 
radicals herein studied. 

The interaction energy decomposition analysis performed for 
points A, B and C of the 2D-PESs of Fig. 9 and Fig. S11 (ESI†) were 
carried out using an Energy Decomposition Analysis92 method 
that can be applied within the DFT framework,93 as 
implemented in the GAMESS suite of programs.94 This analysis 
was performed at the PBE-D3/cc-PVTZ95 level using the spin- 
unrestricted formalism. 
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