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Abstract
The integration and harmonization of marine data from diverse sources are vital for advancing global oceanographic research
and ensuring seamless discovery and access of critical datasets. This paper presents a comprehensive analysis of the metadata
harmonization efforts within the Blue-cloud 2026 project, which brokers data from numerous Blue Data Infrastructures
(BDIs), leveraging the Discovery and Access Broker technology. The platform enables discovery and analysis of marine
data collections while facilitating interoperability with other components of the marine digital ecosystem, such as virtual
laboratories and the Semantic Analyzer. It also supports the flow of Blue-cloud information to other initiatives like the Global
Earth Observations System of Systems. For data managers, the findings emphasize the importance of enhancing metadata
quality, revealing discrepancies in coremetadata elements, and the need formore consistent use of controlled vocabularies. For
cyberinfrastructure developers, the study details the challenges of accommodating awide array of interfaces fromdifferent data
systems, highlighting the adoption of an extensible brokering architecture that harmonizes metadata models and protocols.
The study also emphasizes the importance of metadata analysis in ensuring effective searches for end users, highlighting
challenges in aggregating diverse sources, where data providers may have structured the content with different objectives
compared to those of the system of systems. End users will gain insights into the current metadata content of Blue-cloud,
enabling them to search and access data from multiple BDIs with an understanding of the technical complexities behind the
scenes.
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1 Introduction

Earth’s surface is predominantly covered by water, making
the assessment and prediction of the state of marine envi-
ronments crucial for various human interests, including food
provision, transportation and environmental monitoring. The
ability to accurately monitor and forecast marine conditions
is vital for assessing and achieving policies such as the Sus-
tainable Development Goals (SDGs) outlined in the 2030
Agenda for Sustainable Development [1].

Thousands of organizations engage in multidisci-
plinary projects and programs to continuously gather and
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disseminate near-real-time and real-time marine data from
in situ and remote sensors, but also historical data and ana-
lyzed samples. This data collection aims to extract valuable
information on essentialmarine variables, facilitating the cal-
culation of indicators to assess targets and goal completions,
and to produce curated data products and accurate forecasts.

In the European Union (EU) context, Horizon Europe
Blue-cloud 2026 project1 plays a pivotal role in the EU Strat-
egy for Healthy Oceans, Seas, Coastal, and Inland Waters
[2], as well as the European Open Science Cloud (EOSC)
initiative [3]. The overarching objective of Blue-cloud 2026
is to further develop the European federation of marine and
inland water data management infrastructures and services.
This development aims to enhance the FAIRness (Findabil-
ity, Accessibility, Interoperability, and Reusability) of data,
provide advanced analytical capabilities, and ensure higher

1 Blue-Cloud 2026, “Homepage”, https://blue-cloud.org/

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s41060-024-00664-0&domain=pdf
http://orcid.org/0000-0003-2075-4742
https://blue-cloud.org/


International Journal of Data Science and Analytics

quality data provision, in line with the principles of the GO
FAIR initiative.2 The project, which started on January 1,
2023, lasts three and a half years and is aboutmidway through
its timeline.

Blue-cloud 2026 is undertaken by leadingEuropean ocean
and marine data and knowledge initiatives, such as the Euro-
pean Marine Observation and Data Network (EMODnet)
and the Copernicus Marine Environmental Monitoring Ser-
vice (CMEMS), alongside prominent aquatic environmental
research infrastructures. These entities, collectively referred
to as Blue Data Infrastructures (BDIs), are at the forefront
of this initiative, coordinating collection and publication of
marine data worldwide, including both streaming data and
curated data products.

A key feature of Blue-cloud is its data systems broker-
ing approach, which builds a harmonized platform on top
of autonomous heterogeneous systems. The broker relies
on a harmonized common metadata model, known as the
Blue-cloudmetadata profile. This profile comprises elements
deemed most important for discovering and accessing blue
data, including URIs to unambiguously reference concepts
following the linked data approach.

The metadata brokering platform detailed in this arti-
cle and in charge of the Institute of Atmospheric Pollution
Research (IIA) of the National Research Council of Italy
(CNR) (CNR-IIA) is based on the Discovery and Access
Broker (DAB) open technology and has been established
through collaborative work among project technical coordi-
nators, broker developers, and data providers, incorporating
agile development cycles and feedback.

Thanks to the metadata brokering platform, users can
search across harmonized dataset collections through the
online available Blue-cloud portal.3 Access and further pro-
cessing of the matching data collections is the responsibility
of other components of theBlue-cloud infrastructure, namely
the data brokering component, the data cache, and the Virtual
Research Environment (VRE).

Additionally, the metadata brokering platform allows for
detailed analyses of the available metadata content, as dis-
cussed in this work. This additional capability can serve the
marine community to assess and improve the information
quality. Furthermore, the platform facilitates the information
flow to other initiatives, such as the Global Earth Obser-
vations System of Systems (GEOSS) and enables seamless
integration with other components that can generate added
value from the metadata content, such as the Blue-cloud
Semantic Analyzer.

2 GO FAIR, “GO FAIR Initiative”, https://www.go-fair.org/go-fair-init
iative/
3 Blue-Cloud, “Blue-CloudData Discovery&Access Service”, https://
data.blue-cloud.org/search

2 Blue data infrastructures

In the context of Blue-cloud 2026 project, BDIs are the
key systems providing blue data. The European organiza-
tions responsible for BDIs are project partners selected for
their regional and global relevance. Each of these organiza-
tions efficiently aggregates contributions frommultiple local
and regional data providers within their specific domains,
establishing a domain-based normalization path. Nonethe-
less, currently, no single organization or infrastructure offers
comprehensive data coverage across all marine domains. The
Blue-Cloud 2026 project aims to bridge this gap by enabling
multidisciplinary marine data search and access.

This section provides a short overview of the BDIs
involved in the Blue-Cloud project. It introduces the data
asset associated with each BDI, details the technical con-
tact that was involved in Blue-Cloud activities and lists the
available human-accessible portals. Finally, it covers the web
service interfaces for data sharing, including the protocols,
data models and vocabularies used for the machine-to-
machine connection to Blue-Cloud, highlighting the existing
heterogeneity and the challenges posed by big data variety
[4]. Additional information is also available in the Blue-
Cloud 2026 project deliverables [5, 6].

2.1 Argo

Data asset Salinity, temperature, biogeochemistry and ocean
currents data froma robotic fleet that dives and glides through
the oceans. A web portal is available.4

Technical contact The French national institute for ocean
science and technology (Ifremer),5 member of the European
Research Infrastructure Consortium (ERIC) Euro-Argo,6 the
European partner of the Argo program.

Web service Swagger 2.0 Application Programming
Interface (API),7 with custom, JavaScript Object Notation
(JSON) based data model. No controlled vocabularies seem
to be used.

2.2 ELIXIR-ENA

Data asset The European Nucleotide Archive (ENA) is a
comprehensive open repository of the world’s nucleotide
sequencing information. A web portal is available.8

4 Euro-Argo ERIC, “Argo Fleet Monitoring”, https://fleetmonitoring.
euro-argo.eu/dashboard
5 Ifremer, “Homepage”, https://en.ifremer.fr/
6 Euro-Argo ERIC, “Homepage”, https://www.euro-argo.eu/
7 Euro-Argo ERIC, “Argo Fleet Monitoring API”, https://fleetmonitor
ing.euro-argo.eu/swagger-ui.html
8 EMBL-EBI, “ENA browser”, https://www.ebi.ac.uk/ena/browser/
view/
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Technical contact European Bioinformatics Institute
(EBI) of the European Molecular Biology Laboratory
(EMBL) (EMBL-EBI).9

Web service Swagger 3.0 API,10 with custom, JSON
based data model. No controlled vocabularies seem to be
used.

2.3 ELIXIR-MGnify

Data asset The MGnify platform [7] is an analytical com-
ponent of the ELIXIR-ENA system. It is dedicated to the
assembly, analysis and archiving of microbiome-derived
nucleic acid sequences from different environments. A web
portal is available.11

Technical contact EMBL-EBI.
Web service OpenAPI Specification 3.0 API,12 with cus-

tom, JSON based data model. No controlled vocabularies
seem to be used.

2.4 EMODnet chemistry

Data asset Chemistry observation data related to eutrophi-
cation, contaminants, and marine litter. The platform aims to
produce validated, aggregated data collections and interpo-
lated map products. A web portal is available.13

Technical contact National Institute of Oceanography
and Applied Geophysics of Italy (OGS)14 and Ifremer.

Web service Open Geospatial Consortium (OGC) Cata-
logue Service for theWeb (CSW) 2.0.2 International Organi-
zation for Standardization (ISO) application profile, imple-
mented using GeoNetwork technology.15 Its data model is
ISO 19115 based, encoded as ISO 19139 Extensible Markup
Language (XML). The Infrastructure for Spatial Information
in the European Community (INSPIRE) theme register16 is
used for keywords, Natural Environment Research Council
(NERC) Vocabulary Server (NVS) vocabularies [8], 9 are
used for parameters and the European Directory of Marine
Organisations (EDMO)17 for organizations.

9 EMBL-EBI, “Homepage”, https://www.ebi.ac.uk/
10 EMBL-EBI, “ENA Portal API”, https://www.ebi.ac.uk/ena/portal/
api/
11 EMBL-EBI, “MGnify”, https://www.ebi.ac.uk/metagenomics
12 EMBL-EBI, “MGnify API”, https://www.ebi.ac.uk/metagenomics/
api/docs/
13 EMODnet, “EMODnet Chemistry”, https://emodnet.ec.europa.eu/
en/chemistry
14 OGS, “Homepage”, https://www.ogs.it/en
15 EMODnet, “EMODnet Chemistry products catalogue”, https://em
odnet.ec.europa.eu/geonetwork/emodnet/eng/csw?
16 INSPIRE, “INSPIRE theme register”, https://inspire.ec.europa.eu/
theme
17 MARIS, “EDMO Homepage”, https://www.seadatanet.org/Meta
data/EDMO-Organisations

2.5 EMODnet physics

Data asset In situ ocean physics time-series data, vertical
profiles, and metadata, including parameters such as temper-
ature, salinity, currents, sea level trends, wave height, wind
speed, and more. A web portal is available.18

Technical contact ETT.19

WebserviceERDDAP [10] service,20 with custom, JSON
exportable datamodel.NVSvocabularies are used for param-
eters.

2.6 EMSO ERIC

Data asset The European Multidisciplinary Seafloor and
Water Column Observatory (EMSO) is a distributed infras-
tructure comprising ocean observation systems across 14 test
sites, storing a wide range of data for marine monitoring pur-
poses. A web portal is available.21

Technical contact EMSO-ERIC.22

Web service: ERDDAP service,23 with custom, JSON
exportable datamodel.NVSvocabularies are used for param-
eters and EDMO is used for organizations.

2.7 EurOBIS

DataassetBiogeographic data focusedon taxonomyanddis-
tribution records in Europeanmarinewaters and byEuropean
researchers globally, including species presence, abundance,
biomass data, and length measurements. A web portal is
available.24

Blue-cloud technical contact FlandersMarine Institute25

(VLIZ), manager of the European node of the international
Ocean Biodiversity Information System (EurOBIS).

Web service Linked data endpoint,26 with Data Cata-
log Vocabulary (DCAT) based data model, Turtle Resource
Description Framework Schema (RDFS) encoded. The
World Register of Marine Species (WoRMS) [11] is used
for keywords, NVS vocabularies are used for parameters and

18 EMODnet, “EMODnet Physics”, https://emodnet.ec.europa.eu/en/
physics
19 ETT, “Homepage”, https://ettsolutions.com/
20 EMODnet, “EMODnet Physics ERDDAP”, https://data-erddap.em
odnet-physics.eu/erddap
21 EMSO-ERIC, “EMSO data portal”, https://data.emso.eu/home
22 EMSO-ERIC, “Homepage”, https://emso.eu/
23 EMSO-ERIC, “EMSO ERDDAP service”, https://erddap.emso.eu/
erddap/index.html
24 VLIZ, “EurOBIS data access & services”, https://www.eurobis.org/
data_access_services
25 VLIZ, “Homepage”, https://vliz.be/en
26 VLIZ, “EurOBIS linked data endpoint”, https://marineinfo.org/id/
collection/619.ttl
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instruments and VLIZ MarineInfo registry27 for organiza-
tions.

2.8 EcoTaxa

Data asset Planktonic biodiversity data.28

Blue-cloud technical contact Laboratoire
d’Océanographie de Villefranche (LOV)29 of the Sor-
bonne University.

Web service EcoTaxa data is shared through the EurOBIS
service, as such in this analysis isn’t treated as a separate
subset.

2.9 ICOS data portal

Data asset Long-term oceanic observations focused on the
global carbon cycle and climate-relevant gas emissions, gath-
ered byover 130greenhouse gasmeasurement stations across
Europe and neighboring regions. A web portal is available.30

Technical contact IntegratedCarbonObservationSystem
(ICOS).31

Web service SPARQL Protocol and RDF Query Lan-
guage (SPARQL) endpoint service,32 with custom, JSON
based data model. ICOS community registry is used for
parameters, organizations and projects.

2.10 ICOS SOCAT

Data asset Surface ocean CO2 Atlas (SOCAT) measure-
ments, featuring 35.6 million quality-controlled fCO2 obser-
vations from 1957 to 2023, sourced from over 10 countries.
A homepage is available.33

Technical contact University of Bergen34 (UiB), Pacific
Marine Environmental Laboratory35 (PMEL) of theNational
Oceanic and Atmospheric Administration (NOAA).

Web service ERDDAP service,36 with custom, JSON
exportable data model. No controlled vocabularies seem to
be used.

27 VLIZ, “MarineInfo”, https://marineinfo.org/
28 EcoTaxa, “EcoTaxa exploration”, https://ecotaxa.obs-vlfr.fr/expl
ore/
29 LOV, “Homepage”, https://lov.imev-mer.fr/web/
30 ICOS, “ICOS data portal”, https://data.icos-cp.eu/portal
31 ICOS, “Homepage”, https://www.icos-cp.eu/
32 ICOS, “ICOS SPARQL endpoint”, https://meta.icos-cp.eu/sparql
33 ICOS-SOCAT, “Homepage”, https://socat.info/
34 UiB, “Homepage”, https://www.uib.no/en
35 NOAA PMEL, “Homepage”, https://www.pmel.noaa.gov/
36 ICOS-SOCAT, “ICOS-SOCAT ERDDAP service”, https://data.
pmel.noaa.gov/socat/erddap/tabledap/socat_v2023_fulldata

2.11 SeaDataNet—open datasets

Data asset Marine open datasets and data products from
European research cruises and observational activities, cov-
ering European coastal marine waters, regional seas, and the
global ocean. A web portal is available.37

Technical contact Mariene Informatie Services38

(MARIS).
Web service XML based inventory service,39 encoded

as SeaDataNet Common Data Index (CDI) ISO profiles
[12]. The INSPIRE theme register is used for keywords;
NVS vocabularies are used for parameters, instruments and
platforms; the EDMO is used for organizations; the Cruise
Summary Report40 (CSR) Inventory is used for cruises and
the European Directory of Marine Environmental Research
Project41 (EDMERP) is used for projects.

2.12 SeaDataNet products

Data asset Derived data products including aggregated data
collections and climatologies, such as temperature and salin-
ity datasets. A web portal is available.42

Technical contact MARIS.
Web portal SeaDataNet Data Products.
Web service OGC CSW 2.0.2 ISO application pro-

file, implemented using GeoNetwork technology.43 Its data
model is ISO 19115 based, encoded as ISO 19139XML. The
INSPIRE theme register is used for keywords; NVS vocab-
ularies are used for parameters and the EDMO is used for
organizations.

2.13 SIOS

DataassetLong-termmeasurements in and aroundSvalbard,
focusing onEarth SystemScience questions related toGlobal
Change. A web portal is available.44

Technical contact The Svalbard Integrated Arctic Earth
Observing System (SIOS).45

37 SeaDataNet, “SeaDataNet CDI”, https://cdi.seadatanet.org/search
38 MARIS, “Homepage”, https://www.maris.nl/
39 SeaDataNet, “SeaDataNet Open Datasets inventory”, https://cdi.se
adatanet.org/report/aggregation/open
40 SeaDataNet, “Cruise Summary Report Inventory”, https://csr.seadat
anet.org/
41 SeaDataNet, “EDMERP”, https://edmerp.seadatanet.org/
42 SeaDataNet, “Data Products”, https://www.seadatanet.org/Prod
ucts#/search
43 SeaDataNet, “SeaDataNet products catalogue”, https://sextant.ifre
mer.fr/geonetwork/srv/eng/csw-SEADATANET
44 SIOS, “Data access portal”, https://sios-svalbard.org/metsis/search?
45 SIOS, “Homepage”, https://sios-svalbard.org/
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Web service Blue-Cloud tailored Open Archives Initia-
tive Protocol for Metadata Harvesting (OAI-PMH) service
endpoint,46 its data model is Directory Interchange Format
(DIF) Standard. Climate and Forecast (CF) Standard Name
Table47 is used for parameters.

3 Blue-cloud brokering approach

Blue Data currently comes from a dozen different infras-
tructures, platforms, and systems. To provide a common,
harmonized entry point for data discovery and access, great
heterogeneitymust be addressed: the data sources introduced
make use of different interfaces (e.g., OAI-PMH, CSW-ISO
2.0. 2, Inventory services, ERDDAP, SPARQL, OpenAPI
API, Swagger API) and different metadata/data models (e.g.
DIF, ISO 19115, CDI ISO 19115 profile, 5 different JSON-
encoded customizationmodels, DCAT/RDFS). It should also
be kept in mind that other sources may be added in the near
future and that some of those already connected may decide
to evolve and/or change their services interface or datamodel.
For example, the EurOBIS BDI replaced its OAI-PMH ser-
vice with a linked data service during last year. This context
highlights the need for a brokering archetypal pattern.

Over the past decades, a brokering approach [13, 14]
has been successfully experimented with in various Earth
Science initiatives and disciplines [15, 16, 17], to real-
ize systems of systems, such as GEOSS [18], the Ocean
Data Interoperability Platform (ODIP) [19, 20], and the
World Meteorological Organization (WMO) Hydrological
Observing System (WHOS) [21]. The enabling technology
adopted in these cases, as well as in Blue-Cloud, is the DAB
[22–25]. Developed and operated by the Earth and Space
Science Informatics Laboratory (ESSI-Lab) of CNR-IIA as
an open-source project available on GitHub48 the DAB has
been continuously advanced over the years through public
research funding.

In this context, the broker is a third-partymiddleware com-
ponent that plays a crucial role in the digital ecosystem by
facilitating data flow from provider systems to consumer sys-
tems (e.g., portals, dashboards, models), thereby enabling
discovery, access and further data processing [26]. Its use is
particularly advantageous in building multidisciplinary sys-
tems where each system maintains its own autonomy and

46 SIOS, “SIOS OAI-PMH service for Blue-Cloud”, https://bluecloud-
sios.csw.met.no/csw.py?mode=oaipmh
47 CF Community, “CF Standard Name Table”, https://cfconventi
ons.org/Data/cf-standard-names/current/build/cf-standard-name-table.
html
48 ESSI-Lab of CNR-IIA, “DAB GitHub page”, https://github.com/
ESSI-Lab/DAB

specificity, allowing them to evolve according to the needs
of their respective communities.

The broker pattern alleviates the burden of both functional
and metadata model mediation between different provider
systems and consumer systems. This complexity is better
managed by a dedicated central component (the broker),
reducing the effort required from other system components.
Data providers can continue to publish online data through
their preferred service interfaces, while data consumers ben-
efit from harmonized portals and standard service interfaces
to access harmonized data programmatically.

The DAB is flexible and comprises pluggable compo-
nents called accessors, which handle metadata mediation
(e.g., crosswalks) from data provider models to the harmo-
nized central model. A crosswalk is defined as the mapping
of the elements, semantics, and syntax from one metadata
scheme to those of another [27], where mapping is the corre-
spondence between instances of one model and instances
of another model that represent the same meaning [28].
Profiler components manage metadata mediation from the
harmonized central model to the data consumer’s required
model. By relying on a central harmonized model, the broker
approach optimizes the general task ofmediation fromm data
provider models to n data consumer models (which would
typically require m × n mappings) to the more manageable
task of implementing m + n components. Thus, only one
additional mediation component needs to be implemented
when a new system with a new model or protocol joins the
system of systems.

3.1 Blue-cloudmetadata profile

The harmonized model is a fundamental component of the
brokering approach and must be carefully chosen, as it will
be the basis for describing the harmonized data. For Blue-
Cloud, it has been designed to include mandatory elements
essential to the overall Blue-Cloud objectives of discovery,
evaluation, access, and use. Additionally, being based on a
solid metadata standard, it is rich enough to accommodate
detailed information, allowing for the inclusion of precise
optional information to further describe the marine collec-
tions.

The Blue-Cloud data model is based on the ISO 19115-1
[29] metadata model, which defines over 400 metadata ele-
ments. Its encoding is based on ISO 19115-3 [30]. Although
the underlying model is capable of hosting very detailed
information, which each BDI is encouraged to provide, only
a few elements are strictly required or suggested in the Blue-
Cloud context:

• Blue-cloud core elements (metadata) identifier, title,
keyword, keyword Uniform Resource Identifier (URI),
bounding box, temporal extent, parameter, parameter URI,
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instrument, instrumentURI, platform, platformURI, orga-
nization, organization URI, organization role, (metadata)
datestamp, (resource) revision date, (resource) identifier

• Blue-cloud recommended elements keyword type,
cruise, cruise URI, project, project URI

The use ofURIs is essential for implementing a linked data
approach, where ontologies can be referenced in the records,
thereby removing ambiguities in meaning.

Adopting a brokering framework can also be benefi-
cial for improving metadata quality. Once harmonization is
complete, automatic components, known as metadata aug-
menters, can process the harmonized metadata to enhance it
– such as completing missing elements by reasoning on the
existing content. The Semantic Analyzer introduced in the
next section could potentially perform these functions in the
future.

3.2 Blue-cloud DAB deployment

Figure 1 shows theBlue-CloudDABdeployment (in themid-
dle), highlighting the connections with the BDIs on the left
side and the consumer components on the right.

One accessor component for each BDI type has been
developed and/or plugged in the Blue-Cloud DAB, specif-
ically:

• EuroArgo accessor, brokering EuroArgo JSON based
API. Each Argo platform is mapped to a dataset collec-
tion.

• ELIXIR-ENA accessor, brokering ELIXIR-ENA JSON
based API. Each study is mapped to a dataset collection.

• ELIXIR-MGnify accessor, brokering ELIXIR-MGnify
JSON based API

• CSW-ISO accessor, brokering both EMODNet Chem-
istry and SeaDataNet products OGC CSW ISO based
services

• ERDDAP accessor, brokering both EMODnet Physics,
EMSO ERIC and ICOS SOCAT ERDDAP services

• EurOBIS accessor, brokering EurOBIS linked data end-
point based on Turtle RDFS

• OAI-PMH accessor, brokering SIOS OAI-PMH service
based on DIF model

• ICOS portal accessor, brokering ICOS Portal SPARQL
endpoint

• SeaDataNet CDI accessor, brokering SeaDataNet-Open
inventory service based on CDI metadata profile of ISO
19115

The Blue-Cloud DAB enables information to flow from
the BDIs to the Blue-Cloud client components, specifically:

• OrchestratorDeveloped byMARIS, Responsible for har-
vesting metadata collections from the Blue-Cloud broker
to provide users with a unified search experience through
the Blue-Cloud web portal.

• Semantic analyzer Developed by the British Oceano-
graphic Data Centre (BODC), the Semantic Analyzer
is responsible for performing semantic analysis on the
harmonized metadata [31, [32]. Specifically, free text
elements are checked against well-known oceanographic
ontologies, to identify potential concept URI matches,
which are then communicated back to providers to improve
the original records.

• Metadata reports Developed by CNR-IIA, a web appli-
cation for visualizing metadata completeness supporting
BDI implementation. It displays the total number of
records, the percentage of core metadata elements avail-
able per BDI and sample core metadata element values.

• Metadata analysis OpenSearch data analysis service was
connected to the DAB to specifically support the analysis
detailed in this article.

• Discovery test portal Developed by CNR-IIA, a sample
demo portal useful for BDIs to manually perform discov-
ery of Blue-Cloud collections and verify that the mapping
is correct.

• GEOSS connector (not shown) Developed by CNR-
IIA, responsible for publishing Blue-Cloud records to the
GEOSS initiative. Although this component was techni-
cally successfully tested, the operational dissemination of
Blue-Cloud data to GEOSS has not yet officially started.

One profiler component for each Blue-Cloud client has
been developed and/or plugged in the DAB taking care of
mediation, specifically:

• CSW-ISO profiler, used to publish an OGC CSW ISO
application profiler compliant service, allowing metadata
harvesting through GetRecords requests by the Orchestra-
tor component

• Terms API profiler, a JSON based OpenAPI described
API to gather statistics about the DAB metadata content.
The client can request the list of terms (values) used for a
specific metadata element by a specific BDI in its records.

• OpenSearch API profiler, used to publish OpenSearch
search engine standard, describing the allowed query tem-
plates and the JSON or GeoRSS49 Atom response types

• OpenSearch upload tool, this component is used to trans-
form Blue-Cloud records to JSON and upload them to an
OpenSearch compliant service, given its endpoint and cre-
dentials

49 OGC, “OGC GeoRSS Encoding Standard”, https://www.ogc.org/st
andard/georss/.
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Fig. 1 Brokering approach implementation in Blue-cloud 2026. Blue-cloud DAB enables information to flow from BDIs shown in the left toward
Blue-Cloud client components shown in the right

4 Analysis methodology and results

Metadata records provided by the BDIs are continuously
harmonized by the DAB to a central database. To analyze
them a snapshot, taken on 19 June 2024, was loaded into an
OpenSearch service: a RESTful search and analytics suite
that simplifies data ingestion, search, visualization and anal-
ysis.50 A custom script was developed to execute queries
against the OpenSearch service and generate the results pre-
sented in the following sections, enabling reproducibility
thereby.

4.1 Metadata quantity

On June 19th, 2024, the platform hosted nearly 70,000 col-
lections. Figure 2 represents the count of collection records
shared by each BDI. Although 12 providers are currently
contributing, it turns out that a single data provider (ELIXIR-
ENA) shares more than half of the records (55.47%). The
second-largest contributor, ARGO, shares more than a quar-
ter of the records (28.07%).The third is SOCATwith 11.14%,
while the remaining nine providers collectively contribute the
rest (5.32%).

There is an obvious imbalance between the providers.
This could be due to several factors, such as different lev-
els of aggregation of the data sets. This disproportion could
make records from smaller providers more difficult to find
compared to those from the larger contributors. Assuming
a similar distribution of records across providers, applying
general search criteria (such as spatial or temporal extent)

50 OpenSearch, “Homepage”, https://opensearch.org/

would likely return more records from the larger providers.
However, this problem ismitigatedwhen applying a thematic
query (e.g., a keyword or parameter search) that can only be
satisfied by certain data providers. The overall completeness
and validity of the metadata also suffer from this dispropor-
tion.

4.2 Metadata completeness

As shown in Fig. 3, the core metadata elements are gener-
ally well-represented, with some notable exceptions: spatial
extent is missing in 35.74% of the dataset collections, project
information in 21.5%, instrument details in 14.65%, tempo-
ral extent in 8.79%, and platform information in 3.05% of
the dataset collections.

The use of URIs remains very limited in metadata val-
ues: they are predominantly used for organizations (in 4.43%
of the dataset collections), keywords (3.48%), parameters
(2.04%), and instruments (1.87%). This limited adoption
captures a significant area for improvement to enhance data
interoperability and reduce ambiguities at this stage of the
project, that should be substantially filled at the end of the
project.

Figure 4 highlights the champion providers in the use
of URIs. SeaDataNet Open predominantly uses URIs to
describe all key elements, utilizingNVS vocabularies [8], the
EDMO, and the INSPIRE theme registers.51 The EurOBIS
data provider follows closely, with significant use of concept
URIs for keywords (i.e. marine species vocabulary), orga-
nizations (i.e. marineinfo.org vocabulary), and instruments

51 INSPIRE, “INSPIRE theme register”, https://inspire.ec.europa.eu/
theme
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Fig. 2 Percentage of records by
BDI
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Fig. 3 Availability of core metadata elements. The second spider diagram on the right provides a more detailed view, specifically zooming in on
the availability of concept URIs

(i.e. NVS vocabularies). EMODnet Chemistry also employs
URIs to describe keywords (i.e. INSPIRE Themes and NVS
vocabularies), parameters (i.e. NVS vocabulary P02), and
organizations (i.e. EDMO vocabulary). The ICOS Data Por-
tal uses ICOS community vocabularies for organizations and
projects. The EDMO vocabulary for organizations is also
used by EMSO-ERIC and SeaDataNet products, making it
the most used vocabulary, adopted by six data providers.
Finally, SeaDataNet products uses NVS vocabularies for
parameters and INSPIRE themes for keywords.

Figure 5 analyzes the type ofmissing items by source. The
graph is normalized to improve readability, also highlighting
elements with few missing values. In the case of EurOBIS,

some elements seem to bemissing frequently, but this is prob-
ably due to ongoing efforts to improve the metadata model
that characterizes the shared data: in some cases, the records
have not yet been fully updated, while in other cases the
connection to the broker has not yet been fully established.
Examining the absolute values, the most significant quan-
tities of EurOBIS missing data pertain to platforms (1,359
occurrences), instruments (1,046 occurrences), and projects
(1,359 occurrences).

In terms of volume, however, ELIXIR-ENA appears to
have the most records in need of improvement, with 22,691
recordsmissing spatial extents, 4,709 recordsmissing tempo-
ral extents, and 11,542 records lacking project information.
Further investigation is required, in collaboration with the
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Fig. 4 Linked data elements by
provider

provider, to determine the reasons for these low percentages.
Since ELIXIR-ENA is focused on a domain that is some-
what different from typical marine observations (nucleotide
sequencing), it is possible spatial and temporal information
is often not strictly relevant for the study purposes and, as a
result, is not typically recorded by the originators.

ICOS SOCAT also has a substantial number of missing
instrument values (7,484 records), as well as missing tem-
poral extents (615 records) and spatial extents (615 records).
For SIOS, it appears that resource identifiers (e.g., dataset
collection DOIs) are currently missing in 211 cases. Com-
mon metadata elements such as the missing title could be
easily fixed by EMODnet Chemistry (12 records) and Argo
(2 records).

4.2.1 Introducing availability and validity indicators

The analysis revealed a limited but notable absence of core
metadata elements and a low percentage of core metadata
elements available as conceptURIs.A set ofmetadata quality
indicators is proposed to address the identified issueswith the
aim to assess and monitor metadata availability and validity
over time:

• Indicator 1 percentage of records containing the � core
metadata element, where � is one of the following:
resource identifier, title, spatial extent, temporal extent,
keyword, parameter, organization, platform, instrument,
or project

Table 1 Availability indicators per metadata element: (1) percentage
of documents with elements available and (2) percentage of document
with elements available as concept URIs

�/� Indicator 1 (%) Indicator 2

Resource identifier 99.46 N/A

Title 99.93 N/A

Spatial extent 64.26 N/A

Temporal extent 91.20 N/A

Keyword 99.96 3.48%

Parameter 99.31 2.04%

Organization 99.73 4.43%

Platform 96.94 1.41%

Instrument 85.34 1.87%

Project 78.50 1.01%

• Indicator 2 percentage of records containing the � meta-
data element as a concept URI, where � is one of the
following: keyword, parameter, organization, platform,
instrument, or project

Table 1 presents the status of the two availability indi-
cators, time being. The aim is to reassess these indicators
at the project’s conclusion. Two potential targets could be
set to halve the gap to completion of Indicator 1 for all ele-
ments and to double the values of Indicator 2 for all elements,
respectively.
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Fig. 5 Missing elements by provider

The analysis also identified issues with the metadata
content, specifically with the values of certain metadata
elements. For example, invalid bounding box values were
detected, such as coordinates outside the allowed range (i.e.
−180 < � longitude < � 180 and−90 < � latitude < � 90).
In some cases, incorrect positions were published, while in
other cases, the semantics was unclear (for example, a value
of –99.99 was used by a data provider to indicate a missing
value rather than an actual position; this semantics wasn’t
correctly interpreted by theDAB).Other issues regarded very
short resource identifiers and titles, (with length less than four
characters) and invalid temporal extents. These issues might
stem from errors in the original data publication or in the bro-
kering implementation. The identified issues were analyzed
and, when necessary, reported to data providers to improve
the original data publication and the implementation of the
connection with the broker.

Wepropose also to achieve other indicators to easily verify
targets for ensuring the validity of the content of important
metadata elements by the project’s end (the goal is to reach
0% for all of them):

• Indicator 3 percent of records characterized by aResource
Identifier of less than four characters which is invalid

• Indicator 4 percent of records characterized by a Title of
less than four characters which is invalid

• Indicator 5 percentage of records with invalid Spatial
Extent, with latitude values outside allowed range (i.e. -90

Table 2 Four basic indicators for metadata validity of (3) resource
identifier, (4) title, (5) spatial extent and (6) temporal extent metadata
elements

Indicator 3 Indicator 4 Indicator 5 Indicator 6

0.21% 0.01% 0.02% 0.02%

and 90 degrees and longitude values outside -180 and 180
degrees)

• Indicator 6 percentage of records with invalid Temporal
Extent, with the end date less than the start date. In general,
special attention should be given to temporal ranges before
the year 1000CE (which are unlikely to represent historical
data), and after the current year (which are unlikely unless
they pertain to model forecasts).

Table 2 shows the status of these indicators, time being.
The goal is to reassess them at the project’s conclusion, when
a significant decrease is expected.

Of course, other indicators could be added as more invalid
data types are discovered, along with their test definition.

4.3 Cited organizations

There are 126,348 organizations cited as responsible parties
in the analyzed metadata records; each citation can include:
an organization name, a URI, and a role. The most cited roles
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Fig. 6 Organization roles

(which however are often missing) are distributed according
to Fig. 6.

Figure 7 shows the ten most cited organization names.
The large number of occurrences is influenced by duplicates,
as in the case of “AOML” and “NOAA AOML”. To avoid
these ambiguities, Blue-Cloud 2026 is putting efforts on
metadata curation, in order to reference concept URIs from
well-established registries: for example, EDMO is often used
in theEuropeanmarine community,while theResearchOrga-
nization Registry (ROR) is worth mentioning as a global,
community-led registry for research organizations [33, 34].

4.4 Thematic coverage

A valuable practice to characterize the theme of a dataset
collection is the use of keyword elements, which must
be provided by data providers, as textual information, to
facilitate dataset discovery and evaluation. Figure 8 shows
the 200 most frequently used keywords, along with their
occurrence counts. The colors represent the data provider
originating each keyword. The diagram offers insights into
the distribution of keywords among providers, highlight-
ing potential areas for improvement, in collaboration with
BDIs, to enhance users search experience. The first two sig-
nificant spikes correspond to the keywords “ELIXIR-ENA”
(with 37,270 occurrences) and “ARGO” (with 18,859 occur-
rences). This can be explained by the fact that each record
typically includes a keyword corresponding to the name of
the BDI, which is often present in the original metadata but
sometimes added by the broker to allow searches based on
the provider’s name.

Upon closer examination of the most frequently used key-
words, a few were found to hold little to no informational
content, acting as placeholders such as “missing” (2,469
occurrences) and numerical identifiers such as “31” (8,767
occurrences).

After these initial spikes a plateau is noticeable in the
graph, corresponding to keywords from the ICOS-SOCAT
BDI. This unusual pattern reflects that all 7,484 ICOS-
SOCAT records share the same 154 keywords.

Labeling all records with the same keywords will be inef-
fective for users trying to select a specific subset of interest.
Additionally, if a provider’s records have an excessive num-
ber of keywords, these records may dominate the overall
discovery space, being returned more frequently than others,
potentially harming the performance of the entire infrastruc-
ture.As noted in SEOpractices [35], “usingmassive numbers
of keywords in your content may achieve short-terms gains”,
but the long-term goal of the Blue-Cloud ecosystem is to
improve the performance of user searches, by increasing the
relevance of returned records and reducing the number of
undesired results. Addressing this issue is therefore a prior-
ity.

Further investigation revealed that the BDI provides a sin-
gle metadata record to describe its entire information content
at the BDI level. This record is used as a template for all
records in the DABmapping, which is further modified using
metadata at dataset level, such as spatial extent. However,
because keywords are not provided at the dataset level, the
resulting keywords are derived from the long list present at
the BDI level.

The decision to use these BDI-level keywords for all the
records was made to benefit the specific BDI with the best
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Fig. 7 Top 20 organizations

Fig. 8 Top 200 keywords

effort using the available metadata, albeit at the expense of
the broader ecosystem. Another option would have been to
exclude keywords entirely, which would disadvantage the
specific BDI but benefit the ecosystem. Now that the issue
has been identified, the best course of action is to contact the
BDI, explain the issue and work together on a solution.

To make the keyword analysis more meaningful, a fil-
ter was applied to remove selected keywords: data provider
names, the “missing” keyword, two digits keywords and
all records from the “ICOS-SOCAT” provider. The results,
focusing on the top 75 keywords for increased readability,
are shown in Fig. 9.

Keywords from Argo dominate the first part of the graph,
as expected given that Argo is the second largest provider.
These keywords were automatically (and somewhat arbitrar-
ily) extracted by the DAB from other Argo fields (such as
sensor model, maker and other identifiers), since Argo does
not provide a specific keyword field. After the initial portion
of the graph, keywords from different BDIs begin to appear,
intermingling with one another. These keywords belong to
different categories, including the observation medium (e.g.,
“sea water”), observed parameters (e.g. “air pressure”), or
geographical features like sea names (e.g., “Mediterranean”,
“Black Sea”).
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Fig. 9 Top 75 keywords, after a
filter to remove selected
keywords for increased
readability has been applied

One issue highlighted by this analysis is again the pres-
ence of syntactic variations between similar terms, which
stems from the lack of standardized URIs (e.g., “sea_water”,
“seawater”, “sea water”, …). This inconsistency can hinder
the effectiveness of keyword searches and data discovery.

4.5 Parameters

The 20 most present parameters are distributed according
to Fig. 10. Amongst the most present, “SUBSURFACE
PRESSURE”, “WOCE flag for aqueous CO2” and “ma-
rine metagenome”, coming respectively from Argo, ICOS
SOCAT and ELIXIR-ENA, which dominates this plot.

4.6 Instruments

The top 20 instruments are shown in Fig. 11. Argo and
ELIXIR-ENA equally dominate this plot, respectively with
“DRUCK_2900PSIA” and “Illumina HiSeq 2500” instru-
ments. SeaDataNet is the third present BDI, but ranks only
31th with “CTD”.

4.7 Platforms

The top 20 platforms are shown in Fig. 12. “ILLUMINA” is
the most frequent platform, largely dominating, because of
occurring in most of the records of ELIXIR-ENA (the largest
BDI). Argo follows with the “APEX Profiling FLOAT”. Sea-
DataNet, the third most prominent BDI in this graph ranks
only 11th place with the platform “research-vessel”. It is

important to note that the list includes both platform cate-
gories and specific vessel names, such as “Nuka Arctica”
from ICOS Data Portal, highlighting again differences in
granularity.

4.8 Temporal coverage

As shown by Fig. 13, the considered dataset collections cover
a temporal range starting as early as 1700with historical data,
gradually increasing until the year 2000, when data avail-
ability accelerates, reaching a peak in 2016 (10,462 records),
2017, and2018.Availability thendecreases to the current par-
tial year, which has 4,537 dataset collections. Essentially, no
dataset collections report future dates (except for two dataset
collections that have incorrect dates), confirming that there
is no forecast data included beyond today’s date.

4.9 Spatial coverage

Themap in Fig. 14 is a further result of the analysis and shows
the grid of occurrence of the georeferenced data collections
that are available with respect to their terrestrial geolocation.
The resolution of the map (i.e., 1 × 1 degree) was chosen
empirically to provide a general overview of the overall con-
tribution of records with respect to different marine areas.

Each grid square shows the records contributing to that
specific area, based on the metadata of the record itself.
Brighter areas indicate a higher number of occurrences,
between 4 and 1536. As expected, marine records are gen-
erally more present than terrestrial records, with particularly
predominant coverage over the north-central Atlantic Ocean.
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Fig. 10 Top 20 parameters

Fig. 11 Top 20 instruments

Coastal areas are also well represented, which may indicate
more coastal monitoring than offshore regions. The presence
of any inaccurate land cover in marine data collections could
be reduced by using higher resolution, or by using polygons
instead of rectangles.

5 Analysis discussion

The analysis performed concerns metadata published by dif-
ferent BDIs, once these have been harmonized, according
to the Blue-Cloud marine metadata profile, by means of a
brokerage service. The goal is to enable ecosystem users to
search the available marine data collections more easily and
efficiently—leaving BDIs free to evolve over time.

Previous studies in this area have examined the meta-
data content of specific systems, such as the following
contributions to the GEOSS initiative: NextGEOSS [36],
Eurac Research [37], and China satellite data [38]. Addi-
tionally, previous research has explored system-of-systems
approaches, like the GEOSS Clearinghouse content analysis
via the Rubric-Q tool [39] and the exploration of the GEOSS
brokering platform content [40, 41], as well as the on-going
FAIR metadata assessments by DataONE initiative.52

Gaps inBlue-Cloudmetadata quality have been identified,
particularly regarding the availability of metadata elements
and the validity of metadata content. To quantitatively assess

52 DataOne, “Make your data FAIR”, https://www.dataone.org/fair/
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Fig. 12 Top 20 platforms

Fig. 13 Temporal coverage: the
plot represents the number of
records with temporal ranges that
intersect each year, from 1900 to
2025. The few historical records
prior to 1900 are excluded from
the view to better appreciate the
trend in recent years

the current state and track progress over time, a set of meta-
data quality indicators are proposed, drawing on approaches
similar to those used in other initiatives, such as the ser-
vice reports of the network Common Data Form (NetCDF)
Attribute Convention for Dataset Discovery (ACDD)53 and
the Key Performance Indicators of WMO Information Sys-
tem (WIS) [42].

Several issues that could hinder effective user searches
have been identified, notably the discrepancies across BDIs
in data quantity and granularity result in the top two providers
(ELIXIR-ENA and Argo) accounting for 83, 81% of the

53 Earth Science Information Partners (ESIP).

records, overshadowing contributions from other BDIs.
Overall metadata quality results are significantly impacted
by this disproportion, as the two top providers are not using
concept URIs and one of them is missing important metadata
elements. Whereas a large use of concept URIs is notable in
other BDIs: SeaDataNet Open, EurOBIS, EMODnet Chem-
istry and SeaDataNet Products.

Missing metadata elements—such as spatial extent
(35.74%), project (21.5%), instrument (14.65%), temporal
extent (8.79%), platform (3.05%)—limit the effectiveness of
user searches and the accurate evaluation of results. In par-
ticular, the lack of spatiotemporal localization of the data
prevents its use in the case of geographic or transformational
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Fig. 14 Spatial coverage: each grid square on the map represents a
one-degree resolution area, with the map using EPSG:4326 coordinate
reference system (CRS). The color of each square reflects the number

of records with spatial extents intersecting that area, ranging from 4 to
1536. Brighter squares indicate higher numbers of intersecting records

analysis of phenomena that may interest society and policy
makers.

Alternate spellings and misspellings emerged to be com-
mon, largely due to the limited presence of concept URIs for
metadata elements, which further hamper effective searches.
Metadata curation (a process that improves metadata based
on existing content and possibly aided by external vocab-
ularies, ontologies and knowledge bases [43]) has been
explored in other works [44, 45], and could be implemented
in Blue-Cloud using the Semantic Analyzer. This component
provides concept URIs that BDIs can already use to improve
metadata publication at the source. The Semantic Analyzer
can effectively interact with the DAB API to match existing
free text against common marine ontologies. In the future,
it could also be used to automatically enhance broker-level
metadata.

An additional problem related to metadata content can be
seen by observing the unusual distributions of metadata val-
ues. A significant example is the distribution of keywords
in ICOS-SOCAT BDI, which are numerous and identical
across all records. This raises questions about the potential
conflict between the goals of data providers-who may use
SEO-type techniques [35] to ensure that their records rank
well in searches-and the goals of ecosystems such as Blue-
Cloud, which aim instead to ensure fair and relevant search
results among all providers, returning only the most relevant
records to users. Generally, this is a typical example of the

belonging-vs-autonomy conflict that each system contribut-
ing to an ecosystem must deal with.

6 Conclusions and way forward

The implementation of the marine data broker has enabled
unified search of diverse marine data collections, facilitated
outreach toward initiatives such as GEOSS, and established a
platform formarinemetadata analysis andquality assessment
that benefits providers.

An information system is only as good as the information it
contains. Therefore, metadata quality and related indicators
play a crucial role in Blue-Cloud and in this work, partic-
ularly regarding metadata availability and validity. Future
work will focus on refining and extending these indicators,
including the analysis of the distribution of metadata values
across providers.

To facilitate this enabling ecosystem process, metadata
quality reports have been made available as a service to each
BDIs, while invalid content was highlighted through direct
communication. Future work will also improve the graphical
presentation of the reports to better communicate areas for
improvement to providers.

Metadata analysis has already proven valuable in improv-
ing the overall quality of metadata within the ecosystem. For
example, important corrections were made after invalid val-
ues, such as spatial coordinates, were reported.
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An important conclusion of the analysis conducted is
the recommendation to review the project’s conclusion to
demonstrate the expected improvements in metadata quality
by all providers. This is in line with Blue-Cloud 2026’s goal
of improving the publication ofmarine data and its FAIRness.
Two primary goals were identified for BDIs: completing the
missing metadata elements and using concept URIs from
ontologies instead of free text. Another key objective will be
to evaluate the effectiveness, from the user’s perspective, of
the unified (ecosystem-wide) search compared to individual
searches conducted at each data provider.

We recognize that achieving these targets will not always
be straightforward, as providers often aggregate data from
other organizations. Adding missing metadata may require
contacting the original data source, which may not always be
feasible ormay involve information that is lost. In such cases,
providing an explanation for the missing metadata element
could be beneficial.

The BODC Semantic Analyzer component provides sup-
port to data providers, as free-text elements in the harmonized
metadata can be evaluated against existing vocabularies
and ontologies, with suggested matching concept URIs to
enhance metadata quality. The Semantic Analyzer could
also be more tightly coupled with the DAB, potentially
empowering DAB harmonization through tentative seman-
tics mappings. While this experimental approach could
deliver semantically enriched results to the end user, it carries
the risk of introducing errors through incorrect mappings.

Documenting the mapping from the BDI to the harmo-
nized model in a more formal manner is another area that
could be further investigated in future work, particularly with
regard to the openness and FAIRness of the results.

7 Glossary

Term Definition

ACDD Attribute convention for
dataset discovery

API Application programming
interface

BDI Blue data infrastructure

BODC British oceanographic data
centre

Broker [13] An intermediary middleware
dynamically implementing a
many-to-many
interconnection for a
client–server framework

Term Definition

CDI Common data index

CF Climate and forecast

CMEMS Copernicus marine
environmental monitoring
service

CNR-IIA Institute of atmospheric
pollution research of
national research council of
Italy

Crosswalk [27] Mapping of the elements,
semantics, and syntax from
one metadata scheme to
those of another

CRS Coordinate reference system

CSR Cruise summary report

CSW Catalogues service for the web

DAB Discovery and access broker

Dataset [29] Identifiable collection of data

Dataset collection Set of datasets sharing the
same product specification

DCAT Data catalog vocabulary

DIF Directory interchange format

EDMERP European directory of marine
environmental research
project

EDMO European directory of marine
organisations

EMBL-EBI European bioinformatics
institute of the European
molecular biology
laboratory

EMODnet European marine observation
and data network

ENA European nucleotide archive

EOSC European open science cloud

EMSO European multidisciplinary
seafloor and water column
observatory

ERIC European research
infrastructure consortium

ESIP Earth science information
partners

ESSI-Lab Earth and space science
informatics laboratory

EU European union

EurOBIS European node of the
international ocean
biodiversity information
system

FAIR Findability, accessibility,
interoperability, and
reusability
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Term Definition

GEOSS Global Earth observation
system of systems

ICOS Integrated carbon observation
system

IFREMER French national institute for
ocean science and
technology

INSPIRE Infrastructure for spatial
information in the European
community

ISO International organization for
standardization

JSON Javascript object notation

LOV Laboratoire d’océanographie
de Villefranche

MARIS Marine information services

Mapping [28] Correspondence between
instances of one model and
instances of another model
that represent the same
meaning

Metadata [29] Data about data

Metadata element [29] Discrete unit of metadata

Model [46] Abstraction of some aspects
of a universe of discourse

NOAA National oceanic and
atmospheric administration
of the United States of
America

NERC Natural environment research
council

NetCDF Network common data form

NVS NERC vocabulary server

OAI-PMH Open archives initiative
protocol for metadata
harvesting

ODIP Ocean data interoperability
platform

OGC Open geospatial consortium

OGS National institute of
oceanography and applied
geophysics of Italy

PMEL Pacific marine environmental
laboratory

RDFS Resource description
framework schema

ROR Research organization registry

SDG Sustainable development goal

SIOS Svalbard integrated Arctic
Earth observing system

SOCAT Surface Ocean CO2 atlas

SPARQL SPARQL protocol and RDF
query language

Term Definition

UIB University of Bergen

URI Uniform resource identifier

VLIZ Flanders marine institute

VRE Virtual research environment

WHOS WMO hydrologic observing
system

WIS WMO information system

WMO World meteorological
organization

WoRMS World register of marine
species

XML Extensible markup language
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