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A B S T R A C T   

This study addresses a challenging problem of predicting mean annual precipitation across arid and semi-arid 
areas in northern Algeria, utilizing deterministic, geostatistical (GS), and machine learning (ML) models. 
Through the analysis of data spanning nearly five decades and encompassing 150 monitoring stations, the result 
of Random Forest showed the highest training performance, with R square value (of 0.9524) and the Root Mean 
Square Error (of 24.98). Elevation emerges as a critical factor, enhancing prediction accuracy in mountainous 
and complex terrains when used as an auxiliary variable. Cluster analysis further refines our understanding of 
station distribution and precipitation characteristics, identifying four distinct clusters, each exhibiting unique 
precipitation patterns and elevation zones. This study helps for a better understanding of precipitation predic-
tion, encouraging the integration of additional variables and the exploration of climate change impacts, thereby 
contributing to informed environmental management and adaptation strategies across diverse climatic and 
terrain scenarios.   

1. Introduction 

Precipitation distribution exhibits substantial variability, posing a 
formidable challenge due to the limitations of rain gauge networks that 
provide sparse and discontinuous point measurements [1–3]. Address-
ing this challenge requires the ability to predict rainfall across unsam-
pled locations, achieved through spatial interpolation techniques that 
transform point data into continuous surfaces [4,5]. Consequently, the 
spatial variability of rainfall emerges as a pivotal concern, particularly in 
the context of estimating and simulating climate change models within 
diverse environmental settings [6]. This challenge holds particular sig-
nificance in countries characterized by arid and semi-arid climates, such 
as Algeria, where rainfall distribution serves as a fundamental input for 
various scientific applications. These applications span from watershed- 
scale hydrological modeling [7] to simulations informing crop growth 
and agricultural practices [8]. 

In the past two decades, significant efforts have been devoted to 

developing and evaluating various methodologies for spatially interpo-
lating precipitation data, aiming to identify the most accurate and 
consistent approach for different geographical regions and spatial do-
mains [9]. The emphasis on accuracy underscores the recognition that 
the performance of interpolation methods can vary substantially across 
diverse areas [10]. This concern has led to a numerous studies con-
ducted worldwide which involved comparing and assessing different 
techniques for rainfall estimation. A comprehensive review by Li and 
Heap (2011) identified over fifty studies that compared more than 
seventy distinct spatial interpolation models. In the context of the 
Mediterranean region, where precise rainfall data is essential, di Piazza 
et al. (2011) conducted an extensive comparison of spatial interpolation 
methods. Their study, focused on creating comprehensive monthly 
rainfall time series for Sicily in southern Italy, examined various tech-
niques, including Inverse Distance Weighting (IDW), Simple Linear 
Regression (SLR), Multiple Regression (MR), Geographically Weighted 
Regression (GWR), Artificial Neural Networks (ANN), Ordinary Kriging 
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(OK), and Residual Ordinary Kriging (ROK). Their findings highlighted 
the superior performance of Residual Ordinary Kriging for both monthly 
and annual scales [11]. Similarly, in another region of southern Italy, 
Pellicone et al. (2018) conducted a detailed investigation into rainfall 
spatial distribution. They compared deterministic methods, such as In-
verse Distance Weighting (IDW), with various geostatistical (GS) ap-
proaches, including Ordinary Kriging (OK), Kriging with External Drift 
(KED), Co-Kriging (COK), and Empirical Bayesian Kriging (EBK). Their 
study underscored the effectiveness of GS techniques over deterministic 
ones, with Kriging with External Drift exhibiting the lowest prediction 
errors [12]. 

Rainfall and its spatial distribution, which is considered as an 
effective feature in the study of climate patterns, have been also widely 
studied in Algeria at various scales. Keblouti et al. (2012) performed a 
comparative analysis among the IDW, the spline, and the OK to evaluate 
the most suitable method for the An-naba region, northeast Algeria, 
considering annual rainfall data measured in the period 1980–2008 
[13]. Results evidenced that the IDW achieved the best results in the 
characterization of the rainfall distribution in the study area. In a study 
conducted by Bachir et al. (2016), which focused on the Eastern High 
Plateaus region of Algeria and spanned the years 1986 to 2007, a novel 
methodology was employed to characterize annual rainfall. This 
approach integrated a GS technique and MLR, taking into account 
pertinent geographical parameters such as altitude, longitude, and 
latitude, which exhibit direct correlations with rainfall [14]. Rata et al. 
(2020) conducted a spatial analysis of annual rainfall data covering a 
span from 1972 to 2012 across 58 meteorological stations situated in the 
Cheliff watershed, by applying the OK, the regression-kriging (RK), and 
the KED algorithms [15]. Cross-validation results identified the KED as 
the least biased interpolator, presenting few underestimates or over-
estimates of the data, followed by the RK and the OK. 

In this context the presented study, offers a novel exploration of 

rainfall spatial distribution and interpolation methods, with a particular 
emphasis on Algeria, the Wadi Cheliff, a region characterized by arid 
and semi-arid climates. It addresses the challenge of accurately esti-
mating rainfall in areas where traditional rain gauge networks provide 
limited and sporadic data. Notably, the study conducts a comprehensive 
comparison of various interpolation techniques, spanning deterministic, 
GS, machine learning (ML), and statistical approaches. The primary 
focus of the research centers on the Wadi Cheliff basin in Algeria, 
allowing for an in-depth examination of annual rainfall patterns over 
nearly five decades, from 1970 to 2018, using 150 stations. This long- 
term perspective offers insights into climate trends and variations, 
crucial for understanding the region’s hydrology and water resource 
management. The manuscript’s uniqueness stems from its detailed 
investigation of rainfall in Algeria, the diverse set of interpolation 
methods employed, and its practical implications for climate analysis 
and water resource management in the Wadi Cheliff basin. Additionally, 
while not explicitly mentioned as a novelty, the potential consideration 
of climate change’s impact on rainfall patterns further enhances the 
manuscript’s relevance in addressing pressing environmental 
challenges. 

2. Study area and data used 

The Wadi Cheliff, spanning approximately 750 km in length, plays a 
pivotal role in the socio-economic development of Algeria’s primary 
regions. Originating in the Saharan Atlas mountains near Aflou, within 
the Jebel Amour region, this vital watercourse flows through a 
geographically diverse Wadi Cheliff Basin (WCB). The basin extends 
from approximately 0◦7′44′’ to 3◦31′7′’E in longitude and 33◦53′13′’ to 
36◦26′34′’N in latitude, encompassing an expansive area exceeding 
44,000 km2 (Fig. 1). This region exhibits a complex and rugged 
topography, with elevations varying from sea level to a peak of 1,969 m. 

Fig. 1. Map of Wadi Cheliff basin.  
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The river’s tributaries are symmetrically distributed from south to north, 
following major secondary wadis [16]. 

Climatically, the region belongs to the arid and semi-arid regions. A 
north–south gradient characterizes the mean annual temperature, with a 
minimum of 14.2 ◦C and a maximum of 18.7 ◦C recorded in the Tis-
simsilt and in the Chlef region, respectively [17]. The extreme temper-
atures show maximum and minimum values in July (42 ◦C) and January 
(− 5 ◦C), respectively. The mean annual rainfall registered in the period 
1970–2017 ranges between 161 mm and 662 mm, primarily concen-
trated during the autumn and winter months, accounting for approxi-
mately 80 % of the total precipitation. 

In this study, monthly precipitation data from 150 stations managed 
by the National Agency of the Water Resources (ANRH) in the WCB have 
been considered for the period 1970 to 2017 (Fig. 1). This time interval 
is the longest possible, considering the availability of precipitation data 
in the major number of stations in the WCB. This long-term perspective 
offers insights into climate trends and variations, crucial for under-
standing the region’s hydrology and water resource management. 

Based on the characteristics of the research area, the intention of the 
study is to investigate and accurately estimate the rainfall spatial dis-
tribution of Wadi Cheliff Basin, an arid and semi-arid climate region 
with limited and sporadic rain gauge data. The study aims to provide 
valuable insights into climate patterns and fluctuations, ultimately 
enhancing our understanding of hydrological processes and the effective 
management of essential water resources in this specific region. 

3. Methods 

Four phases characterize the proposed methodology: (a) the pre- 
processing data, (b) the implementation of the GS and ML techniques 
and methods, (c) the comparison and evaluation of their performance, 

and (d) the calculation of the spatial statistical indexes to identify trends 
and spatial distribution. The first set of models which were used to 
implement the GS models was performed by applying the gstat package 
developed in the R environment. The ML techniques were performed by 
using scripts written by the programming language R packages such as 
caret [18]. Concerning the calculation of the spatial statistical indexes, 
ArcGIS 10.3.1 was the main GIS software that was used. Fig. 2 presents a 
flowchart summarizing the proposed methodology that is described in 
detail, for each phase, in the subsections as follows. 

3.1. Pre-processing data 

The first step of this phase, the pre-processing data, involved the 
choice of representative monitoring data sites. In this study, monthly 
precipitation data from 150 stations managed by ANRH and falling 
within the WCB have been considered. The next step was to separate 
randomly the data into training (n = 100) and test (n = 50) subsets. 
Finally, three independent variables (latitude, longitude, and altitude) 
and one dependent variable (annual rainfall) have been selected. 

3.2. Implementing the geostatistical and machine learning techniques and 
methods 

3.2.1. Inverse distance weighting (IDW) 
The IDW can be considered the most applied deterministic method. 

The hypothesis of IDW method is based on the unknown value at an 
unmeasured point that can be calculated as the distance-weighted 
average of the known values at measured points as follows: 

v̂ i =

∑n
i=1

1
dp

i
vi

∑n
i=1

1
dp

i

(1) 

Fig. 2. Flowchart of the proposed framework in the current study.  
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where v̂i refers to unknown values, vi refers to measured values, dp
i ..., d

p
n 

are distances between n data points and the point to be predicted (to the 
power of p). 

3.2.2. Spline (SPL) 
Spline interpolation is characterized by a piecewise polynomial, 

namely a spline as interpolant. Spline interpolation is able to recreate 
the value at each curve-fitting point but retains a gradient that varies 
uniformly [19]. A surface spline is a mathematical instrument, based on 
the equation of the small deflection of an infinite plate, allowing the 
interpolation of a function of two variables. In particular, a spline is a set 
of degree polynomials that are connected uniformly at certain data 
points. At each data point, two polynomials are connected, which results 
in two same-value derivatives or tangent vectors. Another requirement 
is that all their derivatives up to the (k − 1)st must be the same at the 
point. A linear spline denotes a set of segments, connecting two neigh-
boring data points (Vk, Ik) and (Vk + 1, Ik + 1), which equation is: 

Ik(V) = Ik +(Ik + 1 − Ik)(V − Vk)/(Vk + 1 − Vk) (2)  

with V = [Vk,Vk + 1] and k = 0,1,…,(n-1), and by using a surface spline, 
the function may be differentiated in slopes finding, because it isn’t 
required for the coordinates of the known points to be located in a 
rectangular array [20]. 

3.2.3. Ordinary kriging (OK) 
Among the most common and simplest kriging methods is ordinary 

kriging. This first requires a cartographic analysis, and thus an experi-
mental variogram and a variogram model. 

The variogram γ(h), which is part of the experiment, is discrete and 
determined via the lag h measured function by considering the variance 
between N(h) pairs of points [z(xα), z(xα + h) ] at several distances: 

γ(h) =
1

2N(h)
∑N(h)

α=1
[z(xα) − z(xα + h) ]2 (3)  

Given the variogram for the random variable Z(x) at a point of a region 
x0, and using known data in the neighborhood Z(xα) of x0, the ordinary 
kriging allows us to estimate a value Z*OK (x) of the random variable Z 
(x) as follows: 

Z*
OK(x0) =

∑n(x0)

α=1
λOK

α z(xα) (4)  

where λα refers to weights and n(x0) is the number of data neighboring 
that should be calculated. 

3.2.4. Ordinary Cokriging (COK) 
The COK represents an evolution of the well-known kriging algo-

rithm allowing to estimate a value in an unsampled point by means of an 
auxiliary variable. Indeed, this approach allows us to exploit the 
covariance between two or more interconnected regionalized variables 
especially when sparse main features of interest and abundant related 
secondary data are available. For these reasons, although the COK pre-
sents the same requirements as kriging, more variography, modeling 
and computation time are required. 

By using the COK the unknown value z*
0 is considered as a linear 

combination of the values of two or more regionalized variables as fol-
lows: 

z*
0 =

∑n

i=1
λizi + β0t0, ... (5)  

where λi is a weight (0–100 %) assigned to zi (localized variable) at a 
given location, and βj is a weight (0–100 %) assigned to tj (secondary 
localized variable co-located with zi). 

3.2.5. Kriging with an External Drift (KED) 
The KED is an upgrade of the kriging algorithm, its main benefit 

consists in the fact that it uses additional variables, correlated with the 
primary one, as the covariable to participate in the prediction processes. 
Specifically, if the primary variable presents known values in only a few 
points of the study site, the KED allows the calculation of the values in 
unsampled points using an additional variable, systematically known 
across the same area. Given the external deterministic variable z(x) 
known everywhere, the model for the random function Y(x) can be 
written as: 

Y(x) = a+ b⋅z(x)+YR(x) (6)  

with YR(x) residual stationary random field and a and b coefficients to be 
predicted. The estimate value Y*(x) of the random variable Y at an 
unknown location x0, is a linear combination of the data: 

Y*(x0) =
∑n

i=1
λi(xi) (7)  

where Y(xi) refers to values at the n measured sites and λi helps to solve 
the following kriging system: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑n

j=1
λjC
(
xi − xj

)
− μ1 − μ2z(xi) = C(xi − x0) for i = 1, ..., n

∑n

i=1
λi = 1

∑n

j=1
λiz(xi) = z(x0)

(8)  

where C id covariance function and μ1 and μ2 are Lagrange parameters. 

3.2.6. Empirical Bayesian kriging (EBK) 
The EBK hybrids Bayes’ theorem and kriging technique taking the 

parameters as random variables [21]. With slightly non-stationary data, 
the EBK is increasingly more flexible than other kriging methods and 
needs fewer presumptions about the modeled semivariogram [22]. In 
effect, by using the EBK the most intricate facets of constructing a sound 
kriging model by sub-setting the study area, coupled with several sim-
ulations implemented by iteratively estimating., a lot of semivariogram 
models to obtain the best fit, can be automated [23]. As with other 
kriging methods, the EBK uses an intrinsic random function, though 
differing from the others by using the error which introduced in the 
semivariogram prediction, thus considering for the observations’ 
uncertainty. 

The EBK requires the following steps [24]:  

1. Estimation of a semivariogram model from known data;  
2. Simulating new values for every data point of the subset by using the 

semivariogram which was estimated in the first step;  
3. Calculation of a new semivariogram model with the data of step 2. 

In the step 3, the weight of the semivariogram is computed by 
applying the Bayes’ rule: the latter measures how probable an estimated 
semivariogram simulates observed data. Steps 2 and 3 must be repeated 
150 times (as the number of the known values) to evaluate estimations 
and their standard errors at the places without samples, using the 
weights calculated in step 3. The final result of this procedure is a variety 
of semivariograms providing an estimation of the real semivariogram for 
the subset. Finally, the true semivariogram model for that subset is ob-
tained from the weighted sum of all simulated semivariograms. This 
method is used to calculate the likelihood of a particular simulation in 
terms of the density of probabilistic distributions for various parameter 
values. 
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3.2.7. Multi-Layer Perceptron Neural Network (MLPNN) 
The Multi-Layer Perceptron Neural Network (MLPNN) is a powerful 

ML model commonly used for both regression and classification tasks. It 
consists of multiple layers, including an input layer, one or more hidden 
layers, and an output layer with each layer contains interconnected 
nodes, often referred to as neurons [25]. Concerning the architecture of 
the MLPNN, the input layer consists of nodes equal to the number of 
independent variables used in the model. These nodes receive the initial 
input data. It typically includes one or more hidden layers, each con-
taining a variable number of neurons with the neurons interconnected 
with both the input and output layers. The output layer produces the 
final results. The number of nodes in this layer depends on the nature of 
the problem—regression tasks may have a single output node, while 
classification tasks can have multiple nodes, each representing a class 
[26]. 

Each connection between nodes in different layers is associated with 
a weight coefficient. These weights determine the strength of the 
connection and are adjusted during the training process to optimize the 
model’s performance [27]. 

Concerning the training phase, a typical MLPNN model uses a back- 
propagation learning algorithm involving three stages: the feed- 
forward, the calculation and back-propagation of the associated error 
and the adjustment of the weights stage. The hidden and output layer 
nodes process their inputs with a nonlinear transfer function, usually a 
sigmoid function, to calculate a result [28,29]: 

f (net) =
1

1 + e(− net) (9)  

netl
j(t) =

∑p

i=o

(
yl− 1

i (t)wl
ji(t)

)
(10)  

The error is calculated by comparing the predicted values to the actual 
observed values. This error is then propagated backward through the 
network. During this back-propagation step, the weights of connections 
are adjusted to minimize the error and improve the prediction accuracy. 
The training phase involves adjusting the weight coefficients for each 
connection with key parameters in this process including the learning 
rate, learning decay rate, and momentum [29]. The learning rate con-
trols the magnitude of weight updates, the learning decay rate decreases 
the learning rate over iterations, and momentum helps maintain the 
direction of weight updates. The training phase continues until a pre-
defined stopping criterion is met. Typically, it ends when the model 
achieves minimal error on the training data, indicating that it has 
learned the underlying patterns in the data. Finally, after successful 
training, the MLPNN can be used for making predictions on new, unseen 
data, providing valuable insights for various applications. A grid search 
approach has been applied to tune the hyper parameters, the number of 
neurons in each layer and learning rate. 

3.2.8. Radial basis function Neural Networks (RBFNN) 
Similar to the MLPNN models, RBFNN are composed by an input, a 

hidden and an output layer. The difference between the two models is 
that RBFNN uses radial basis functions (RBF) as activation functions. 
The most common RBF is the Gaussian function [30]: 

RBFi(X) = exp

(

−
‖X − ci‖

2

2σ2

)

i = 1, 2, ...,m (11)  

where X is an n-dimensional vector, RBFi(X) is the activation function, m 
the number of hidden nodes, ci the center of the ith basic function and 
‖X − ci‖ is the Euclidian norm of X − ci and σ is the width of the hidden 
units. 

3.2.9. Quantile regression Neural Networks (QRNN) 
The QRNN has been proposed by Taylor (2000) and refers to as a 

flexible non-linear type of quantile regression to estimate the condi-
tional quantiles of a predictive parameter which rely on covariates in 
some form of regression equation [31]. The QRNN has a similar topol-
ogy as the MLPNN model [31–33]. In the case of a set of input variables 
xi(t) and an output y(t), the result of the implementation of QRNN, is as 
follows (Cannon, 2011). The output gi(t) from the jth hidden-layer 
node is equal to: 

gi(t) = tanh

(
∑I

i=1
xi(t)w

(h)
ij + b(h)

j

)

(12)  

with w(h)
ij and b(h)j hidden-layer weights and the hidden-layer bias, 

respectively. 
An estimate of the conditional τ-quantile (ŷτ (t)) is then provided by 

following formula: 

ŷτ(t) = f

(
∑J

i=1
g(t)w(0)

j + b(0)

)

(13)  

where w(0)
j , b(0), and f() are the output-layer weights, bias, and transfer 

function, respectively. 

3.2.10. Support Vector Machine (SVM) 
SVM is also known as non-parametric kernel-based techniques that 

was suggested by Vapnik et al. [34], and usually SVM applies to handle 
linear and non-linear classification and regression problems. SVM ap-
plies optimal linear hyperplane separating data models and implements 
kernel-based functions to transform the original non-linear data into a 
linearly separable format in high-dimensional feature space [35]. The 
Radial Basis Function was applied while the regularization parameter C 
was tuned following a grid search approach. 

3.2.11. Support Vector regression (SVR) 
SVR models follow, in a similar manner to SVM models, a training 

and prediction procedure for classification problems, but the output of 
their implementation is a real number [36]. In main objective of SVR 
models, is to detect a regression function f(x) able to predict a value with 
a maximum of ε (epsilon) deviation from the actual values and, at the 
same time, errors lower than ε. 

F(x) = w⋅x − b (14)  

subject to yi − w⋅ xi − b⩽ε (15)  

where xi denotes the ih sample and yi represents the value of the ith 

sample. In this study, the RBF Gaussian kernel has been implemented to 
transform the linear regression formulation to a non-linear SVR [37]. 

K
(
xi, xj

)
= exp

(
− γ
⃦
⃦xi − xj

⃦
⃦2
)

(16)  

The main objective of the SVR is to minimize the error, between the 
predictive and the observed values [38]. This error is influenced by the 
kernel width γ (gamma), by ε and by the regularization parameter C 
(cost). And in this case, the Radial Basis Function was applied while the 
regularization parameter C, ε and γ were tuned following a grid search 
approach. 

3.2.12. Multivariate Adaptive regression Splines (MARS) 
Multivariate Adaptive Regression Splines (MARS) is a flexible algo-

rithm used for modeling complex non-linear relationships between 
variables. It combines linear regression with piecewise functions, mak-
ing it particularly effective when dealing with data that exhibits non- 
linearity and interactions between variables [39]. It operates through 
a two-stage process: the forward and backward stages. 

In the forward stage of the MARS, the algorithm starts with a simple 
linear regression model. It searches for breakpoints or “knots” in the 
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independent variables (X) to create piecewise linear segments. These 
breakpoints are identified based on the data’s characteristics, and they 
represent critical values where the relationship between the dependent 
variable (Y) and X changes significantly. For each identified breakpoint, 
MARS adds a basis function, which is essentially a piecewise linear 
segment. 

Consider a simple model of Y ~ X. During the forward stage, MARS 
identifies the single value among the range of X values where two dis-
similar linear functions between Y and X produce the lowest error. 
MARS constructs models that have the form: 

f (x) =
∑k

i=1
ciBi(x) (17)  

with ci constant coefficient and Bi(x) weighted sum of basis functions. In 
particular, Bi(x) can be a constant, a hinge function (max (0, x-constant) 
or max (0, constant-x)) or a product of two or more hinge functions [40]. 

After adding basis functions, MARS may end up with a relatively 
complex model. The backward stage, known as pruning, aims to simplify 
the model while preserving its predictive accuracy. It does this by iter-
atively removing basis functions that do not contribute significantly to 
the model’s performance. The Generalized Cross-Validation (GCV) score 
is often used as a criterion to guide this process. GCV measures the 
model’s goodness of fit while penalizing model complexity. Equation 18 
and 19 provides the formula to calculate the GCV score. 

GCV(M) =
1
N

∑n
i=1[yi − f (xi) ]

2

[

1 −
C(M)

N

]2 (18)   

C(M) = (trace(B (BTB) − 1 BT) + 1) + dM                                      (19) 

where yi is the i-th observed predictive variable, N the number of ob-
servations, M the number of basic functions and C(M) represents the 
penalty measure for complexity, d is defined as the smoothing parameter 
and B the matrix of basic functions with dimension M × N. 

As basic functions are removed, the model becomes simpler but still 
retains its ability to capture the underlying non-linear relationships in 
the data. 

3.2.13. Random Forest (RF) 
In general, RF models are characterized as ensemble models used in 

classification and regression problems. They produce a boosted outcome 
based on the combined results of a number of trained weak decision tree 
learners with the ability to generalize and minimize the risk of over 
fitting, without having to undergo any pruning process [41]. The 
training process involves the creation of a number of different bootstrap 
samples derived from the original training dataset, with a subset of 
samples being left out of the training process in order to form the vali-
dation dataset which allows the estimation of an unbiased test error, 
known as out-of-bag-error, that expresses the predictive ability of the RF 
model [42,43]. RF combines two different processes during the training 
phase: a bagging algorithm, applied to a set of tree classifiers (base 
models), and a random selection of the prediction variables. The main 
difference from a simple bagging method is based on the procedure of 
constructing decision trees, which are trained and evaluated on only a 
subset of randomly chosen features. In order to effectively implement 
the Random Forest (RF) model, two crucial parameters require adjust-
ment: the number of trees employed by the model and the number of 
predictor variables randomly selected from the complete set of variables 
[43,44]. In this study, we fine-tuned both of these critical parameters 
using a grid search approach. This method systematically explored a 
range of values for each parameter, assessing their impact on model 
performance, and ultimately selecting the combination that yielded the 
best predictive results. The grid search approach enabled us to optimize 
the RF model’s hyperparameters, ensuring its robustness and accuracy 

in predicting mean annual precipitation [45]. 

3.2.14. M5 model tree (M5) 
The algorithm behind M5 tree model, proposed by Quinlan (1992), 

uses binary decision trees where cause and effect variables are mapped 
from linear regression functions in the terminal node [46,47]. M5 model 
tree is built on the assumption that the dependency is not constant be-
tween input and output in the whole range of data, but can be approx-
imated as such on smaller subset of data [48]. In case of continuous 
parameters, subsets of data are identified applying either the average 
value, or with a linear regression function of the predictive parameter: 

y = a0 + a1 ax1 + a2 ax2 (20)  

The splitting criterion is based on the standard deviation of the values in 
the subset which is used as a metric expressing the error: 

SDR = sd(T) −
∑ |Ti|

|T|
xsd(Ti) (21)  

in which Ti corresponds to the subsets that are products of the splitting 
process (T1, T2, T3). The splitting process ends when the standard de-
viation is less by a small fraction than the standard deviation of the 
original dataset or in the case of the remaining few data. 

3.2.15. Multi linear regression (MLR) 
Given a set of independent variables, the MLR is the statistical 

method used to predict the values of a dependent variable with the 
following formula: 

Z = β0 + β1X1 + β2X2 + , ..., + βkXn (22)  

where Z refers to the dependent variable, β0, β1, β2, ..., βk are the 
regression coefficients and X1,X2, ...,Xn are the independent parameters 
whereas n corresponds to the number of independent variables and k to 
the number of regression coefficients. The degree of influence of each 
predictor variable on the response variable is expressed by the regres-
sion coefficients. 

3.3. Comparison and evaluation of the model s ’ performance 

According to Legates and McCabe (1999) the most necessary per-
formance metrics during a model assessment should include at least one 
goodness-of fit measure, and one absolute error measure [49]. In this 
study, in order to evaluate and compare the performance of the fifteen 
models, the RMSE, the NSE and the R2 have been evaluated. Moreover, a 
visual interpretation was also made by using the Taylor diagram (TD). 

3.3.1. Root mean squared error (RMSE) 
The RMSE is a statistical metric that allows the detection of estimate 

errors as follows [50]: 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑n

i=1

(
pio − pip

)2

n

√
√
√
√ (23)  

3.3.2. Nash-Sutcliffe efficiency (NSE) 
Given a plot of observed versus predictive values, the NSE [49] is a 

measure ranging from − 1 (low accurate prediction) to 1 (perfect pre-
dictive accuracy). 

NSE = 1 −
∑n

i=1

(
pio − pip

)2

∑n
i=1

(
pio − pip

)2 (24)  

3.3.3. Coefficient of determination 
As evidenced by Meng et al. (2013) and Borges et al. (2016) the R2 

evaluates the linear dependent similarity between a measured value and 
an estimated one with the following formula [51,52]: 
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R2 =

⎛

⎜
⎝

∑n
i=1(pio − po)

(
pip − pp

)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(pio − po)
2

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

(
pip − pp

)2
√

⎞

⎟
⎠

2

(25)  

3.3.4. Taylor diagram (TD) 
TDs are mathematical diagrams constructed in such a way that could 

graphically indicate which among a number of models is more accurate 
or may simulate the environment in a more realistic manner. Taylor 
diagrams was first introduced by Taylor (2001) in order to enable a 
comparative assessment of different models [53]. The main objective of 
the TD is to provide a graphical product so as to quantify the degree of 
correspondence between predictive and actual data by means of three 
statistics: the Pearson correlation coefficient, the RMSE and the standard 
deviation. 

3.4. Cluster analysis 

A Cluster Analysis was implemented during the study based on K- 
means unsupervised clustering algorithm. The aim of K-means is to 
partition a set of samples into k clusters in which each samples belongs 
to the cluster with the nearest mean sample that serves as the most 
representative sample of the cluster. In our case, the algorithm will 
partition the rainfall stations into clusters that shear common charac-
teristics. The following parameters were taken into account: observed 
precipitation value, maximum, minimum, SD and CV values. The 
optimal number (k) was set by implementing the elbow rule [54]. 

4. Results and discussion 

As several researchers have concluded, there is no single universal 
method for precipitation assessment that can be applied with a high 
predictive performance in any case [55]. The best predictor model for a 
specific research area can only be found through a comparative assess-
ment of different methods and techniques. In the present study, this was 
done by comparing fifteen models, which were grouped as determin-
istic, GS and ML models. The outcomes of the study revealed the supe-
riority of the ML models against the GS and deterministic models, but 
also the influence that certain spatial characteristics and relations 
among geo-environmental variables had on the predictive power of the 
different models. Our comparative assessment of fifteen different 
models, categorized as deterministic, GS, and ML models, underscored 
the complexity of precipitation assessment. It confirmed that the choice 
of the most suitable model is highly context-dependent and relies on the 
unique characteristics of the research area. All ML models used longi-
tude, latitude and elevation characteristics as variables, having as a 

target the precipitation data. Elevation emerged as a critical auxiliary 
variable that significantly improved precipitation estimation, particu-
larly in regions characterized by mountainous and complex terrain. 
According to Adhikary et al. (2017), the use of elevation as an auxiliary 
variable can improve the estimation of rainfall especially in catchments 
characterized by mountainous and/or complex terrain [55]. In our 
study, among the GS models, COK and KED gave better results than 
other GS and deterministic models, probably due to the use of elevation 
as an auxiliary variable. Our study went one step further since it 
analyzed the gauge stations and their spatial distribution, with reference 
to the performance of all models. Specifically, taking into account the 
criterion of minimum error, a significant number of stations in which 
none of the used models gave satisfactory results were identified. All 
stations appear to share some common characteristics, which would be 
reported later. 

In our case, although we did not produce a mean annual precipita-
tion map, showing the spatial distribution of the predictive values, 
several spatial characteristics were observed. The study area has a high 
spatial variability concerning rainfall. Fig. 3a illustrates the mean 
annual precipitation distribution of the observed values concerning the 
150 gauge stations of the research area, along with descriptive statistical 
measures distribution analysis (Fig. 3b). Higher values (644 mm) are 
located in the northern parts of the study area which are characterized 
by lower altitudes, whereas lower values (154 mm) are located at south 
and east parts of the study area. Most values are within the range of 
294–364 mm with the distribution of the data characterized as normal. 
Concerning the spatial distribution of the 150 gauged stations in refer-
ence to the elevation, it was found that twenty-nine (29) stations are 
within elevation less than 200 m, forty-two (42) within 200 and 600 m, 
fifty-seven (57) station within 600 and 1,000 m and twenty-two (22) 
stations above 1,000 m. Spatial distribution analysis revealed substan-
tial variability in mean annual precipitation across the study area. 
Higher precipitation values were concentrated in the northern regions 
with lower altitudes, while lower values prevailed in the southern and 
eastern parts. This spatial pattern suggests a strong geographical influ-
ence on precipitation patterns, with elevation acting as a key driver. 

Concerning the maximum observed values and based on the entire 
data (1970–2017) the highest values were found in the north and mainly 
in the central parts of the research area. Most values appear within the 
range of 400–500 mm and 600–700 mm, whereas the distribution could 
be characterized as multi-modal distribution (Fig. 4a, b). Concerning the 
minimum values they are mainly observed at the south parts of the area, 
with most values ranging between 124 and 224 mm, exhibiting a right- 
skewed distribution (Fig. 4c, d). Similar pattern could be identified for 
the Standard Deviation (SD) parameter concerning the spatial 

Fig. 3. Mean annual precipitation information.  
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Fig. 4. Box and Whisker Plots for mean annual precipitation, maximum, minimum, SD and CV values.  
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distribution (Fig. 4e, f), whereas coefficient of variation (CV) has a 
different spatial distribution from the above (Fig. 4j, h). The highest 
values are observed in the southern areas, while lowest values were 
spread across the central and northern areas. Our outcomes are in 
accordance with Achite et al. (2021) who reports that (for the same 
research area) the CV ranges between 16.0 % (in the northern areas of 
the region) and 56.5 % (in the mountainous areas of the south side of the 
region). This variability is directly related to the geomorphological 
alteration that characterizes the area in which plains, valleys, plateaus 
and isolated or chain mountains can be observed. Specifically, plains are 
often associated with more consistent and predictable precipitation 
patterns due to their relatively uniform topography. In contrast, valleys 
can exhibit microclimates characterized by variations in temperature 
and precipitation. The convergence of winds and moisture-laden air 
masses in valleys can lead to localized rainfall patterns. 

After performing a clustering analysis which took into account the 
following parameters, observed value, maximum, minimum, SD and CV 
values, four clusters were identified: A, B, C and D with the following 
characteristics (Figs. 5 and 6). Cluster A which contains 29 stations, and 
is characterized by mean annual precipitation of about 253 mm and 
values of precipitation ranging between 154 and 344 mm. It covers 
approximately 35.4 % of the entire area, whereas most of the gauge 
stations within cluster A, specifically twelve (12) are located in the 
elevation zone which ranges between 600 and 1,000 m. Eight (8) sta-
tions are characterized by an elevation above 1,000 m, seven (7) with an 
elevation less than 200 m and two (2) range between 200 and 600 m. 
Cluster B contains 24 stations and is characterized by mean annual 
precipitation of 279 mm and values ranging within 180–347 mm. It 
covers 21.9 % of the entire area, with eleven (11) stations having 
elevation less than 200 m, ten (10) between 600 and 1,000 m and three 
(3) between 200 and 600 m. Cluster C contains 55 and is characterized 
by a mean annual precipitation of 408 mm and values ranging between 
288 and 644 mm. It covers 28.2 % of the entire area, with twenty-five 

(25) stations having elevation which ranges between 600 and 1,000 
m, twenty (20) between 200 and 600 m and ten (10) above 1,000 m. 
Finally, cluster D contains 42 stations characterized by mean annual 
precipitation of about 384 mm and values ranging from 178 to 634 mm. 
It covers the rest 14.5 % of the entire area and seventeen (17) stations 
are located within the elevation zone of 200–600 m, eleven (11) are 
characterized by elevation less than 200 m, ten (10) with elevation 
between 600 and 1,000 m and four (4) above 1,000 m. From the visual 
inspection of the map that shows the spatial distribution of the four 
clusters, cluster C seems to be stretched through the entire area in a more 
uniform manner, than the other three clusters that can be observed in 
several areas in varying extent. 

Based on the four statistical metrics and the training and test subsets 
(Table 1 and Fig. 7), the RF model showed the highest training perfor-
mance, with reference to the r square value (0.9524) followed by the 
MLNN (0.9203), whereas the lowest values were achieved by the IDW 
model (0.5291) followed by the SVM model (0.5803). The RF model also 
showed the highest predictive performance, with reference to the r 
square value (0.8408), whereas the SVR showed the second highest 
value (0.8132). The lowest values were again achieved by the IDW 
model (0.4308), followed by the OK model (0.6038). Concerning the 
RMSE values, RF had the lowest value (24.98), followed by MLPNN 
(27.74), whereas IDW had the highest (71.01) followed by the SVM 
(63.58) based on the training subset. A different pattern has been 
observed concerning the test subset, with the exception of the RF model 
which still has the best value (33.94). The SVR model had the second 
lowest value (35.09), whereas the worst predictive performance was 
observed by the IDW model (63.98) followed by the OK model (51.70). 
Similarly, the RF model had the best learning and predictive perfor-
mance concerning the NSE and MAE metrics (0.9352 and 19.62, 0.8244, 
and 26.51, respectively). Also, the learning performance of the MLPNN 
model was slightly worse than the RF model (0.9200 and 22.26). The 
SVR model also had the second predictive performance (0.8122 and 

Fig. 5. Spatial distributions of clusters.  
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Fig. 6. Box and Whisker Plots for clusters A, B, C, and D.  
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27.41), whereas in every case, the IDW model had the worst perfor-
mance (0.4764 and 55.64, 0.3952 and 44.92, respectively). 

From the Taylor diagrams (Fig. 8) one can observe the accuracy 
achieved by the RF model compared to the rest of the models, in both 

training and test subsets, whereas the IDW model had the worst per-
formance in both cases. 

Fig. 9a illustrates for each training gauge station the number of 
models that predicted the mean annual precipitation with an absolute 

Table 1 
Statistical metrics of each used method for training and testing sets.   

Training Subset Testing Subset  

R2 RMSE NSE MAE R2 RMSE NSE MAE 

IDW  0.5291  71.01  0.4764  55.64  0.4308  63.98  0.3952  44.92 
Spline  0.6268  60.23  0.6233  45.96  0.6048  51.61  0.5938  37.18 
OK  0.6565  57.65  0.6548  44.67  0.6038  51.70  0.5925  38.10 
COK  0.7147  52.44  0.7144  40.19  0.6255  50.71  0.6078  38.45 
KED  0.6944  54.25  0.6943  42.76  0.7302  43.48  0.7117  31.84 
EBK  0.6680  56.65  0.6670  43.58  0.6244  49.97  0.6192  35.16 
MLPNN  0.9203  27.74  0.9200  22.26  0.7135  49.02  0.6334  37.38 
RBFNN  0.7228  51.78  0.7215  41.05  0.7957  36.62  0.7954  29.23 
QRNN  0.5874  63.40  0.5824  47.73  0.6282  50.60  0.6096  39.60 
SVM  0.5803  63.58  0.5801  48.30  0.6287  50.38  0.613  38.89 
SVR  0.7904  45.61  0.7838  34.35  0.8132  35.09  0.8122  27.41 
MARS  0.6924  54.42  0.6924  41.79  0.6519  48.53  0.6409  32.94 
RF  0.9524  24.98  0.9352  19.62  0.8408  33.94  0.8244  26.51 
M5  0.7983  44.19  0.7972  34.71  0.8082  36.88  0.7925  28.41 
MLR  0.5873  63.04  0.5872  49.09  0.6278  50.56  0.6101  40.52  

Fig. 7. Diagram of the four statistical metrics.  
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difference less than 15 mm than the observed values based on the 
training subset. Instead Fig. 9b illustrates the same distribution based on 
the test subset. Most of the models within the specified residual criteria 
(residuals < 15 mm) performed better at the northern areas which are 
characterized by an elevation of less than 600 m and higher precipita-
tion values. The same pattern has been observed when taking into ac-
count the test subset as can be seen in Fig. 9b. 

More specifically, seventy-eight (78) stations had at least one ML 
model that meets the residual criteria, concerning the train subset and 
forty-one (41) stations concerning the test subset. In total, almost 79 % 
of the stations had at least one ML model that meets the residual criteria. 
Forty-nine (49) stations had at least one GS model concerning the train 
subset and thirty-five (35) stations concerning the test subset. In total 
almost 56 % of the stations had at least one GS model that meets the 
residual criteria. Furthermore, only a small percentage of the total 
number of stations (12 %) had more GS models which meet the residual 
criteria than ML models. It is significant to report that for twenty-five 
(25) stations none of the applied models gave results that captured the 
residual criteria. Three (3) stations belong to cluster A which corre-
sponds to around 10.3 % of the number of stations found cluster A, six 
(6) to cluster B (25.0 % of the total number of stations in cluster B), ten 

(10) to cluster C (18.2 % of the total number of stations in cluster C) and 
six (6) to cluster D (14.3 % of the total number of stations in cluster D). 
For the same group of stations, fifteen (15) were found in the elevation 
zone 600–1,000 m (26.3 % of the total number of stations with the 
specific zone), five (5) in the elevation zone 200–600 m (11.9 % of the 
total number of stations with the specific zone), four (4) above 1,000 m 
(18.2 % of the total number of stations with the specific zone) and one 
(1) in the elevation zone less than 200 m (less than 1 % of the total 
number of stations with the specific zone). Taking into account the 
number of stations found in each class, identified through the cluster 
analysis and elevation classification, elevation zone C (600–1,000 m) 
and cluster B, where the classes that had the highest percentage in sta-
tions that none of the applied models gave results that captured the 
residual criteria. Cluster B had the second highest mean values for SD, 
CV, minimum and maximum and the third highest mean value for the 
actual mean annual precipitation. Fig. 10 illustrates the areas that meet 
the above criteria. Obvious these areas are characterized by the lower 
presence of gauge stations, thus producing less accurate results. 

According to the results of our study, the best learning and predictive 
performance was achieved by the RF model. This could be contributed to 
the fact that RF builds an ensemble of trees based on the principle that a 

Fig. 8. Taylor Diagrams for the training and test subsets.  

Fig. 9. Training subset/elevation – number of models (left) and testing subset/elevation – number of models (right).  
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group of “weak learners” can formulate a “strong learner” [56]. In more 
detail, fifty-two (52) and twenty-two (22) stations from the training and 
test subset, almost half of the entire database, when modeled by the RF 
model, provided an overestimation compared to the actual precipitation 
values (Fig. 11). In reference to the elevation zone, the RF model had the 
best learning r square value in the C elevation zone (600–1,000 m) 
which reached the value of 0.97. In contrast to the above, the RF model 
achieved the best predictive r square value (0.96) in areas above 1,000 
m (elevation zone D) (Fig. 12). Concerning the cluster analysis, cluster D 
showed the highest learning performance (r square = 0.94) and also the 
highest predictive performance (r square = 0.80). Cluster D is charac-
terized by the highest mean values in reference to the parameters 
“maximum”, “minimum”, and “SD”, the second highest mean precipi-
tation values and the third highest mean CV value. In general, the pre-
dictions of the RF model could be characterized as highly local; they 
appear to be not as susceptible to the influence of outliers as other ML 
models or statistical methods such as the linear regression [57]. In 
addition to the favorable features of RF, some limitations should also be 
mentioned. One of the known disadvantages of RF models is the lack of 
interpretability. Due to the fact that the final prediction is derived from a 
forest of trees, it is not feasible to conclude the way predictions are 
made. Only single trees can be plotted to show the decisions upon which 
the predictions are based. Furthermore, the process of averaging over all 
regression trees prevents the ability to make predictions beyond the 
range of response values in the training data or to predict the entire 
range of response values [58]. 

As already mentioned, in terms of learning performance, close to RF 
model was the MLPNN model. The best learning performance was 

achieved within the zone elevation zone C (601–1,000 m, R2 0.94) fol-
lowed by the elevation zone D (>1,000 m, R2 0.93) (Fig. 13). Lower 
performance was observed at the lower elevation zones, whereas the 
overall R2 value reached 0.92. Most values are concentrated within 300 
and 400 mm. From Fig. 13 there is no evidence of a clear spatial trend 
concerning overestimation or underestimation. Concerning the cluster 
analysis the MLPNN model, had the best learning performance in cluster 
D, as the RF model had. 

A different trend was observed when analyzing the test subset, since 
the predictive performance was much higher in lower altitudes (eleva-
tion zone A, less than 200 m) than in higher altitudes (Fig. 14). The 
overall R2 falls to 0.71, whereas the same trend has been observed to the 
other three metrics MAPE, MAE, NSE. Cluster D appears with the best 
predictive performance (R2 0.93). The significant difference between the 
learning and predictive performance of the MLPNN model, could be 
attributed to the fact that there might be a change of overestimation 
effect. The tuning process of the structural parameters may require a 
more sophisticated method to search for the optimal parameters in a 
wider search area. 

Concerning the SVR model, which achieved the second highest 
predictive performance in terms of the r square value (0.8132) the 
following could be reported (Fig. 15). The best learning performance 
was achieved within the elevation zone D (>1,000 m, R2 0.85) followed 
by the elevation zone C (601–1,000 m, R2 0.80). Also, a lower perfor-
mance was observed at the lower elevation zones, whereas the overall R2 

value reached 0.79. Most values are concentrated within 250 and 460 
mm. Within those values an overestimation trend could be identified. 
Concerning the cluster analysis the SVR model, had the best learning 

Fig. 10. Spatial distribution of areas with residuals < 15 mm.  
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Fig. 11. Information of RF training subset.  
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Fig. 12. Information of RF test subset.  
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Fig. 13. Information of MLPNN train subset.  
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Fig. 14. Information of MLPNN test subset.  
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Fig. 15. Information of SVR train subset.  
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performance in cluster D, as the RF and the MLPNN model had. 
A similar trend was observed when analyzing the test subset, since 

the predictive performance was higher in higher altitudes (Fig. 16). 
However, in this case the best learning performance was achieved 
within the elevation zone C (601–1,000 m, R2 0.90) followed by the 
elevation zone D (>1,000 m, R2 0.86), whereas the overall R2 reaches 
the value of 0.81. Similar to the training database, cluster D appears with 
the best predictive performance (R2 0.88). 

Another ML model that has to be analyzed is the M5 model. The M5 
model achieved the third highest learning and predictive performance in 
terms of the r square value (0.7983 and 0.8082) (Fig. 17). The best 
learning performance was achieved within the zone elevation zone C 
(601–1000 m, R2 0.84) followed by the elevation zone D (>1,000 m, R2 

0.80). Also, a lower performance was observed at the lower elevation 
zones, whereas the overall R2 value reached 0.80. Most values are 
concentrated within 250 and 480 mm. There is no evidence of a clear 
trend concerning an overestimation or underestimation performance. As 
regards the cluster analysis the M5 model, had the best learning per-
formance in cluster D (0.73). 

A quite similar trend was observed when analyzing the test subset 
(Fig. 18). The best predictive performance was achieved within the 
elevation zone C (601–1,000 m, R2 0.89), however slightly lower values 
have been observed at the elevation zone A (<200 m, R2 0.87), whereas 
the overall R2 reaches the value of 0.81. Similar to the training database, 
cluster D appears with the best predictive performance (R2 0.89). 

Among the GS models, COK and KED models were the two models 
that showed the best performance on the training and test subsets and in 
all the statistical metrics. GS models do not need a training and test 
phase. The estimation of their performance have been on the two subsets 
(train and test subset) were made only for comparison with the ML 
models. 

The COK model achieved the highest learning and second predictive 
performance in terms of the r square value (0.7147 and 0.6255) 
(Fig. 19). The best learning performance was achieved within the zone 
elevation zone C (601–1,000 m, R2 0.75) followed by the elevation zone 
D (>1,000 m, R2 0.70). A lower performance was observed at the lower 
elevation zones, whereas the overall R2 value reached 0.71. Most values 
are concentrated within 250 and 450 mm. There is no evidence of a clear 
trend concerning an overestimation or underestimation performance. 
Concerning the cluster analysis the COK model, had the best learning 
performance in cluster D (0.75). 

Similarly, with the above, the best learning performance was ach-
ieved within the elevation zone C (601–1,000 m, R2 0.72), whereas the 
overall R2 has fallen to the value of 0.63. At the same time, the training 
database, cluster D appears to have the best predictive performance (R2 

0.70) (Fig. 20). 
The KED model achieved the second best learning and highest pre-

dictive performance in terms of the r square value (0.6944 and 0.7302) 
(Fig. 21). The best learning performance was achieved within the zone 
elevation zone C (601–1000 m, R2 0.75) followed by the elevation zone 
D (>1,000 m, R2 0.67). A lower performance was observed at the lower 
elevation zones, whereas the overall R2 value reached 0.69. Most values 
are concentrated within 250 and 500 mm. There is no evidence of a clear 
trend concerning an overestimation or underestimation performance. 
Concerning the cluster analysis the KED model, had by far the best 
learning performance in cluster D (0.77). 

The KED model as already mentioned had the best predictive per-
formance among the GS models, with the overall r square value reaching 
0.73 (Fig. 22). The best predictive performance was achieved within the 
zone elevation zone C (601–1,000 m, R2 0.83) followed by the elevation 
zone D (>1,000 m, R20.78). Concerning the cluster analysis the KED 
model, had the best learning performance in cluster C (0.61). 

Overall, the RF, SVR and M5 models were estimated as the most 
accurate models in terms of predictive performance, with the RF model 
achieving in all statistical metrics the best values. Similar results have 
been obtained from Yaseen et al. (2021), whom studied the capability of 

different versions of ML models for predicting widely utilized drought 
indices, specifically the standardized precipitation index, across 
multiple-month horizons [59]. The authors concluded that the RF model 
showed the best performance with minimal RMSE value. 

However, if one compares the difference between the statistical 
metrics of the trained and test subsets, the lowest fluctuation was esti-
mated for the M5 model, followed by the SVR model. In other words, 
when the M5 model uses unknown samples the prediction performance, 
which is high in both cases, does not differ much from the prediction 
performance achieved when using known samples. This gives the M5 
model an advantage over the RF and SVR models. The M5 model could 
be more capable of capturing future changes in precipitation trends 
within the research area, than the rest of the models. In general, in tree- 
based models, such the RF model, for each data sample, only one local 
model is used for prediction. However, by this way two adjust inputs 
could give predicted outputs that may be quite different. M5 models in 
order to overcome this problem updates the local models through 
smoothing. According to Pal and Deswal [60], whom calculated 
evapotranspiration using land surface temperature values extracted 
from images of MODIS sensors, the main advantage of M5 model tree is 
that it provides the results in a simple and comprehensible form of 
regression equations. Concerning the GS models, Spline model appeared 
to have the lowest fluctuation, in reference to the four statistical metrics. 
From the above one can assume that the accuracy of Spline model is less 
impacted by small training subsets than other GS models. As a last point 
in the present study, one should report the potential similarities among 
the tested models in reference to Pearson’s coefficient as illustrated in 
Fig. 23. The highest correlation, based on the training subset, was 
observed among the SVM and QRNN model (0.998), followed by the 
MLR and QRNN model (0.996) and SVM and MLR model (0.994). 
Slightly lower coefficient values were observed between the EBK and OK 
(0.989) and the KED and COK (0.985) models. 

A similar trend was observed based on the test subset as illustrated in 
Fig. 24. The highest correlation was observed again between the SVM 
and QRNN model (0.997), followed by the MLR and QRNN model 
(0.995) and SVM and MLR model (0.992). Slightly lower coefficient 
values were observed between the EBK and OK (0.960) and the EBK and 
Spline (0.956) models. 

The high correlation among the SVM, QRNN and MLR assumes that 
they perform prediction in a similar linear approach, which however is 
characterized by low predictive performance. The RF model shows a 
high correlation with the MLPNN model (0.975), followed by the SVR 
(0.945) concerning the training subset and a similar high correlation 
with the SVR (0.945) and RBFNN (0.923) with reference to the test 
subset. 

From the conducted analysis it became apparent that the complexity 
of the modeling technique plays a pivotal role in performance diver-
gence. ML models, such as RF and Multi-Layer Perceptron Neural Net-
works (MLPNN), have the capacity to capture intricate nonlinear 
relationships in the data, which may be advantageous in regions with 
complex precipitation patterns. Conversely, GS models like Co-Kriging 
(COK) and Kriging with External Drift (KED) rely on assumptions of 
spatial autocorrelation and may perform differently in areas where these 
assumptions are violated. The presence or absence of spatial autocor-
relation, which denotes the degree of similarity in precipitation values 
between neighboring locations, can impact interpolation techniques like 
Ordinary Kriging (OK) and their performance. Spatial patterns, partic-
ularly in regions with complex terrain, can deviate from standard as-
sumptions, affecting the reliability of interpolation methods. Also, the 
size and distribution of the training dataset are critical factors influ-
encing model performance. In regions with sparse or unevenly distrib-
uted gauge stations, models may struggle to capture local variability. 
Each model could perform in a rather different manner when the size 
and distribution of the training dataset are changed. 

Addressing the critical aspect of uncertainty associated with our 
models, we adopted a multi-faceted approach to quantify and analyze 
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Fig. 16. Information of SVR test subset.  
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Fig. 17. Information of M5 train subset.  
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Fig. 18. Information of M5 test subset.  
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Fig. 19. Information of COK train subset.  
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Fig. 20. Information of COK test subset.  
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Fig. 21. Information of KED train subset.  
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Fig. 22. Information of KED test subset.  
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the sources of variability and error. Residual analysis, a fundamental 
technique, allowed us to scrutinize the discrepancies between our 
model’s predictions and observed data. By examining the spatial dis-
tribution of residuals, we gained valuable insights into areas where our 
models performed exceptionally well and regions where they exhibited 
deviations from actual observations. These localized clusters of high 
residuals hint at potential sources of uncertainty and challenges in 
capturing complex underlying processes. Additionally, we calculated 
the Coefficient of Variation (CV) for our model’s predictions, providing a 
measure of relative variability across different locations. Higher CV 
values signify greater variability and, consequently, potential uncer-
tainty in our predictions. By incorporating these uncertainty measures, 

we enhance the robustness and reliability of our results, a vital step in 
supporting informed decision-making in water resource management 
and climate studies which also could be useful for studies related to the 
hydrological modeling, environmental modeling, and atmospheric 
studies [61–63]. 

Although the analysis conducted has provided some interesting re-
sults, one must highlight the limitations. The analysis is characterized of 
its regional focus and reliance on historical gauge station data, which 
may exhibit variations in quality and coverage. The selection of 
modeling approaches, though suitable for the research area and objec-
tives, might not generalize well to different regions with distinct climatic 
and geographical characteristics. Additionally, the study’s models, like 

Fig. 23. Correlation matrix of applied models in training subset.  

Fig. 24. Correlation matrix of applied models in testing subset.  
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many in the field, operate under specific assumptions about data dis-
tributions and relationships, potentially leading to inaccuracies when 
applied in diverse settings. These limitations highlight the need for 
cautious interpretation of results and suggest that further research 
should address these challenges to enhance the models’ applicability 
and reliability in various contexts. 

Future research directions may involve expanding the geographic 
scope by incorporating data from diverse regions with varying climate, 
topography, and land cover, facilitating a comprehensive assessment of 
model performance and regional factors influencing predictions. Inves-
tigating the transferability of models across different geographic areas 
will be crucial, as will quantifying and characterizing uncertainties 
associated with precipitation models, including data quality, model as-
sumptions, and parameterization choices. Additionally, exploring model 
ensembles, bias correction techniques, and hydrological applications 
presents promising avenues to advance the field of precipitation 
modeling, ultimately improving our understanding of hydrology and 
climate science. 

5. Conclusion 

Precipitation assessment is a critical aspect of understanding and 
managing water resources, and it often presents complex challenges due 
to its spatial and temporal variability. In this study, we conducted a 
comprehensive analysis of various models, including deterministic, GS, 
and ML approaches, to predict mean annual precipitation across a 
diverse geographical area. The spatial interpolation of annual rainfall 
measured 150 stations in the Wadi Cheliff Basin in the period 
1970–2018 was studied using several spatial interpolation techniques: 
Inverse Distance Weighting, Spline, Ordinary Cokriging, Ordinary 
Kriging, Empirical Bayesian kriging, Kriging with External Drift, 
Multilayer Perceptron Neural Networks, Radial Basis Function Neural 
Network, Quantile Regression Neural Network, Support Vector Ma-
chines, Support Vector Regression, Multivariate Adaptive Regression 
Spline, Random Forest, M5 Model Tree ,and Multiple Linear Regression. 
The results comparative of the several techniques of spatial interpola-
tion, performed applying the Root Mean Squared Error (RMSE), the 
Nash-Sutcliffe efficiency (NSE), Mean Absolute Error (MAE), the coef-
ficient of determination (R-squared), and a visual interpretation with the 
Taylor diagram evidenced acceptable performance of the used models, 
also as a result of the high-density measure network. 

The current study resulted that ML models outperformed GS and 
deterministic models in predicting mean annual precipitation. Among 
the ML models, RF demonstrated the highest training and predictive 
performance, excelling in terms of R-squared values, RMSE, NSE, and 
MAE. The superiority of the RF model can be attributed to its ensemble- 
based approach, which harnesses the collective strength of multiple 
decision trees. In particular, results evidenced that the RF model showed 
the highest training performance, with a R-square value of 0.9524 and a 
RMSE value of 24.98. Similarly, the RF model showed the best learning 
and predictive performance concerning the NSE and the MAE metrics 
(0.9352 and 19.62 during training, 0.8244, and 26.51 during testing, 
respectively). 

Spatial analysis of the study area uncovered significant variations in 
mean annual precipitation. Higher precipitation values were concen-
trated in the northern regions, characterized by lower altitudes, while 
lower values were observed in the southern and eastern parts. The 
spatial distribution analysis also highlighted the impact of elevation, 
with mountainous and complex terrain areas exhibiting enhanced pre-
cipitation prediction when elevation was used as an auxiliary variable. 
Four distinct clusters (A, B, C, and D) were identified, each exhibiting 
unique precipitation patterns and elevation zones. Notably, cluster C 
demonstrated the highest mean annual precipitation and cluster D dis-
played the highest standard deviation, minimum, and maximum values, 
reflecting the geomorphological diversity of the study area. While the RF 
model emerged as the top-performing model in both training and test 

subsets, it is essential to consider the trade-offs between model 
complexity and interpretability. The M5 model demonstrated remark-
able stability between training and test subsets, suggesting its potential 
for capturing future changes in precipitation trends. The GS models, 
particularly COK and KED, showcased robust performance and high-
lighted their utility in areas with limited data availability. 

By advancing our understanding of precipitation patterns, this 
research contributes to more informed environmental management and 
adaptation strategies in regions characterized by diverse climatic con-
ditions and terrain. To enhance predictions further, researchers could 
explore the integration of additional variables, such as remote sensing 
data and climate model outputs. Investigating the impact of climate 
change on precipitation patterns and extending the analysis to longer 
temporal scales are promising avenues for future research. 
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