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The joint exploitation of complementary information from independent satellite and ground-based SAR obser-
vations can allow reconstructing the three-dimensional (up-down, east-west, north-south) ground displacement
profile. Some attempts have recently been made to complement satellite and ground-based SAR (GB-SAR) data.
However, a method for generating the 3-D ground displacement time-series and evaluating the quality of these
estimates is still lacking. Our research aims to develop a statistical framework that is beneficial to evaluate the
quality of the reconstructed 3-D ground deformation measurements achieved by jointly using space-borne and
GB-SAR systems. To this purpose, the quality of multi-platform Line-of-Sight (LOS)-projected ground displace-
ment time series is first assessed by deriving the variance-covariance matrices of noise sources (i.e., time-
inconsistent phase unwrapping mistakes, decorrelation effects, and atmospheric phase screen). Subsequently,
the precision of the retrieved 3-D ground displacement products is derived.

Some experiments have been performed considering the zone of Gorgoglione in southern Italy, for which three
sets of SAR images are available. The first set is composed of radar images collected through a GB-SAR mea-
surement campaign performed with the IBIS-L instrument from September 2016 to July 2017. In contrast, the
spaceborne sets consist of two groups of images gathered during the same observation period by the European
Copernicus Sentinel-1A/B sensors over complementary ascending (Path 146) and descending orbits (Path 124).
The experimental results for the selected case-study area showed that the error bounds for the 3-D ground
deformation time-series are about 3.6 mm, 3.7 mm, and 0.6 mm for the up-down, east-west, and north-south
profiles, respectively.

1. Introduction

Ground subsidence is characterized by a gradual or sudden loss of the
Earth’s surface elevation due to natural events (Berrino et al., 1984;
Boncio et al., 2010) or man-made induced processes (Gourmelen et al.,
2007; Guo and Jiao, 2007). Synthetic Aperture RADAR (SAR) Interfer-
ometry (InSAR) has been proven to be an effective tool for remotely
monitoring the evolution of the Earth’s surface ground movements
(Bamler and Hartl, 1998) with the advantage of almost total coverage of
the Earth’s surface. Ground displacements ascribed to natural hazard
phenomena have intensely been investigated, e.g., due to earthquakes
(Massonnet et al., 1993; Sandwell et al., 2000), volcano eruptions
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(Lundgren et al., 2003; Pritchard and Simons, 2004), landslides (Fru-
neau et al., 1996; Schlogel et al., 2015), permafrost freeze-thaw cycles
(Daout et al., 2017; Strozzi et al., 2018; Milillo et al., 2019), and erosion
(Smith et al., 2000; Liu et al., 2004), as well as, also strictly related to
man-made activities, e.g., those induced by land reclamation (Ding
et al., 2020; Tang et al., 2022; Zhao et al., 2022), underground mining
(Samsonov et al., 2013; Yang et al., 2017), drilling tunnels (Perissin
et al., 2012; Bayer et al., 2017), fossil fuel extraction and groundwater
over-pumping (Erban et al., 2014; Othman and Abotalib, 2019). Thus,
many InSAR methodologies have been developed to provide specific
Multi-temporal InSAR (Mt-InSAR) algorithms (Hooper et al., 2004; Li
et al.,, 2015; Dong et al., 2018; Foroughnia et al., 2019) for different
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application contexts. The capability of the Mt-InSAR techniques to
measure ground displacement with millimetric precision has widely
been demonstrated in the literature (Casu et al., 2006; Ferretti et al.,
2007).

It is well known that the InSAR technique can only detect the
component of the ground displacement along the radar-to-target line-of-
sight (LOS) direction (Wright et al., 2004). Therefore, due to the
inherent limitations of measuring one-dimensional displacements along
the LOS direction, a single measure cannot reconstruct the three-
dimensional (3-D) components of ground deformation, leading to
possible misinterpretations (Sandwell et al., 2000). As the current SAR
satellites operate in sun-synchronous orbits with side-looking imaging
modes, the LOS direction is nearly orthogonal to north-south (N-S), with
the result that the ground displacements observed by satellite SAR sys-
tems are sensitive to movements occurring along the up-down (U-D) and
east-west (E-W) directions, but they are almost insensitive to those
along the north-south (N-S) direction (Wright et al., 2004; Pepe and
Calo, 2017). Taking advantage of data acquired from two (ascending
and descending) or more independent orbits, some methods (Samsonov
and d’Oreye, 2012; Pepe et al., 2016) have been developed to combine
multi-platform data that allow U-D and E-W deformations to be
discriminated very accurately; however, these methods still require as
an assumption that N-S pattern is somehow negligible. One way to have
an estimate of ground deformations along the N-S direction is to include
in the analysis the ground deformation measurements obtained along
the azimuth direction using techniques such as pixel offset-tracking
(POT) (Michel et al., 1999; Casu et al., 2011), multi-aperture InSAR
(MAI) (Bechor and Zebker, 2006; Mastro et al., 2020) and burst-overlap
interferometry (BOI) (Grandin et al., 2016). However, the problem that
these estimates have much coarser precisions than those recovered
through SAR interferometry persists; the overall quality of final products
suffers from this lack of precision.

On the contrary, global navigation satellite system (GNSS) tech-
niques can be combined with InSAR techniques to directly obtain three-
dimensional terrain deformations at sparse spatial points, i.e., for spatial
locations where both measurements are available (Gudmundsson et al.,
2002; Samsonov et al., 2007). In addition, other 3-D techniques (Chen
et al., 2013; Fan et al., 2021; Hu et al., 2021; Jiang et al., 2021) have
been proposed in the literature. On the other hand, an attractive new
opportunity in this context is provided by GB-SAR sensors, as they allow
great flexibility in both sensors’ positioning (within the limits of the
physicality of positioning) and spatially very dense, near real-time
measurements of the deformation event. It is worth noting that it is
theoretically possible to position the GB-SAR sensor optimally to mea-
sure the N-S components (Wang et al., 2022). In addition, the precisions
of the ground-based SAR interferometry (GB-InSAR) technique (Tarchi
et al., 2003; Takahashi et al., 2013) are better than their spaceborne
counterpart. Thus, exploiting both technologies to characterize ground
deformation events better is possible. So far, many studies (Hilley et al.,
2004; Corsini et al., 2006; Bardi et al., 2014; Carla et al., 2018, 2019;
Xiao et al., 2021) have been proposed to use interferometric SAR ana-
lyses done by both satellite and ground-based sensors to interpret better
the causes and time evolution of ground deformation phenomena. Very
recently, new techniques (Li et al., 2020; Di Traglia et al., 2021; Wang
et al., 2022) have been proposed to combine data collected from satellite
and ground-based technologies in an integrated way to benefit from the
joint combination and thus obtain 3-D deformation maps. More specif-
ically, to discern the 3-D surface displacement phase field, the method
proposed by (Li et al., 2020) took advantage of the combined use of POT
for satellite SAR data and interferometry for ground-based real aperture
radar (RAR) data. As a result, the technique better focuses on tracking
the evolution of severe deformations of the Earth’s surface. In contrast,
in (Di Traglia et al., 2021), the InSAR techniques were used for both
satellite SAR data and ground-based SAR data to derive independent
measurements of the mean ground displacement velocity, which were
then jointly inverted to obtain the 3-D mean ground displacement
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velocity; the proposed technique was applied to follow the sin-eruptive
crustal evolution of the Sciara del Fuoco (Stromboli volcano) from July
2019 to August 2019. On the same topic, steps forward moved by (Wang
et al., 2022), which improved the estimated 3-D mean displacement
velocity maps’ reliability, developed a fine registration scheme of the
space-borne and ground-based images and adopted a weighted inversion
of the InSAR phases to achieve the 3-D displacement field.

However, retrieving 3-D ground displacement time series jointly
using satellite and ground-based SAR sensors is still unexplored. Strictly
related to the reliability of the retrieved 3-D measurements, there is a
complete lack of a statistical treatment for quantifying the composite
effect of uncertainty signals that degrade the precisions of the obtained
three-dimensional ground displacement time series.

In this study, we present and analyze the performance of a multi-
platform SAR combination method for deriving 3-D ground mean
displacement velocity maps and ground displacement time series by
employing satellite and GB-SAR data. A comprehensive analysis of sto-
chastic effects is performed, considering the time-inconsistent phase
unwrapping errors and the decorrelation noise sources. Thus, a method
for quantifying the precision of each measured 3-D ground deformation
field is provided, and synthetic indicators of the reliability of the
computed ground displacement products related to coherent scatterers,
which consider the entire 3-D covariance matrix, are also presented.

The developed statistical framework was tested on a real case
considering a SAR dataset collected by satellite and ground-based in-
struments of the Gorgoglione town in southern Italy to shed light on the
expected experimental accuracies in estimating and characterizing the
three-dimensional surface motions. During the analysis period, the
selected test site was affected by a slow landslide that produced a subtle
spatiotemporal ground deformation, for which a displacement in the N-S
direction and, more generally, in the 3-D field was suspected. The
experimental results confirm the 3-D displacement of the slow-varying
landslide, highlighting the crucial role of the integrated use of satellite
and terrestrial SAR platforms, from which the ground displacement
components blind to the ascending and descending satellite orbits were
also recovered. The retrieved ground deformations are also in agreement
with the geomorphological nature of the landslide itself. In addition, the
developed 3-D statistical framework provides better accuracies for U-D
and E-W sensing than those obtainable using only satellite datasets; it
also provides submillimeter accuracies for N-S sensing.

The remainder of this article is organized as follows. Section 2 pre-
sents and describes the methods adopted to obtain the InSAR 3-D ground
displacement products. Section 3 details the statistical framework
adopted for assessing the quality of 3-D ground displacement time series.
Section 4 describes the real case of the Gorgoglione landslide and the
multi-platform SAR data. Experimental results for estimating the 3-D
ground deformation field, supported by an analysis of the detected
ground motions and applying the developed statistical framework, are
presented in Section 5. Discussions and conclusions are finally addressed
in Sections 6 and 7, respectively.

2. Methodologies

In this Section, we focus on a method for the generation of 3-D
ground displacement products starting from sequences of SAR images
collected through multi-viewing (ascending/descending) satellite
orbital passes and using one (or more) GB-SAR instrument that observes
the same scene on slightly the same days (i.e., we assume the available
multi-platform SAR acquisitions are almost time synchronous). The
independently generated LOS-projected ground displacement time se-
ries are thus combined to discriminate the three-dimensional (3-D)
components of ground deformation. Applying the noise propagation
laws (Birge, 1939; Goodman, 1960; Ku, 1966), we finally assess the
precision of the retrieved 3-D ground displacement time series for every
acquisition time and determine synthetic parameters that characterize
the error of the generated 3-D products.
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2.1. Joint exploitation of terrestrial and spaceborne SAR system for the
retrieval of 3-D mean ground displacement velocity maps

Let us start our analysis by assuming the availability of three inde-
pendent sets of SAR data acquired from satellite radar systems with
complementary viewing geometries and one (or more) terrestrial radar
instrument. The first two groups are composed of N; and N, images
collected at the acquisition times I:toj,tl_i,..qtNif]‘i]T i= 1,2 through
ascending and descending orbits, respectively. The third set is composed
of N3 images collected at [to_g, t13, . tN3,1_3} ’ by a GB-SAR instrument.
Note that T stands for the transpose operation. With respect to satellite
systems of observations, the terrestrial instruments can operate over the
overlapped period between the ascending and descending SAR passes
and are characterized by a time series of data with enhanced sampling
times, from the weekly repetition times of satellite systems to the hourly
rates or less of the GB-SAR systems. Also, GB-SAR instruments collect
images with higher spatial resolutions than those from space (see
Table 1). The three sets of SAR data are preliminarily independently
processed to obtain the LOS-projected ground displacement time-series
ll(P) = [lo,i(P)all,i(P)y m,lNi_Li(P)]T VP e Yi; i= 1,2,3 and the corre-
sponding mean displacement velocity maps v;(P), i = 1,2,3 in corre-
spondence with a group of coherent, well-processed points Y;. The latter
can be identified by computing the temporal coherence y; from the ob-
tained deformation time series and applying a proper threshold
Yi = {P: 7;(P) > Vres }- We remark that the temporal coherence factor
was initially proposed by (Pepe and Lanari, 2006), and since then, it has
widely been applied in several contexts (Tizzani et al., 2007; Lauknes
etal., 2011; Cigna and Tapete, 2021; [zumi et al., 2022b). It relies on the
computation of the ground displacement time series. In particular,
considering the i-th given SAR dataset, the process that leads to gener-
ating the ground displacement time series from a set of M; unwrapped

multi-temporal SAR interferograms A®; = [Adg;, Adhy s Adpy 1]
can be seen as the solution of the following system of linear equations:

@

Bieg = AD;

where B; is the design matrix of the considered linear transformation,
and g; is the model of Q unknown parameters that characterize the
ground deformations, e.g., the velocities between consecutive time ac-
quisitions in the implementation provided within the SBAS method
(Berardino et al., 2002).Also, the symbol - stands for the matrix multi-
plication (rows by columns) operator. The temporal coherence is thus
obtained by extracting the residuals of the linear transformation r; =
B; ¢ g; —A®; and using them to compute the following factor:

Mi-1
Z expljry]

m=0

1
= 2
h M; @

where j = /1 is the imaginary unit.

To ensure the high capabilities in terms of spatial resolutions offered
by the GB-SAR systems, the relative single-look (SL) InSAR products are
more profitably computed. Specifically, in our work, the multi-grid
InSAR approach proposed by (Falabella et al., 2022b) is employed to
generate full-resolution ground displacement time series. Alternative
methods for generating ground displacement time series of coherent
targets can also be adopted.

The full-resolution unwrapped phases are then used to get the LOS
ground displacement time series by solving the system of linear equa-
tions (1). It is worth noting that the vector of unwrapped phases A®; is
contaminated by other contributions that can be treated as spurious
terms with respect to the (true) deformation signals. A standard model
used in literature is Ad; = ADTP 4+ AQI-P° L AD[-PE L ADAPS 4 ARy
(Bamler and Hartl, 1998; Mora et al., 2003; Pepe and Calo, 2017);
Ar;[)f“pl the displacement phases, A®"?° the residual-topography-
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induced phases due to inaccuracies in the Digital Elevation Model
(DEM), Ad){*"’bi” the residual phases accounting for inaccurate orbital
information, A®4"S the atmospheric phase screen (APS) contributions
due to the change in the tropospheric and ionospheric dielectric con-
stant, and An; the decorrelation noise sources (Zebker and Villasenor,
1992). Furthermore, additional uncertainties come out when phase
unwrapping errors are committed. Hence, the estimated displacement
time series are affected by the presence of uncertainty components that
influence the precision of the calculated values.

We remark that the residual topography, the artefacts related to
imprecise orbital information as well as the tropospheric APS contri-
butions (which are correlated to the surface height profile) can be esti-
mated and properly compensated for using the ad-hoc refinement
procedures that are implemented in the specific Mt-InSAR processing
chains (e.g., Berardino et al., 2002; Mora et al., 2003, etc.). To empha-
size the role of major error sources, which are linked to random
decorrelation noise and PhU mistakes, hereinafter we explicitly assume
that these phase artefacts have already been compensated for in the
computed sequence of unwrapped interferograms. Interested readers
can refer to the literature to have additional details on the procedures
adopted to perform such compensations (Samsonov, 2010; Fattahi and
Amelung, 2013; Bekaert et al., 2015; Tian et al., 2018; Du et al., 2021;
Liang et al., 2023). We also remark there is a maximum measurable
spatial deformation gradient with SAR interferometry techniques, which
is equal to one fringe per pixel or, equivalently, half the wavelength per
pixel (Massonnet and Feigl, 1998; Baran et al., 2005). In practice,
(complete) incoherence occurs when this limit condition (a fringe per
pixel) is reached; in this case, the interferometric phase turns out to be
uniformly distributed and phase unwrapping miserably fails.

Under these assumptions, the uncertainties of the ground deforma-
tion measurements can be accounted for by the knowledge of the
covariance matrix of the LOS-projected ground displacement measure-
ments, and by taking into account the basic rules of error propagation
(Ku, 1966), as follows:

C,, =B] e Cao, o B/
T i T i T i
B/ eC, eBl +B eCpy,eB +B eC,py ps ®B]

I

3

where C,q, represents the covariance matrix of the unwrapped inter-

ferometric SAR phases, BIT is the pseudoinverse of the design matrix, and
T stands for the matrix transposition operator. Note that in Eq. (3), Caa,
is modelled with a sum of three distinct and independent uncertainty
contributions, namely, C,, related to the decorrelation sources, Cpyy,
related to PhU errors committed during the signal processing stages, and
Curb_aps, associated with the effect of the turbulent APS components. By
assuming PhU errors are independent and identically distributed (i.i.d),
the simpler homoscedastic (Ramsey, 1969) case first holds:

4

_ 2
Crivi = opy 1

where I € RM*M is the identity matrix, and 62, is the variance of PhU
errors related to the i-th SAR dataset. The latter term can effectively be
computed using directional statistics (Mardia and Jupp., 1999) and the
value of temporal coherence factor (see Eq. (2)). This derivation repre-
sents one of the innovation points raised in our work. Indeed, the i-th
temporal coherence factor y; represents the resultant mean length of the
wrapped residuals between the original interferograms and those
reconstructed from the generated i-th LOS-projected ground displace-
ment time series. Since this analysis is carried out at the single look
scale, one can demonstrate that these phase residuals only account for
time inconsistent PhU mistakes (Pepe, 2021). Under the simplified
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homoscedastic assumption, these phase terms can also be assumed
distributed as wrapped normal’ (Collett and Lewis, 1981) WN = (g;,7;)
and o3, = —2lny;.

The retrieved ground surface displacement time series and the mean
displacement velocity maps are finally georeferenced to a common
geographical reference geometry for further analysis. Then, over the
group of points that are coherent on all three datasets, the LOS-projected
ground displacement velocity values can be combined to discriminate
the 3-D components [i.e., up-down (v,,), east-west (Veqs:), north-south
(Vnortn)1 of the ground deformations (Pepe and Calo, 2017; Di Traglia
et al., 2021) as follows:

Vi = — SINd;CO8QVeas + €OV, — SING;SING, Vo1 5)
where, considering the adopted multi-platform dataset and configura-
tion (e.g., for i = 1,2,3), v; represents the LOS mean displacement ve-
locity value, with 9; and ¢; being the incidence and the satellite heading
angles, respectively. A pictorial representation of the generic multi-
platform 3-D geometry is sketched in Fig. 1. The 3-D domain has been
subdivided into two bi-dimensional sub-domains highlighting the LOS
directions and the relative angles of interest for every single SAR sensor.

Thus, Eq. (5) leads to the following system of linear equations: A, e
Vs_p = Vips, where A, € R*>3 is the design matrix, V3 p=
[Vip: Veast Vnoreh T is the vector of unknows, and V;os = [vi,va,vs]" is the
vector of measures.

Moreover, ground-based measurements are generally more reliable
(Tarchi et al., 2003; Takahashi et al., 2013) than their satellite coun-
terparts because of less temporal and geometric decorrelation and the
much smaller wavelength characterizing transmitted and received
electromagnetic waves. Notably, in zero perpendicular spatial baseline
configuration, the effects related to the physical separation between
acquisitions are absent, e.g., the geometrical decorrelation (Bamler and
Hartl, 1998). Indeed, the zero-baseline configuration is usually adopted
when GB-SAR systems are employed for InSAR displacement field esti-
mation purposes (Leva et al., 2003; Monserrat et al., 2014).

2.2. 3-D ground displacement time series generation

This subsection addresses the generation of 3-D ground displacement
time series in a quasi-synchronous scenario when available SAR images
are acquired (roughly) on the same day for all terrestrial and spaceborne
platforms. Accordingly, the intersection between the sets of the acqui-
sition times related to the two satellite orbits is considered tsar =

{[to,izl-,tl.izh oy tNl—l‘izl]T N [to=2, t1.i=2, ---»th—l‘i:Z]T }, i = 1,2. Note

that we considered (at most) an offset of one day from ascending and

descending acquisition times, fulfilling the simplified quasi-synchronous

hypothesis. Similarly, considering the GB-SAR acquisitions, for i = 3,

the set of quasi-synchronous acquisition times is identified as tsyne =
(SYNC)

T
T
{tSATﬂ [toi=3,t1,=3, .-, tN—1,i3) } = [o ] €

RNswe with Nsync the number of quasi-synchronous acquisitions.

The vector of quasi-synchronous acquisition times tsyyc highlights
effectively only the temporal samples where both multi-platform mea-
sures are present, avoiding the use of interpolating procedures. The
multi-platform vectors of LOS ground displacement time series l;, fori =
1,2, 3, are extracted in correspondence with acquisition times tsync.
Note that, for the GB-SAR vector I3 only, all LOS measurements within
each synchronous daily time instant were averaged to obtain a single
daily measurement without losing the benefits of the GB-SAR instrument
dense temporal sampling and enhancing signal-to-noise ratio (SNR) of
the 3-D ground displacement measurements.

SYNC)

’ tﬁ {(SYNC)

? ) "Ngyne—1

1 The wrapped normal distribution is obtained by wrapping the normal dis-
tribution onto the unitary circle.
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Thus, similarly to (5), the synchronous 3-D surface displacement
time series is achieved for every coherent SAR pixel imaged by the
different SAR instruments by solving the following determined system of
linear equations:

deu.\l ll
Agje | d, L, (6)
dmmh 13
deas[
where A4 € R3Nswe3Neme is the design matrix, and | dy, | € R¥Nsmex!
dioreh

is the vector of (unknown) 3-D surface displacement time-series. For
instance, if we consider the case when Ngync = 2, the design matrix Ay is
as follows

—sind,cosg, 0 cosd; 0 —sind;sing, 0
0 —sind;cosp; 0 cosd; 0 —sind; sing,
A — sind,cosg, 0 cosd, 0  —sind,sing, 0
- 0 sind,cosp, 0 cosd 0 —sind,sing,
—sind;cosg, 0 cosd; 0 —sindssing, 0
0 —sindzcosgp; 0 cosds 0 —sind;sing;
c RG X6

In addition, the addressed problem can also be extended to asyn-
chronous scenarios benefiting from the heterogeneous temporal sam-
plings of different multi-platform sources (Wright et al., 2004; Samsonov
et al., 2007; Pepe et al., 2016). Fig. 2 highlights the flow chart for
generating the 3-D ground displacement time series discussed in Section
2.

3. Variance-Covariance matrices of the 3-D ground displacement
products

The mathematical treatment of the terms constituting the uncer-
tainty relation expressed in Eq. (3) and the evaluation of their effects on
the estimated 3-D InSAR ground displacement products are fully
addressed hereinafter.

3.1. Decorrelation noise effects

The characterization of the “true” InSAR covariance matrix Cy, has
been treated in several independent works (Tough et al., 1995; Bamler
and Hartl, 1998; Rocca, 2007; De Zan et al., 2015; Agram and Simons,
2015). Precisely, (Tough et al., 1995; Bamler and Hartl, 1998) held the
simplified assumption of zero correlation between different InSAR
phases, and the InSAR variances were directly evaluated in closed form
by solving the non-trivial integral forms (Tough et al., 1995), also known
the precise expression of the marginal Probability Density Function
(PDF) of the interferometric phases (Lee et al., 1994). Instead, decor-
relation models are employed in (Rocca, 2007; De Zan et al., 2015;
Agram and Simons, 2015) to find covariance expressions that also
consider the correlation among the different interferograms. Recently,
by relaxing the assumption that complex interferograms have a complex
circular Gaussian (CCG) distribution [as assumed in (Rocca, 2007; De
Zan et al.,, 2015)] and proposing an alternative model of surface
decorrelation, more general forms of covariance were presented in
(Samiei-Esfahany and Hanssen, 2017) and (Zheng et al., 2021),
respectively.

Using the covariance expressions proposed in (Rocca, 2007; De Zan
et al., 2015) for populating the “true” unwrapped InSAR covariance
matrix, and referring to a generic interferometric couple A¢,r and A¢,,
where e, f, x,y highlight the SAR image indexes, the following expres-
sion for the covariance matrix elements is thus obtained:

Sl =SS

2L, @

cov{Aq’)ef, Aq')xy} =
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Fig. 1. Pictorial representation of a multi-platforms 3-D SAR geometry, where are highlighted the ascending (ASC) and descending (DESC) satellite LOS geometries,

and also the terrestrial (GB-SAR) LOS geometry. a) Projection in the East-Up 2-D plane. b) Projection in the East-North 2-D plane.
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Fig. 2. Flow chart of the developed methodology for estimating multi-platform 3-D ground displacement time-series and their covariance matrices. White shapes and

solid lines highlight the flow for calculating InSAR 3-D multi-platform products, while grey and dashed lines refer to the statistical error framework.
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where (,, are the coherence magnitudes, and L is the number of inde-
pendent looks. Note that when the condition e = x and f = y holds the
covariance expression in (7) particularizes to the well-known Cramér-
Rao bound for the interferometric phases; as a consequence, the diag-
onal elements of the full covariance matrix have the following expres-

s 2
sion: cov{Aqﬁxy,Aqﬁxy} = var{Aqﬁxy} = % The expression in (7) is
Xy

valid for characterizing distributed scatterers (DS) that do not have any
prevalent contributions among individual scatterers in the resolution
cell and under the assumption of CCG distribution of complex in-
terferograms. Further, the CCG assumption has been relaxed (Samiei-
Esfahany and Hanssen, 2017), and the following generalization of (7) is
achieved:

Sl = Corlp

8
ZLCef é’xy ( )

cov{Ag,, Ad,} =

Insofar as the formula in (7) also uses mutual coherence magnitudes
with respect to the intrinsic coherences of the interferograms for which
covariance is being calculated, the counterpart in (8) uses all possible
coherences that can be calculated from the combination of the indices
forming the two interferograms for which covariance is being calcu-
lated, so (8) is more general than (7). Moreover, both (7) and (8) involve
the use of all generable interferometric pairs and thus are particularly
suitable for characterizing the covariances of interferograms when using
approaches that treat DSs in a complementary PS-like manner (Guar-
nieri and Tebaldini, 2008; Ferretti et al., 2011; Fornaro et al., 2015;
Ansari et al., 2018). Elsewhere, covariance statistical expressions that
account for only a reduced set of interferograms, for instance, by
following the small baseline paradigm (Berardino et al., 2002; Mora
et al., 2003; Casu et al., 2006; Even and Schulz, 2018), are absent.
Counterintuitively, the relation in (7) or (8) could be used.

A strategy for expressing the decorrelation covariance terms C,, that
relies exclusively on the used small baseline (SB) InSAR pairs is proposed
in our work and described hereinafter. The procedure takes advantage of
the fundamental properties of directional statistics (Mardia and Jupp.,
1999). More generally, the directional circular vector of the wrapped
InSAR phases AD; = [Adg;, Adyj, ..., Ay, 1] T fori = 1,2,3, can be
assumed distributed according to a multi-samples von Mises distribution
VM(p;,x;) (Mardia and Jupp., 1999), where g; and k; are the multi-
sample vectors of the means and concentration parameters, respec-
tively. Basically, the wrapped phases result from the superposition of L
independent random samples within the resolution cell ©: A¢,,; =

A{%Z@exp {qu&,ﬁ)] }, form=0,1,..,M; -1 and i = 1,2, 3. Likewise,
the sine and cosine of wrapped InSAR phases can have zero-mean multi-
samples von Mises distributions VM(0,kn;) and VM(0,xcos), for the
sine Sy = > gsin [A(/Jf 3 ] and cosine Cp;i= > yco0s [A(/)ES 1) ] terms,

respectively. Hence, following the statistical assumptions now adopted,
it can be demonstrated that for high-concentration parameters x;
(Mardia and Jupp., 1999), the interferometric variance terms can be
characterized as follows:

I+ :
2Km,[

Let us now derive the covariance between the two generic in-
terferograms «,i and f,i of the i-th interferometric SAR dataset. We
observe that:

var{Ag, .} =

1
Lk,

©)]

1 1 1
COV{A¢a,n Ady; } =5 Va.r{ A¢a,i} + B VaI{A¢ﬁ.i} ) VaI{A¢a,i - A¢/l.i}
10)

Accordingly, from Egs. (9) and (10), the relevant covariance value is
finally achieved as:
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1 1
<1 + —> - (1
2kpi)  Kapi

1[1 1 1
cov{ahunst} = [ (145) o

1
ZKaﬂj

where suitable expansions of the following function A(x;) = I1 (ki) /Io (ki)
(defined as the ratio of modified Bessel functions of the first kind and
first [I; ()] and zero [Iy(-)] order) is required for a feasible computation
of the concentration parameters k; (Mardia and Jupp., 1999). Likewise,
maximum likelihood estimates (MLE) of the concentration parameters K;
in (11) can be obtained, for instance, by using one of the approximations
proposed in (Dobson, 1978), and in particular, the following formula
can be adopted:

+ an

T

T (1.28 - O.53ﬁi‘i>tan <ﬁT) (12)

where pp; = ’%dexp [quﬁﬁ,?i) ] ‘ is the mean resultant length of the m-th

wrapped InSAR phases of the i-th InSAR dataset. It is computed
assuming the ergodicity condition and calculating the MLEs considering

a group of pixels nearby a given SAR pixel enclosed by the spatial box ©.
It is worth noting that, the jointly maximum likelihood concentration
parameter K,z; in (11) is always obtained using (12), taking into account
the following mean resultant length Papi =

)%Z@exp [j(Aq&ff)i) - Aqﬁ/ﬁ) ) } ’ The adopted directional-based statistical

formalism can be applied to characterizing DS and PS targets.

3.2. Time-Inconsistent PhU errors and atmospheric phase disturbances

The focus is now posed on the analysis of the covariance matrix
related to PhU errors, i.e., Cpyy,, and, in particular, only on those related
to time-inconsistent errors (Pepe, 2021; Falabella and Pepe, 2022) that
produce non-zero phase residuals” when the linear system of equations
(1) is solved. A rigorous characterization of the PhU errors covariance
matrix is utterly absent in the literature because several critical points
must jointly be addressed, thus preventing the straightforward evalua-
tion of PhU errors in any possible closed form. One of these crucial
points is the absence of any PDF for characterizing unwrapped phases,
especially for PhU errors, both consistent and inconsistent in time. Then,
there is a lack of methods for quantifying the PhU errors for each
unwrapped interferometric phase. Elsewhere, time-inconsistent PhU
errors have been known to cause phase residuals minimizing for (1), but
the residuals can also be ascribed to other effects, both stochastics and
systemic (Falabella and Pepe, 2022; Maghsoudi et al., 2022; Zheng et al.,
2022), such as the recently observed fading signal (Ansari et al., 2021).

Moreover, it is worth noting that when the single-look scenario is
considered, the residuals that result from solving the problem in (1) are
exclusively related to the time-inconsistent PhU errors. Globally, the
latter residuals afflict the estimated InSAR displacement field product
reliability. Therefore, we propose to apply a method to calculate a proxy
for characterizing the variance-covariance matrix of time-inconsistent
PhU errors using least-squares (LS) residuals (Anscombe and Tukey,
1963). The procedure is valid for achieving the final covariance matrix
of the 3-D ground displacement time series. Still, it is somehow not
wholly rigorous for characterizing the covariances of each PhU error for
each interferogram because the LS solution tends to spread PhU errors
made on every single interferogram over the entire network of the
interferogram, so the residuals cannot be directly related to PhU errors
on individual interferograms. Still, instead, they reflect well the overall

2 Note that any operation that is independently performed on every SAR
acquisitions does not lead to temporal phase inconsistencies and accordingly
does not produce phase residuals.
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effect of these errors on the obtained ground displacement time series.

Referring to the single-look case analysis and in the presence of time-
inconsistent PhU errors, the system of linear equations (1) can be
expressed in a complementary way:

Bieg +& =AD; 13)
where B; is the design matrix, g; is a model of unknown parameters that
characterize the ground deformations, A®; are the unwrapped InSAR
phases, and ¢; is the vector of committed PhU errors. The Gauss—Markov
theorem (Shaffer, 2012) asserts that g; (BiTBi)leiTA(Di = B/A®; is
the best linear unbiased estimator (BLUE) of g; and it is obtained by
solving (13) in the ordinary least-squares (OLS) sense under the
assumption of homoscedasticity of the error vector ¢ (Ramsey, 1969).
The homoscedastic condition holds when the PhU errors are assumed to
be zero-mean i.i.d., and therefore, the simplified statistical treatment
exposed in the previous Sections easily applies, i.e., a unique variance
value is enough for characterizing the diagonal elements of the PhU
errors covariance matrix [see Eq. (4)]. The assumption that PhU errors
are i.i.d. normal is not generally enough, and it is easy to demonstrate its
untruthfulness practically as well. In fact, using consolidated 2-D phase
unwrapping algorithms (Goldstein et al., 1988; Ghiglia and Romero,
1994; Pritt, 1996; Costantini, 1998) the interferograms are indepen-
dently unwrapped, and the committed PhU errors can be treated as in-
dependent, but they are not necessarily identically distributed. As a
result, the covariance matrix of PhU errors is diagonal, but the diagonal
elements of the matrix are different, i.e., the vector of errors ¢; can be
considered heteroscedastic (Ramsey, 1969). The same outcomes are also
plausible when adopting well-known hybrid 2-D + 2-D approaches
(Pepe and Lanari, 2006; Fornaro et al., 2011). Instead, pure 3-D tech-
niques (Hooper and Zebker, 2007; Shanker and Zebker, 2010; Costantini
et al., 2012) fully exploit both temporal and spatial relationships for the
PhU process, so the computation of the full covariance matrix is
mandatory.

Moreover, LS phase residuals are absent when pure 3-D approaches
are employed. As a result, it is impossible to discriminate PhU errors,
which are, to some extent, inevitable. Other specialized strategies must
be developed to discover the committed PhU errors that cannot be
identified by checking the unwrapped phases’ temporal consistency and
remaining practically “hidden”. Hereafter, the covariance matrix of
time-inconsistent PhU errors in case of heteroscedasticity, adopting LS
phase residuals €; (Anscombe and Tukey, 1963) to obtain a proxy for
covariances is addressed. The adopted framework is derived from
numerous studies in econometrics, which have thoroughly investigated
the problems of errors heteroscedasticity by proposing efficient and
robust estimators of the heteroscedasticity consistent covariance matrix
(HCCM) (White, 1980; MacKinnon and White, 1985; Freedman, 2006).
The concept behind the HCCM estimator is to use the squared LS phase

residuals Elz to estimate the diagonal entries of the PhU errors covariance
matrix Cppy,, i.e., the variance values of the time-inconsistent PhU er-
rors. The most widely used form of HCCM estimator is proposed by
(White, 1980) and can be thought of as estimating the variances of €;
with a single observation:

Cpuy, = diag[€;] as)

The estimator in (14) underestimates the variance values because the
LS phase residuals are too small. Thus, other alternatives of the HCCM
estimator in (14) were proposed in the literature (MacKinnon and White,
1985), and among them, a variation to better inflate the residuals and
thus the variances obtained; the following estimator is, however, biased
but it is considered less biased than the others (Hinkley, 1977; Efron,
1982; MacKinnon and White, 1985; Long and Ervin, 2000), and it is as
follows

214

ISPRS Journal of Photogrammetry and Remote Sensing 211 (2024) 208-227

~2
Cpp, = diag {8—] as)

(1—h)

where h; is the vector of the principal diagonal elements of the following
matrix H; = B; (BiTBl-)leiT = BI-BIT. It has been shown experimentally
that using one HCCM over another is driven by the number of available
measurements, particularly by the number of used SAR interferograms.
The work in (Long and Ervin, 2000) asserts that the estimator in (15) is
more robust and should be used when measurements are below 250.
Instead, when they are above 500, other HCCM estimators (MacKinnon
and White, 1985), such as White’s, see Eq. (14), can also be used,
obtaining roughly very similar results. Because of the possible use of
reduced subsets of interferograms, with cardinality even below 250, for
the purposes of SAR interferometry, we recommend the general use of
the estimator in (15). In addition, in the case of suspecting the hetero-
scedasticity condition of the error vector in (13), which is a condition for
PhU errors, the solution of the OLS in (13) is unbiased but not at mini-
mum error variance. Consequently, the solution to the linear problem
loses its BLUE status. Moreover, to ensure the BLUE condition, gener-
alized LS (GLS) solutions (Aitken, 1936) can be adopted by knowing the
covariance matrices of interest, such as using the methods in (Akbari and
Motagh, 2012; Hu et al., 2013; Falabella et al., 2020).

Finally, another source of uncertainties in the estimated ground
displacement InSAR products is ascribed to the atmospheric stochastic
fluctuations, which are modelled using the covariance matrix Cyup_aps;-
Both tropospheric and ionospheric layers cause a propagating delay in
SAR echoes that affects the reliability of the estimated surface defor-
mation terms (Hanssen, 2001; Gonzalez and Fernandez, 2011). The GB-
SAR systems are not affected at all by any ionospheric disturbance, as
only the lowest layer of the atmosphere is of interest, and thus atmo-
spheric propagative phases are attributed only to the troposphere
(Iglesias et al., 2014; Falabella et al., 2022a; Izumi et al., 2022a). In our
scheme, the atmospheric covariance matrix Curp_aps, considers exclu-
sively the stochastic effects of the turbulent tropospheric structures
present in each distribution of the analyzed SAR interferograms. In
particular, the spatial dependence of the turbulent tropospheric delay,
under the assumption of second-order intrinsic stationarity (Hanssen,
2001), can be quantified by employing a specific structure—function or
variogram (Hanssen, 2001; Lohman and Simons, 2005) as follows

S(Ar) = E[(Az(r) — Az(r+ Ar) )] 16)
where E[] is the statistical expectation operator, r is the spatial reference
location, Ar is the spatial distance between the reference and other
observation points, and Az(-) represents the InSAR atmospheric turbu-
lent function at given spatial locations. It can be shown that the turbu-
lent atmospheric covariance matrix of SAR images, i.e., Coak .., €
with N the number of acquired SAR scenes (Emardson et al., 2003;
Gonzalez and Fernandez, 2011), is diagonal. The elements of this matrix
can be estimated by following a network-based variance-covariance
estimation (NVCE) method (Cao et al., 2018), which allows obtaining
more reliable covariance values by focusing only on coherent SB SAR
interferograms or even by using other valid approaches (Gonzalez and
Fernandez, 2011; Kirui et al., 2022).

Therefore, using the errors propagation law (Ku, 1966) and consid-
ering the i-th SAR dataset, the atmospheric covariance matrix Cyys_aps,
of the i-th InSAR distribution can be easily obtained as

RNXN

SAR() T
® Cmrbulem ® Bi

Cuurs_ars, = Bi a7)

where B; is the design matrix of the i-th InSAR distribution.

3.3. 3-D ground displacements variance—covariance matrix

Once the covariance matrixes Cp,, Cppy;, and Cyyp_aps, are computed
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for each LOS platform, the terms C,, (e.g., for i = 1,2,3) are estimated
(see Eq. (3)) and finally combined under the errors propagation law
(Birge, 1939; Ku, 1966) to obtain the following 3-D ground displacement
time series (Up-Down, East-West, and North-South) covariance matrix:

Cp=AleC, oAl (18)

multi—platform

where A, € R3Nsme*3Nsne g the pseudoinverse of the design matrix (see

C, 0 0
also Eq. (6)) and Cg i = | 0 Cg 0 | € R3Nomex3Nomc g the
0 0 G

sparse partitioned matrix composed of the covariance matrices obtained
for each LOS platform and the zeros matrices.

4. Case-study area and available SAR data

The case-study area is in Gorgoglione town, in the southwestern part
of Matera Province (Basilicata Region, southern Italy), in a hilly area at
about 800 m a.s.l. (see Fig. 3).

The terrain outcropping in the area is chaotic slope debris and al-
luvial deposits resting on the Gorgoglione Flysch Formation. This latter
is a thick succession of alternating silty-marly clays and sandstones
(Lentini et al., 2002; Cavalcante et al., 2015).

The lithological nature of the outcropping terrains and their
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structural setting determine the geomorphological aspects of the area.
Due to the different erodibility degrees of the terrains, the landscape is
undulating, characterized by narrow and sometimes deep incisions and
intense erosive processes. The steepest and highest slopes identify the
areas where most weathering-resistant lithotypes outcrop, while the
morphologically more depressed zones correspond to the outcrop areas
of softer formations.

According to the Italian Plan for the Hydrogeological Risk Protection
(PAI, https://www.adb.basilicata.it/adb/pStralcio/piano2021vigente.
asp), the investigated slope is classified as high landslide hazard zone
— R3 (see Fig. 3) and has been affected by widespread instability phe-
nomena linked to the presence of an ancient landslide body composed of
a chaotic detrital material (coarse blocks immersed in a finer matrix).
This landslide, active since 1980, is a complex movement showing
rotational and translational components. Within the main body, sec-
ondary movements are recognized due to the differential settlement
phenomena of the stone blocks immersed in the clayey matrix.

The change of soil moisture conditions in the subsoil due to the
infiltration of rainwater and leakage from obsolete white and potable
water networks, together with the growing urbanization of the area, can
be considered the leading causes of the reactivations on the slope.

The reactivations, which have taken place over the years, have
caused a continuous lowering of the Zanardelli Square (up to 20 cm),
damages to the structures and infrastructures and the eviction of many

597500
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Fig. 3. Location map of Gorgoglione town in Basilicata Region (southern Italy) and position of the GB-SAR sensor (the white dashed polygon shows the sensor
footprint). The upper left panel shows the ascending (Path 146) and descending (Path 124) Sentinel-1 footprint, blue and orange, respectively. The panel on the
middle left shows an optical photo of the field of view of the GB-SAR IBIS-L; the average monitoring range between the GB-SAR and the center of the investigated area
is about 800 m. The four landslide hazard zones R1-R4, as defined by PAI, are also reported. [The figure has been produced using QGIS open-source software]. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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houses.

Considering this, over the years, the local and national administra-
tions have monitored the area to correctly plan intervention works for
the safety of the whole slope.

The investigation period of our analysis is between September 2016
and July 2017, for which ascending and descending satellite SAR images
and GB-SAR acquisitions are jointly available. Sentinel-1 (S-1) A/B (C-
Band) ascending (Path 146) and descending (Path 124) orbit acquisi-
tions have been used for the satellite side, while for the terrestrial
platform has been employed an independent stack of IBIS-L (Bozzano
et al., 2010; Cai et al., 2021) GB-SAR (Ku-Band) images. The field of
view of IBIS-L on the Gorgoglione test case can be seen through an op-
tical image in Fig. 3. Twenty-four (quasi-synchronous) time-epochs were
identified by considering the three independent SAR datasets available
and following the SAR image selection procedure in Section 2.2.
Vertical-to-vertical (VV) polarization was employed for the interfero-
metric purpose, and no one constraint was imposed for the geometrical
perpendicular baseline. In contrast, for limiting temporal decorrelation,
a maximum temporal baseline of 96 days was adopted for both plat-
forms. Notably, the GB-SAR operated in zero perpendicular baseline
configuration (avoiding any decorrelation due to geometrical antenna
differences) without squinting the antennas, and it was installed on a
promontory in front of the most vulnerable investigated area, i.e., the
area near Zanardelli Square, which is the area most affected by the
landslide. Furthermore, the centre-beam GB-SAR LOS forming an angle
of 24° to the North direction provides excellent sensitivity to discern the
N-S movement of the landslide (see Fig. 3).

5. Experimental results
5.1. LOS-projected ground displacement maps

This subsection shows the mean velocity LOS displacement maps
obtained for satellite (ascending and descending orbits) and terrestrial
(GB-SAR) platforms, also highlighting the critical steps adopted to
achieve the showed InSAR products.

First, focusing on satellite processing, the wrapped co-registered
(single-look) interferograms were adequately compensated for topo-
graphic and orbital components, respectively, using one-arcsec shuttle
radar topography mission (SRTM) digital elevation model (DEM) of the
scene and precise orbits of the Sentinel-1 A/B satellites. Then, the Mt-
InSAR multigrid technique proposed by (Falabella et al., 2022b) was
applied to obtain the InSAR products at full spatial resolution (the
single-look Sentinel-1 A/B spatial resolution). Following the mathe-
matical core of the adopted multigrid method (Falabella et al., 2022b),
among the selected stable pixels, only those with a temporal coherence
greater than or equal to 0.6 were considered well-processed pixels; this
task allows the selection of stable pixels at full resolution and the
exclusion of those strongly affected by PhU errors from this selection. A
final stage of spatial low-pass (LP) and temporal high-pass (HP) filtering
was applied directly to the estimated LOS ground displacement time
series to mitigate turbulent atmospheric artefacts (Ferretti et al., 2001;
Berardino et al., 2002).

Moving to the GB-SAR side, the generated wrapped single-look in-
terferograms were flattened by removing the tropospheric phase screen
using the Wrapped SPectral analysis for the APS compensation (WSP-
APS) methodology (Falabella et al., 2022a), but other methods can also
be adopted (Iglesias et al., 2014; Qiu et al., 2016; Chao et al., 2019).
Subsequently, the flattened interferograms were independently
unwrapped via the minimum cost flow (MCF) solver (Costantini, 1998).
Note that the removal of tropospheric APS is performed directly on
wrapped data via the WSP-APS algorithm, which makes the subsequent
mandatory PhU procedures much more straightforward. In addition, the
adopted APS compensation strategy can also track and remove the
tropospheric screen fluctuation closely related to the changing ortho-
metric height of the imaged scene, not needing any DEM of the scene.
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Thus, the InSAR ground displacement products are retrieved by OLS
minimization using the unwrapped interferograms, as done, for
example, in (Berardino et al., 2002). We point out that also for the GB-
SAR LOS analysis, well-processed stable pixels at full resolution were
identified using the same reliability estimators used for the satellite
counterpart, described in detail in (Falabella et al., 2022b), and in
particular by setting a threshold of 0.95 for the temporal coherence
value. We remark that the adopted thresholds for both satellite and
terrestrial estimators’ values are experimentally chosen and, for each
platform, they depend on the number of decorrelation sources, SAR
scenes, interferograms and other parameters, so different estimation
thresholds are adopted; for an in-depth lecture on the subject, see (Pepe,
2021) and references therein.

Finally, for both platforms, the well-processed pixels were georefer-
enced, and a simple nearest-neighbour (NN) procedure was performed to
identify common pixels in the three datasets. Alternatively, instead of
simple NN, if more accurate DEMs are available, more accurate geore-
ferencing methods can be adopted, such as the method proposed in (Wang
et al., 2022). The georeferenced LOS mean displacement velocity maps,
superimposed to an optical image of the small Gorgoglione town via
Google Earth engine, are shown in Fig. 4. The town is almost stable except
for a small area located in the south of Gorgoglione, where, in the other
hand, deformation due to the slow landslide that afflicts the town is
visible. These negative deformation values are measured as a moving
away from the sensor. They are recorded by both satellite sensors for
ascending and descending orbit, respectively, in Fig. 4 (a) and (b). Simi-
larly, the IBIS-L sensor records an appreciable deformation field for the
same deforming area, shown in Fig. 4 (c), but in this case, the positive
deformation values are measured as approaching the GB-SAR sensor. To
evidence the direction in which deformation occurs, for each SAR plat-
form, the LOS direction is indicated as a white-coloured arrow in Fig. 4. In
terms of magnitude, maximum LOS mean displacement values of 15 mm/
year were recorded during the investigation period.

5.2. 3-D ground displacement maps

The 3-D ground displacement velocity maps are retrieved over the
group of common geocoded well-processed pixels already identified in
the previous subsection, which are the georeferenced pixels for which
the three independent LOS measures are available. To pass from the LOS
measures to the Up-Down, East-West, and North-South ones, the math-
ematical rationale presented in Section 2.1 was applied. Local incidence
angles range from 45.04° to 45.07° and from 33.33° to 35.64° for the
ascending and descending orbit of Sentinel-1 A/B sensors, respectively.
At the same time, 9.02° and 10.46° are the average heading angles for
the ascending and descending tracks, respectively. For the IBIS-L sensor,
however, the local incidence angles range from 76.20° to 90.30° with
heading angles from 24.5° to 91°. Fig. 1 provides a pictorial represen-
tation of a 3-D geometry identifying local incidence and heading angles.

Fig. 5 shows the geocoded 3-D mean displacement velocity maps,
where notable U-D and N-S displacements are evident by analyzing
Fig. 5 (a) and (c). Whereas, no considerable deformation is appreciated
in the E-W direction [see Fig. 5 (b)].

Therefore, the area affected by the landslide is prone to ground de-
formations in a southerly and downward direction, in accordance with
the geomorphological characteristics of the landslide itself.

To better interpret the three-dimensional movement of the