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Supervi sed Term Wi ghting for Autonated Text Categorization
by Franca Debol e and Fabri zi o Sebasti ani

Researchers fromISTI-CONR Pisa, aimat producing better text
classification nmethods through the use of supervised | earning techniques in
the generation of the internal representations of the texts.

Text classification (TCQ is the activity of automatically building, by
neans of machine | earning (M.) techniques, prograns ('text classifiers')
capabl e of 'pigeonholing natural |anguage texts, ie placing themin
categories froma predefined set, according to an analysis of their
content. Instances of text classification are topic spotting, spam
filtering, genre classification, or automated aut horship attribution,
dependi ng on the nature and neani ng of the categories being considered.

The construction of an automatic text classifier is usually articulated in
three phases. The first phase is termselection, in which the nost rel evant
ternms for the classification task are identified. The second phase is term
wei ghting, in which docurent-dependent weights for the selected terns are
conputed so as to generate a vectorial representation for each docunent, in
which each termis weighted by its contribution to the extensional
semantics of the document. The third phase is classifier |earning, in which
a learning device generates a classifier fromthe vectorial representations
of the training docunents.

This entire process involves an activity of 'supervised learning' , ie one

i n which informati on on the nenbership of training documents in specific
categories is used. Traditionally, supervised |earning only enters into
phases 1 and 3; phase 2, instead, usually relies on techni ques borrowed
fromtext search such as tf-idf ('text frequency * inverse docunent
frequency'), a weighting function based on the distribution of the terns
within the docunent and within the collection, where a high val ue indicates
that the word occurs often in the document and does not occur in many ot her
documents. As a consequence, these techniques do not exploit the
information provided by training docurments since text search does not

i nvol ve any traini ng docunents.

In our current work we propose that |earning fromtraining docunments shoul d
also affect the termwei ghting phase, ie that infornation on the nenbership
of training docunments in specific categories be used to deternine term
weights. W call this idea supervised termweighting (STW. As an exanpl e
of STWwe propose a nunber of 'supervised variants' of tf*idf weighting,
obtai ned by replacing the idf part of tf*idf with the sane function that
has previously been used in the termsel ecti on phase. The rational e of
replacing idf lies in the fact that idf represents a neasure of the
docurent - i ndependent value of a term but as such it is suboptinal in a
text classification context, in the sense that it relies on an intuition
("the docurrent -i ndependent value of a termis inversely proportional to the
nunber of docunents in which it occurs") that is valid also in information
retrieval tasks in which no training data are avail abl e. Feature sel ection
functions rely instead on an intuition ('the docunent-independent val ue of
atermis directly proportional to howdifferently the termis distributed
in the positive and negative exanpl es of the categories of interest') that
refers to the presence of categories, and that is thus specific to tasks in
whi ch category data is avail abl e.

V¢ have run STWexperinments on Reuters-21578, the standard benchmark of
text classification research, with three classifier |earning mnethods
(Rocchi o, kNN, support vector nachines), three termsel ection functions
(information gain, chi-square, and gain ratio), and two policies for
addressing termsel ection and weighting ("local" and "global"). Results
show that STWis a powerful notion since, when instantiated with the 'gain
ratio' feature selection function, it can bring about inprovenents as high
as 11%in accuracy over a standard tf*idf representation with a support
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vect or nmachi ne | earner.

Li nks:
http://faure.iei.pi.cnr.it/~fabriziof/Publications/ SAC3b. pdf
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