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Abstract. Mobile CrowdSensing (MCS) is a computational paradigm designed to gather sensing data by using personal devices
of MCS platform users. However, being the mobility of devices tightly correlated with mobility of their owners, the locations
from which data are collected might be limited to specific sub-regions. We extend the data coverage capability of a traditional
MCS platform by exploiting unmanned aerial vehicles (UAV) as mobile sensors gathering data from low covered locations. We
present a probabilistic model designed to measure the coverage of a location. The model analyses the user’s trajectories and
the detouring capability of users towards locations of interest. Our model provides a coverage probability for each of the target
locations, so that to identify low-covered locations. In turn, these locations are used as targets for the StationPositioning
algorithms which optimizes the deployment of k UAV stations. We analyze the performance of StationPositioning by
comparing the ratio of the covered locations against Random, DBSCAN and KMeans deployment algorithm. We explore the
performance by varying the time period, the deployment regions and the existence of areas where it is not possible to deploy
any station. Our experimental results show that StationPositioning is able to optimize the selected target location for a
number of UAV stations with a maximum covered ratio up to 60%.
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1. Introduction

Building representative data sets from urban environments still represents a challenging task. The current litera-
ture offers a variety of data sets of different nature, ranging from mobility data sets collected with wearable devices
or black-box units, to environmental data sets gathered with IoT-ready devices. However, the representativeness of
the data collected still remains a challenge.

Under this respect, the Mobile CrowdSensing (MCS) [1, 2] paradigm represents a valuable paradigm to gather
data with the active involvement of citizens. The MCS consists in recruiting volunteer users and provisioning them
with a mobile app able to perform specific tasks, such as collecting user’s feedback, producing multi-media contents,
or sensing the environment. The MCS paradigm may also exploit wearable devices that people generally bring with
them, in order to sense the surrounding environment, hence making the sensing capabilities even more sophisticated.
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The current literature reports interesting MCS initiatives, demonstrating the benefits of a participatory approach to
collect data, such as environmental data sets, mobility traces, mobile phone usage and wireless signal coverage
[3]. However, we argue that one of the main barrier to a massive adoption of the MCS paradigm is the capability
of recruiting volunteers [4]. Indeed, many works [5, 6] address such issue, by proposing incentive mechanisms to
further extend the MCS end-users and, in turn, the extend the representatives of the collected data.

In this work, we address a CrowdSensing scenario in the “urban scale”, as from the classification provided in [7],
in which we propose the adoption of UAV (Unmanned Aerial Vehicles) as a complementary mobile sensing unit
able to further extend the amount and the quality of the collected data. In particular, since even despite of incentives
or explicit requests the mobility of the MCS users is not controllable, the coverage of the point of interests for a
MCS data collection campaign is in general not uniform and some points of interest for the campaign may result not
sufficiently covered. However, these points cannot be determined precisely before the initiation of the campaign as
they depend on the future mobility of the users during the campaign itself, while instead it is necessary to determine
in advance the places where to physically deploy the UAV stations before the campaign. For this reason we adopt a
probabilistic approach to model the expected coverage of points of interests by the users, even considering detours
of users motivated by incentives proposed by the MCS platform, and we propose a deployment strategy for the
UAV stations designed to optimize the amount of not sufficiently covered locations (according to the probabilistic
model) that can be reached by a flock of UAV. Note that by coverage we do not mean any aspect related to wireless
communications, but rather the sensing coverage, which is the probability that any user of the mobile CrowdSensing
platform visits a location and collect data with his personal device. Hence the problem we address requires first to
measure the data coverage of location lh, namely the probability that a user accepts a detour to lh to collect data, and
then a probabilistic coverage model that considers the jointly contribution of all the user’s trajectories to cover a set
of locations of interest.

Given a sensing region, our model computes a coverage map from which it is possible to identify locations with
low or high coverage probability. In turn, the coverage probability is adopted as heuristic to optimize the deployment
of a set of UAV base stations. The deployment strategy analyzes the region of interest, and it maximizes the amount
of uncovered locations that can be now covered with a UAV flying in a circle of center (x, y) and radius dr meters.
We do not model UAV flying dynamics, as our primary goal is to assess the effectiveness of the coverage model as
a heuristic to deploy UAV in a sensing region. We also consider the not admissible areas, namely urban areas where
it is not possible to deploy any station, due to restrictions, obstacles and any kind of flying regulations. In summary
the novelties of this work can be summarized as follows:

– We propose a coverage model designed to measure the probability that a set of locations of interested is covered
by users of a MCS system;

– We adopt the proposed model to generate a coverage map useful to identify high/low covered regions;
– We exploit the coverage map to drive the deployment of a set k UAV base station. UAVs are used as com-

plementary sensing units with respect to user’ devices. The location of the base stations is determined with a
greedy approach:

– We evaluate the proposed UAV deployment strategy with a real-world experimental dataset, based on GPS
trajectories. We analyse the mobility dataset and we describe the experimental settings.

We validate our solution by means of experiments based on an enhanced version of the GeoLife data set, extended
with a trajectory generative method. In particular, we extended the number of users and of the followed trajectories
given the top-most populated period of GeoLife (18 months). We show, with an extensive set of experiments, how
the coverage probability can be used as a gradient for the optimization of a MCS data collection campaign. In partic-
ular, we compare our strategy against 3 representative benchmarks: a random deployment, DBSCAN and KMeans
clustering algorithms in two scenarios: high and low density. Our results show that unsupervised approaches cannot
identify the optimal location for a UAV station even with optimized clustering strategies. Differently, our strategy
greedily identifies the location from which it is possible to reach the highest number of un-covered locations, with a
relatively low number of iterations. The paper is structured as follows: Section 2 surveys the current state of the art
in the fields of coverage models and base station deployment strategies; Section 3 describes our reference scenario,
the coverage model and the deployment strategy we propose. We analyze in Section 4 the extended data set for our
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experiments, with the description of our generative method to augment the user’s trajectories. Finally, Section 6
covers the experimental settings and the obtained results.

2. Related Work

Monitoring an area by means of sensors so to guarantee a desired level of coverage is a relevant problem for
sensing applications. Indeed, there are many studies addressing this problem under different assumptions concerning
the sensing architecture, model and even the type of sensors involved. For example, [8] addresses the problem of
coverage in a wireless sensor network in terms of the identification of sets with maximal residual energy able to cover
all points of interest. The paper in [9] addresses the problem of coverage by taking into account the imperfections
associated with sensor readings. Other works instead focus on coverage problems for sensors operating in line
of sight [10], [11]: the first addresses the problem of coverage provided by a wireless visual sensor network by
defining the Coverage Degree-coverage model, which quantitatively measures target detection probability, while
the second formalizes the problem in terms of deployment of the sensors. More recently, due to the increasing
availability of mobile CrowdSensing platforms and of UAV, the problem of coverage of a sensing platform enriched
with the new dimension of mobility. Concerning the MCS, many works address the problem of coverage from the
point of view of recruitment of participants and task injection [12, 13]. However there are also proposals of using
interpolation strategies as a mean to increase the coverage of a mobile CrowdSensing platform [14]. Concerning
UAV, the majority of studies available in the current literature focus on how to exploit UAV that carry base stations to
provide wireless signal coverage to terminals on the ground [15–18]. In [15] is considered the problem of deploying
a network of UAV to optimize the coverage of the ground terminals, by taking into account constraints, such as
fault-tolerance and redundancy of the network. As the problem is NP-hard, the authors propose a solution based
on a genetic algorithm meta-heuristic. The work described in [19] also considers the problem of minimizing the
number of base stations mounted over UAV under the constraint of keeping all ground terminals connected. The
problem can be formulated as the Geometric Disk Cover problem, whose objective is to cover a set of k nodes
(GTs) in a region with the minimum number of disks of given radius r. Since problem is NP-hard, and for this
reason the authors propose a low-complexity, nearly optimal (at least for small-sized problems) heuristic. In a
similar architectural model, the work described in [16] aims at minimizing the number of UAV required while
improving the coverage rate by optimizing the three-dimensional positions of UAV, ground terminals clustering and
frequency band allocation. The proposed algorithm is then compared against known approaches like KMeans-based
placement, ordered PSO-based placement, unordered ABC-based placement and Edge-Prior Placement algorithms.
In [17] it is addressed the problem of optimizing the 3D placement (and repositioning) of a fleet of UAV under
realistic constraints of inter-drone interference and connectivity. The problem is formalized as a mixed-integer non-
convex optimization problem, for which the authors propose a polynomial time solution. The work in [18] considers
two problems related to the deployment of UAV for providing ground connectivity. The first is to minimize the
maximum deployment delay among all UAVs and the second is to minimize the total deployment delay. Authors
propose a polynomial-time algorithm for the first and a linear approximation algorithm for the second problem.
When the terminals on the ground are sensors, the problem of wireless coverage by means of UAV-mounted based
stations changes slightly, as terminals on the ground are static and are typically subject to stringent constraints in
terms of energy and communication capacity. The work in [20] addresses this specific problem, with the objective
of maximizing the total capacity of the network. As the resulting problem is intractable, authors propose a game-
theory approach. In particular they show that the resulting game has at least one Nash equilibrium point and they
use a online learning approach to find such an equilibrium point. In [21] authors address the task allocation during
package delivery activities. Authors refer to the possibility of employing sensing units on boards to collect data
(similar to our approach), but the solution proposed in this work is based on a set of POIs (those with low-coverage
values) previously computed by analysing the past user’s mobility. Authors of [22] also consider a route allocation
problem through a number of target points. However, authors do not mention how such POIs are selected. The UAV
is constrained to fly-over all of them. Paper reported in [23] details a scenario similar to the one we propose. In
particular, authors refer to the use of UAV to collect data from regions scarcely visited by the MCS participants.
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Nevertheless, authors put emphasis on the battery consumption and on the quality of the collected data, as reported
by authors.

Finally, there are a number of work that replace sensing elements at the ground directly with sensing elements
mounted on UAV or on automated vehicles. For example [24] addresses a problem of distributed control and naviga-
tion of unmanned, sensing vehicles, with constraints related to the initial energy reserve, scattered charging stations
and obstacles, while [25] suggests the use of UAV instead of CrowdSensing or road-side sensors to collect data about
traffic. Authors of [26] propose to integrate data from a mobile CrowdSensing platform with 3D data collected by
UAV to build a ground signal maps. Authors of [22] investigate a route planning problem for fixed-wing UAV tai-
lored on the MCS scenario. Authors study the problem from a energy perspective with the goal of optimizing the
task assignment to UAV and, at the same time, optimize the energy consumption of UAVs. Authors in [27] propose a
formal model to identify the optimal number of nodes joining a CrowdSensing architecture, namely MEC nodes, so
that to obtain a given spatial coverage. Although this work does not mention the use of UAVs, the approach adopted
is interesting to design a MCS architecture. In [28], authors consider a mobile-vehicle-assisted MCS system. In this
scenario, vehicles are owned by different operators or individuals competing for limited sensing resources of the
vehicles. Authors study the joint task selection and the problem of planning routes for such an MCS system from
an energy-efficiency perspective. Authors in [29] approach the problem on how to choose suitable participants to
monitor an environment of a critical region for a MCS system. In [30], authors minimize the collection of redundant
information to save resources. Authors of the following paper, approach the problem as a user selection strategy.

However, to the best of our knowledge, none of the previous works consider instead the problem of providing
sensing coverage to an area by using an hybrid architecture that combines ground sensors of a mobile CrowdSensing
platform and sensors mounted over UAV. The resulting coverage problem in such hybrid architectures is rather
different than coverage with just UAV or just CrowdSensing because it combines two diverging aspects. On the one
hand, the mobility of users in CrowdSensing platform is uncontrollable by the platform and the resulting coverage
of the area is, in a sense, opportunistic. On the other hand, the mobility of the UAV is under control (although subject
to constraints) and, as a consequence, the coverage of UAV is, in a sense, controllable. More specifically, the main
advantages of the proposed model can be summarized as follows:

– data-driven deployment: the proposed algorithm identifies the optimal position for an UAV station by analysing
mobility traces of users. This allows us to identify low/high covered locations based on real-world GPS traces.
This aspect differentiates with respect to other deployment strategy based only on environmental features such
deployment considering the coverage of a set of base stations, deployment by considering interferences and
connectivity of terminals and strategies based on reducing the battery depletion of UAV;

– multiple station deployment: the proposed algorithm implements a procedure to deploy multiple UAVs station
avoiding any overlapping. Moreover, the algorithm allows skipping regions where it is not allowed to deploy
any station.

This is the reason leading us to propose a completely different approach, taking into account first the opportunistic
coverage provided by the CrowdSensing platform, and focusing on the optimization of UAV base stations in order
to provide the required coverage to the locations that remained uncovered appropriately by CrowdSensing.

3. The Reference Architecture and the Proposed Model

Our reference scenario is characterized by a traditional MCS architecture designed to collect sensing information
from a set of locations of interest. The architecture we refer to is composed by a back-end server, a set of end-devices
and a flock of UAV provisioned with sensing capabilities and grounded on a set of base stations.

The goal of the MCS data collection campaign is to gather data from locations of interests, by exploiting volunteer
users. In particular, the back-end assigns sensing tasks [31] to the end-devices and it stores the collected data. A
task is a specific action to be completed by the selected end-devices. Such action might require an active user
intervention. Examples of sensing tasks are:

– environmental tasks: tasks designed to retrieve data measuring some environmental features, such as noise
intensity, air quality or Wi-Fi signal coverage from areas of interest;
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– user-generated tasks: tasks designed to collect contents provided by users, such as pictures or short move clips.

The end-devices are generally user’s pocket devices such as smartphones, as they offer sensing capabilities through
virtual and environmental sensors, commonly available on commercial products. Therefore, the locations from
which data are collected strictly depend on the user’s mobility. It is important to remark that the mobility dataset
used for reproducing dynamics of the mobility determines which and how often regions are low/high covered.
Indeed, a mobility dataset that has been collected during working weeks days, might reveal that the coverage value
for entertainment regions is lower respect to a dataset collected during weekends, as users tend to visit such regions
mainly during off-time hours. Furthermore, the time granularity of the mobility dataset also affects the accuracy for
determining the coverage value. For this reason, it is important to clarify that the resulting coverage map used to
identify high/low covered regions strictly depends on the goals of the CrowdSensing monitoring campaign.

Crowded locations have more probability of being covered in terms of data collected by end-users. Differently,
peripheral locations might be highly un-covered as few people visit them along the day. Nevertheless, we observe
that those locations scarcely visited might be still covered if at least one user accepts a detour towards such location.
Detouring to a location implies that a user deviates from her intended path, to pass through a specific location.
This is the case of a pedestrian that accepts walking towards a square close to her destination. The probability of
detouring is directly influenced by a multitude of factors, such as the overhead of the detour, the existence of any
reward, and the user’s mean of transport etc. It is important to remark that, in our scenario, we do not require to
fetch and process real-time user’s locations, rather we only assume to obtain a snapshot of the user’s mobility from
which building the coverage values for the regions of interest. We stress the fact that the dataset is used only once
and for the purpose of computing a coverage map, without the need to collect real-time user’s trajectories. UAVs act
only as a proxy from users to the back-end. The data produced by users may not be reliable due to many reasons, but
the CrowdSensing paradigm is based on the idea of aggregating lot of data from the crowd to obtain a meaningful
representation. In this work, we do not consider such aspect, but a variety of techniques can be used to evaluate the
quality of acquired data as reported [32, 33]

Our reference scenario also comprises a flock of UAV extending the traditional MCS architecture. UAVs are pro-
visioned with sensing capabilities and they can fly over specific locations in order to collect data with their sensors
[34, 35]. In our model, UAVs are not employed to facilitate communication with users on the ground. Consequently,
we do not account for aspects related to UAV communication capacity in our model. More specifically, we envision
the UAVs as mobile sensors roaming in specific areas and exploiting on-board sensing units, such as temperature,
air-quality sensors, on-board cameras etc. This aspect, allows us to avoid air-to-ground communication with user’s
devices. Furthermore, since our objective is the positioning of the UAV base station, we omit considerations related
to UAV flight. Furthermore, as our goal is the positioning of the UAV base station, we disregard aspects related to
the number of UAV and of their flight (such as UAV speed or wind [36]) and we consider instead parameters like
UAV range and autonomy. Please refer to [34, 35] for details about performance of UAVs.

The goal of this work is twofold. On the one hand, we introduce the coverage metric which measures the prob-
ability that a location is reached by users of the CrowdSensing platform (even after a detour), hence this metric
expresses the probability that a given place is covered from the point of view of sensing.On the other hand, we
exploit such metric to identify those locations scarcely visited by the MCS users. More specifically, the meaning of
the coverage is measuring the probability that a location will be visited by at least one user, and in turn, to collect
data from nearby of such location. The higher the coverage of a location, the more likely we can expect to retrieve
data from it. Differently, the lower a location is covered, the smaller is the probability of having data from such lo-
cation. In order to overcome this last case, we exploit the coverage map for a set of locations of interest, to identify
strategic location for the deployment of k UAV base stations. The identified locations are selected to deploy a set of
base stations from which a flock of UAV can take off and retrieve sensing data. It is worth to notice that we consider
a reduced UAV flying model.At this stage, we are not interested to simulate realistic flying conditions such as the
speed, wind direction, effect of turbulence and its impact on the battery depletion. Rather, we aim at quantifying
the potentialities of the proposed coverage metric for the purpose of optimizing the location for a set of UAV base
stations.

As a representative example, we report in Figure 1 our reference architecture. The red box shows the selected base
station (BS) from which 2 UAVs fly towards un-covered locations (represented as purple circles). Data collected
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from the 2 UAVs are then transferred to the MCS back-end. The operating radius of the UAV is fixed to dr. We also
show a detour example in with the path followed by an end-users change from a detour from A→ B, to A Lk−→ B.

Fig. 1. The reference MCS architecture showing the use of a UAVs and a detoured path.

Note that in this work we disregard the problems that may arise due to failures of end-devices providing infor-
mation (included location information) to the CrowdSensing platform, which, from our point of view, may result in
an incomplete coverage map. In fact, this is a more general problem concerning the quality of information in the
CrowdSensing platform as a whole, and, as such, we expect to be addressed by using state of the art solutions by
the platform itself, not only to obtain collect and up-to-date location information from the end devices, but for all
collected data in general. We refer the readers interested in the reliability of CrowdSensing platforms and in the
quality of information they produce to the following works [37–39].

3.1. The Probabilistic Model

We present the probabilistic model for measuring the coverage, some key components lead our model: 1) exploit
a coverage map to drive the deployment of an UAVs station 2) enabling the possibility of deploying multiple UAV
stations at the same time 3) consider some features of UAVs, such as the operating radius, un-admissible areas etc.
The adopted notation is reported in Table 1.

We define L = {lh : h ∈ [1,H]} the set of locations of interests, with |L| = H and U = {uk : k ∈ [1,K]},
|U| = K the set of end-users joining a Mobile CrowdSensing data collection campaign. Every user ui ∈ U moves
along a set Ti of Ji trajectories, that is, Ti = {ti, j : j ∈ [1, Ji]}, where each trajectory is a finite and ordered sequence
of way-points. Given a location of interest lh and a trajectory ti, j, it is possible to measure the physical distance
between each way-point in the trajectory and lh, e.g with the geodetic distance. We hence define the distance th

i, j
between trajectory ti, j and location of interest lh as the minimum of the distances between the way-points of ti, j and
lh.

We define coverage ch of a location lh the probability that any of the users in U accepts detouring towards lh.
With the term detouring, we refer to a user that deliberately accepts altering its original trajectory in order to pass
close to a location of interest. Following an intuitive observation, the probability of detouring increases as users get
closer to the target location, while such probability decreases as users are far from such location. Note that, as our
concept of coverage relates to sensing, how much the user should come close to the location of interest depends on
the sensing coverage of sensors required to perform the task at hand. As in this paper we are not interested to any
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Table 1
The adopted notation.

lh location h
Ti, j j-th trajectory of user i

L the set of locations

U the set of users

Xi
h random variable for modelling detour

Y i, j,h random variable for modelling detour toward lh
Wh random variable modelling the coverage

Z set of not admissible areas

ch coverage of location lh
τ coverage threshold

dr UAV distance radius

δ distance measure

specific sensing technology, without loss of generality we assume that a location is covered if the user goes to that
precise location.

We define the random variable Xh
i : Ω→ R+, with Ω the set of events in the form: user ui ∈ U accepts detouring

towards lh ∈ L up to distance t̄ ∈ R+ from any of her trajectories. As a representative example, Xh
i = 500 is

the event that user ui accepts a detour from distances bound in: [0, 500] meters from location lh. Events in Ω are
continuous in R+, with fXh

i
the probability density function (see Section 5 for an instance of such distribution) and

FXh
i

the cumulative distribution function.
We now define a random variable for each of user ui’s trajectories, the random variable is defined as follows:

Y i, j,h =

{
1 ui detours from ti, j to location lh
0 otherwise

(1)

∀ti, j ∈ Ti, the family of random variables {Y i, j,h} are defined by two opposite events: detouring towards lh or not. If
a user accepts a detour up distance t̄ from location lh with probability p (as defined with the Equation 1), then the
user will also accept a detour at distance t 6 t̄ from lh, as she/he is closer to the target location. Therefore, we define
the probability P(Y i, j,h = 1) of detouring at distance t̄ from lh as:

P(Y i, j,h = 1) = 1− FXh
i
(t) =

∫ ∞

th
i, j

fXh
i
(t)dt (2)

We now generalize the random variable defined in Equation 1, with the random variable Ki,h modelling two
events: the user ui detours towards lh and its opposite event:

Ki,h =

{
1 user ui detours to lh from any of trajectories Ti

0 otherwise
(3)

thus, assuming that events Y i, j,h are all independent. In particular, we assume that the same user decides to detour
towards lh independently from the fact that she/he already detoured to another location at any distance.

the probability P(Ki,h = 1) is given by:

P(Ki,h) = 1−
∏

∀ti, j∈Ti

(1− P(Y i, j,h)) (4)

More specifically, we compute the probability of not detouring from every trajectories ti, j ∈ Ti and we compute the
opposite probability, namely the probability of detouring from any of the trajectories ti, j ∈ Ti.
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Finally, we define the coverage probability for a location. We define the random variable Wh modelling two
opposite events: at least one user detours towards lh and its opposite event:

Wh =

{
1 location lh is covered by at least a user in U
0 otherwise

(5)

thus, assuming that the events Ki,h are all independent, the probability P(Wh = 1) is given by:

P(Wh) = 1−
∏

∀ui∈U

(1− P(Ki,h)) (6)

obtained by the opposite probability that none of the users in U detour towards lh. This last equation implements
our coverage model used on the our experimental analysis.

3.2. The Problem Statement

We now describe the UAV deployment problem, whose goal is the optimization of the position of a set of k base
stations for UAVs. We assume that the locations of interest are within a plane region delimited by a bounding box
B. Moreover, we consider a simple UAV flying model according to which:

– UAVs have a fixed operating radius referred to as dr meters from the base station;
– UAVs fly at a fixed altitude from the ground enabling the data collection (e.g. sampling environmental metrics);
– UAV to BS communications follow LOS model, hence the UAV to BS channel power gain can be considered

as a free-space path loss model.

Moreover, the proposed model has been designed by considering the following assumption:

– The detour probability varies with a truncated exponential distribution determining the likelihood of accept-
ing/rejecting a detour toward a location of interest;

– If at least one user visits a location, then we assume such location becomes covered. In particular, we assume
that it is possible to collect sensing data from every visited location;

– We do not consider the impact of atmospheric agents to the UAV deployment.

Let L = {lh = (x, y) : h ∈ [1,H]} be the set of locations of interest in B, where (x, y) identify to the longitude
and latitude of the location according to a reference system (e.g. EPSG 4326). For each location lh = (x, y) let ch

be its coverage value, corresponding to the coverage probability of location (x, y) computed according to the model
proposed in 3.1 and formalized with Equation 6. We also assume that within B, there exist locations that are not
admissible as UAV station(s). Ideally, the admissible areas are those free from obstacles, prohibitions or restrictions.
To this purpose we define the set Z of not admissible locations as the union of ẑ elliptic regions Zi (with i ∈ [1, ẑ]),
each of center zi and radius ρi, where Zi = {(x, y) : δ(zi, (x, y)) < ρi}.

Our optimization problem aims at finding the best location (x, y) for a base station so that:

– the select base station lies in B but not in any of the not admissible areas;
– the UAVs can reach locations with low coverage probability. This constraint allows to use UAV only for loca-

tions scarcely visited by the MCS end-users;
– the distance between the base station and the target locations is always lower than the maximum operative

range of a UAV, namely the operation radius dr.
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We formalize the addressed problem as follows:

BS (1) :



max|Tx,y|
where
(x, y) ∈ B \ Z,
Tx,y = {lh = (x′, y′) ∈ L :

ch > τ∨
δ(lh, (x, y)) 6 dr}

(7)

where τ is a parameter modeling the coverage of a location (if ch > τ we assume that the location lh is covered);
δ is a distance measure between two points (e.g. the geodetic distance), and dr is the maximum operative range
of a UAV, that allows the UAV itself to return to the station after the mission (for example, if the maximum travel
distance of an UAV is 500m, then dr could be 250m). The set Tx,y identifies the locations of interest already covered,
namely those locations with a coverage probability greater than τ, or locations at most distant dr from the base
station in (x, y). Therefore, our problem aims at maximizing the set Tx,y, by identifying the optimal location for the
UAV base station given the two aforementioned constraints. It is worth to notice that more accurate models can be
adopted to constraint the maximum travel distance for UAVs, an interesting approach is detailed in [40].

3.3. The Proposed Deployment Algorithm

We now describe our heuristic algorithm solving the problem defined in Equation 7. We introduce the solution
for a single UAV station, and then we briefly discuss how this process can be generalized to deploy k UAV stations.
We also present in this section the analysis of the computational complexity of the proposed algorithm.

Our strategy is inspired by the Spiral MBS Placement Algorithm [19], however our approach provides additional
features not present in [19]:

– we exploit the coverage probability model to determine the initial set of locations suitable for UAVs;
– we optimize the number of required iterations to find the optimal solutions by pruning out inefficient locations;
– we model the not admissible areas preventing the possibility of deploying a base station arbitrary;
– we test our strategy with a real-world mobility data set.

The strategy consists of three stages: i) building the coverage map for B; ii) filtering out locations of interest
with high coverage value (as already covered by the MCS end-users, hence not suitable for a UAV fly over) and iii)
identifying the base station by excluding not admissible areas.

Figure 2 visualizes the pipeline of our strategy. During the first step, we compute for every location in L its
coverage value. The figure shows in red and orange colors the locations with high coverage values, while in purple
the locations with low coverage values. The second stage of the pipeline removes the locations with coverage greater
than τ as they are already covered (or potentiality covered with a detour) by the MCS users. Lastly, during the third
stage, we identify the optimal locations of the UAV station, by drawing a circle of center (x, y) and radius dr such
that the circle maximizes the amount of uncovered locations (purple circles). During this stage, the strategy excludes
the polygons marked with dashed lines in Figure 2, as they represent the not admissible areas not allowed for any
deployment.

The strategy is implemented with Algorithm 1 StationPositioning that takes in input the set L of locations
of interests (see Section 3.2) and set Z of not admissible locations. The algorithm returns the coordinates (x̄, ȳ)
chosen for the UAV station, the set T x̄,̄y of locations covered by the station and the radius of the station rx̄,̄y that
corresponds to the maximum distance the UAV grounded in (x̄, ȳ) is able to reach.
StationPositioning first performs some initialization (lines 2-4), in particular it sets the initial position of

the station x̄, ȳ in a not admissible point (line 2) and it defines the set of covered locations T x̄,̄y as empty (Line 3).
Then it constructs the list C of the location of interest that are not already covered by the mobile CrowdSensing
platform, that is, the locations with coverage smaller than τ (line 5). In line 6 the algorithm computes, for each
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Fig. 2. Step of the UAV station deployment strategy.

location lh ∈ C to be covered, its maximum coefficient mh that measures the number of other locations in C at a
distance at most 2∗dr from (x, y). More specifically, the maximum coefficient is the maximum number of uncovered
locations of interest bound within a circle of radius 2 ∗ dr and of center (x, y). The algorithm computes mh for every
location in C and it then sorts the locations in C according to their values of mh in descending order (line 7).
Then, the algorithm iterates over C in order to deploy a station. Line 9 of StationPositioning implements
an optimization: for a given location lh ∈ C, if its maximum coefficient mh is lower or equal than the cardinality
of the set of locations of interest already covered by the current position (x̄, ȳ) of the station, then the algorithm
already found a better location where to deploy the UAV station and the location lh is disregarded. Indeed, placing
a station in (x̄, ȳ) allows to cover a higher number of points with respect to placing in lh. If this is the case, then the
algorithm interrupts with the current iteration and returns the current solution. Differently, the algorithm invokes the
DeployStation function that evaluates the current point lh (line 11). The result of DeployStation is a valid
solution for the deployment whose return values have the same meaning of those of StationPositioning:
the coordinates of the UAV station (x′, y′), the set of locations covered Tx′,y′ and the radius rx′,y′ . If the location
(x′, y′) for the station is better than the current one (line 12-14) then the solution is updated with the new one (lines
15-17) and the algorithm iterates until case evaluated in line occurs or all the points in C had been considered. The
algorithm then ends returning the location (x̄, ȳ) as the chosen location for the station (line 18).

Algorithm 1 StationPositioning
1: function STATIONPOSITIONING(L,Z)
2: (x̄, ȳ)← (∞,∞)
3: T x̄,̄y ← ∅
4: rȳ,̄y ← dr

5: C ← list of lh ∈ L : ch < τ
6: Let mh = |{lh′ ∈ C : δ(lh′ , lh) 6 2 ∗ dr}| ∀lh ∈ C
7: C ← sort(C,mh)
8: for all lh ∈ C do
9: if |T x̄,̄y| > mh then break

10: [(x′, y′),Tx′,y′ , rx′,y′ ]←
11: DEPLOYSTATION(lh,C \ lh)
12: if (|Tx′,y′ | == mh)∨
13: (|Tx′,y′ | > |T x̄,̄y|)∨
14: (|Tx′,y′ | == |T x̄,̄y| ∧ rx̄,̄y > rx′,y′) then
15: (x̄, ȳ)← (x′, y′)
16: T x̄,̄y ← Tx′,y′

17: rx̄,̄y ← rx′,y′

18: return[(x̄, ȳ),T x̄,̄y, rx̄,̄y]
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The DeployStation algorithm identifies the optimal deployment by analyzing the current position lh and the
set Ĉ = C \ lh, as reported in Algorithm 2. The goal of DeployStation is to find a deployment solution able to
cover at least the point lh and the highest number of points in Ĉ. To this purpose, DeployStation performs the
following operations:

– checks that the location returned is not included in any of the not admissible areas, as implemented with
Algorithm 4 checkCenter;

– updates the set of covered locations with Algorithm 3 updateLocations;
– finds the smallest circle containing the maximum number of locations in C, by exploiting the Algorithm
1-Center as implemented in [41].

DeployStation initially checks that the point l = (x, y) in input is not included in any of the not admissible
areas (line 3). If this is the case, then DeployStation interrupts its execution and it skips to the next iteration of
StationPositioning.

Differently, DeployStation invokes Algorithm 3 updateLocations which performs the following two
operations:

– fills C̄ with the locations in Ĉ at a distance lower or equal than dr. These locations can surely be covered from
a station centered in (z,w);

– removes from Ĉ the locations in C̄ and those at distance greater to 2 ∗ dr as locations that surely cannot be
covered. As a result, the set Ĉ will contain locations at distance dr < d 6 2 ∗ dr. These locations might be
covered by a station centered in (z,w).

Figure 3 shows a graphical representation of the updateLocations algorithm. Locations in violet color are
those included in C̄ as dr distant from (z,w), locations in orange color are the ones includes in Ĉ as dr 6 d < 2 ∗ dr

from (z,w). Locations in red color are those ignored as too far from (z,w).
DeployStation finds a valid solution by iterating over the items in Ĉ (line 7) (from the closest to the far point

to (z,w)) and it finds the closest circle including the items in C̄ (the priority ones) and the point l with the 1-Center
algorithm (line 10). If the solution found by 1-Center is admissible (line 11-13), then DeployStation updates
the locations with updateLocations and it moves to the next item in Ĉ, otherwise DeployStation interrupts
and it returns the previous solution.

Finally, Algorithm 4 checkCenter is in charge of checking if the candidate location found by DeployStation
is admissible. If not, it re-deploys the station’s position. In particular, checkCenter computes the intersecting ar-
eas of all the disks Dh whose centers are the locations lh ∈ C̄ and that have of radius dr, by excluding however the
not admissible locations in Z (line 4). If the resulting set is non empty, than any point in this intersection is a valid
candidate position for the UAV station. Otherwise it returns the not admissible solution (∞,∞) (line 5).

The algorithms we described allow the deployment of one UAV station. However, a similar process can be
applied for the positioning of k stations. In particular, this generalization consists of executing k iterations of
StationPositioning and by checking that stations i does not overlap with station i − 1. As an example,
given k = 2 stations we check that the circle of center (x̄, ȳ) obtained for station 2 does not overlap with the circle
for station 2. In other words, once a station is deployed, we consider the corresponding circle of center (x̄, ȳ) and
radius rx̄,̄y a new not admissible area.

We now discuss briefly some considerations about the computational complexity of Algorithm 1 StationPositioning.
Its input consists of a number of locations of interest (set L, of size n), and of set Z (of size z) of not admissible areas.
In particular, the algorithm extracts from set L the set C of locations that need to be covered, and set Z consists of
a set of constraints in the form δ((x, y), (zxi, zyi)) > di, each expressing the fact that the circular region centered
in (zxi, zyi) and of radius di is not admissible as UAV base station. As in any practical application the size of these
two sets is limited, the actual implementation of the algorithm is rather fast, as also observed in the simulations. In
any case, we consider that the outer cycle of StationPositioning (line 8) is repeated n times, and that the
complexity of each cycle equals the complexity of DeployStation. In turn, DeployStation repeats its main
cycle (line 8) up to n − 1 times (note that as at each cycle the size of C reduces of at least one element), and each
cycle invokes 1-Center (line 10, of linear complexity in n [41]), UpdateLocations (line 16, also of linear
complexity in n), and CheckCenter line 12. Concerning this last function, we observe that its purpose is to find,
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Fig. 3. Graphical representation of sets C̄ and Ĉ implemented with Algorithm 3.

Algorithm 2 DeployStation

1: function DEPLOYSTATION(l, Ĉ)
2: C̄ ← l
3: (z,w)← CHECKCENTER(l, C̄)
4: if (z,w) == (∞,∞) then return [(z,w), ∅, 0]
5: [Ĉ, C̄]← UPDATELOCATIONS(Ĉ, C̄, (z,w))
6: rz,w ← maxl′∈C̄δ(l′, (z,w))
7: while Ĉ 6= ∅ do
8: Let l : δ(l, (z,w)) 6 δ(l′, (z,w))∀l′ ∈ Ĉ
9: Ĉ ← Ĉ \ l

10: [(x, y), rx,y]← 1-CENTER(C̄ ∪ l)
11: if rx,y 6 dr then
12: (x′, y′)← CHECKCENTER((x, y), C̄ ∪ l)
13: if (x′, y′) == (∞,∞) then
14: return [(z,w), C̄, rz,w]

15: (z,w)← (x′, y′)
16: [Ĉ, C̄]← UPDATELOCATIONS(Ĉ, C̄, (z,w))
17: rz,w ← maxl′∈C̄δ(l′, (z,w))
18: else
19: return[(z,w), C̄, rz,w]

20: return[(z,w), C̄, rz,w]

if exists, an admissible solution in the admissible region delimited by the constraints in line 3 and out of the not
admissible area Z (line 4), which is defined in terms of other ẑ constraints. Hence these constraints are, in the worst
case less than n + ẑ (but it can be expected that they are much less in general), and they give rise to a non-convex
admissible region, delimited by elliptic curves on a 2-dimensional plane. A simple way to find an admissible point
can be to test for the admissibility of each single point of intersection between each pair of constraints, which would
lead to an upper bound of O(n + ẑ)3 to its complexity. Hence, an upper bound to the complexity of the algorithm is
O(n2 ∗ (n + ẑ)3).
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Algorithm 3 updateLocations

1: function UPDATELOCATIONS(Ĉ, C̄, (x, y))
2: C̄ ← C̄ ∪ {l ∈ Ĉ : δ(l, (x, y)) 6 dr}
3: Ĉ ← {l ∈ Ĉ : dr < δ(l, (x, y)) 6 2 ∗ dr}
4: return [Ĉ, C̄]

Algorithm 4 checkCenter
1: function CHECKCENTER((x, y), C̄)
2: if (x, y) /∈ Z then return (x, y)

3: Let Dh = {(x′, y′) : δ(lh, (x′, y′)) 6 dr} ∀lh ∈ C̄
4: I ← ∩lh∈C̄(Dh) \ Z
5: if I == ∅ then return (∞,∞)

6: take any point (p, q) in I
7: return (p, q)

4. Experimental Data Set Preparation

Our experiments are based on a real-world experimental mobility data set, namely GeoLife [42, 43]. The data set
is an initiative of Microsoft Research Asia, it includes 182 participants, and it spans a very extended time frame: from
April 2007 to August 2012. The data set reports the GPS positions of the participants obtained with GPS trackers
or, in some cases, with the personal user’s devices. Only a limited number of trajectories are labelled by the used
transportation mean, e.g. car, bus, metro etc. The data set collects mainly GPS locations from the Beijing area and
it is publicly available and widely adopted in the current literature. We show in Figure 4 a graphical representation
of the data set, the figure clearly shows the most visited locations centered in the Beijing area.

Fig. 4. Aggregated representation of GeoLife restricted to Beijing area.

In the reaming in this section, we analyze some of the mobility features of GeoLife and we describe our generative
method to extend the amount of the users’ trajectories, namely the GeoLife+ data set. The mobility features are
computed with the scikit-mobility python library [44].
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Fig. 5. GeoLife’s weekly aggregated GPS points. The inset in the graph shows the aggregated GPS points on a restricted period.

4.1. Analysis of the Mobility Features

The GeoLife data set reports the GPS points in an extended time frame and in a wide geographical area. We firstly
cropped the locations to the Beijing city1, and we also restricted the considered time frame. We report in Figure 5
the time series showing the variation of GPS points aggregated on a weekly basis, from April 2007 to August 2012,
the inset in the figure shows the number of GPS points in the sub-period July 2008 to December 2009 with the
highest number of GPS points. The original data set comprises 14.696.563 points, 106 users and a total of 11376
trajectories with an average of 107 trajectories per user.

4.2. Data Augmentation Through a Generative Method

GeoLife provides a valid reference data set for analysing the user mobility. However, for the purpose of this
work, we required to further extend the amount of GPS points in order to simulate crowded locations and, in turn, to
build a coverage map. To this purpose, we designed a simple generative method to generate users’ trajectories. Our
generator allows to define the number of users, the type of mobility (pedestrian, by car, by bike), and the number of
trajectories each user will follow. Moreover, the source and destination of each trajectory is not based on a stochastic
process, rather it follows these steps:

– identifying the users’ stop places of the original GeoLife data set:
– clustering the stop places;
– computing the cluster’s medoids and extending with extra points.

The first step consists in detecting the places where users stop for a while. To this purpose, we detect the stop places
with the method described in [45] and implemented by [44]. We identify stop places where users stop for 60 minutes
in a range of 100 meters. The second step consists of clustering the stop places, so that to group contiguous stop
places. The clustering is implemented with the DBSCAN [46] algorithm configured with a minimum set of 4 points
in a radius of ε = 200 meters. The last step consists of finding the cluster’s medoid, namely the closest stop place
to the cluster’s centroid. This last step allows to obtain a valid representative stop place for each of the clusters
without incurring in invalid locations. Figure 6a reports the medoids obtained from the clustered stop places. The
blue markers show the medoids, and the two insets in Figure 6a show the stop places (as colored diamonds) and the
corresponding cluster medoids.

The set of medoids M we previously computed, represents our preferential sources and destinations of the aug-
mented user’s trajectories. The strategy we implemented generates, for every user, y trajectories in the time period
July 2007 - December 2009 from a source s ∈ M to a destination d ∈ M with a given speed v (according to the
mobility profile, e.g. v = 1.8m/s for pedestrians). The path s → d is computed following the shortest path, by
using only admissible routes. This last filter prevents a trajectory to cross rivers, buildings or traversing locations

1min lat = 39.54, max lat = 40.3, min lon = 115.75, max lon = 117.13, EPSG 4326 reference system
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(a) Medoids identified by clustering the stop-places (Map data copyrighted OpenStreetMap contributors and available
from https://www.openstreetmap.org).

(b) Effect of the scale parameter to the coverage value.

Fig. 6. Medoids and effect of the scale parameter.
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Table 2
Setting of the Generative Model (sp stands for stop place).

sp duration 60’

sp radius 100m

sp eps 200m

min sp cluster 4

interpolation distance 200m

augmented users 100

user’s trajectories 50

mobility profile pedestrians

Fig. 7. Comparison of the distribution of the radius of gyration (rg) and the number of visits (nv) for GeoLife and GeoLife+.

not connected to a valid urban path. Moreover, the shortest path is computed according to the mobility profile.
More specifically, pedestrians are free to use walking routes, while bikes can also ride streets or bike lanes. Each
augmented trajectory is in the form of an ordered sequence of GPS points from s to d. We re-sampled the GPS
points for every trajectory so that to obtain GPS points evenly distributed from s to the d. In particular, we use a
linear interpolation generating a GPS point every 200 meters. It is worth to notice that the settings we used for the
generative method are selected according to the objectives of this work. Our goal is not to characterize/predict the
urban mobility, rather to test the coverage model and the UAV deployment strategy with a dense mobility data set.
Table 2 summarizes the generative model settings.

The GeoLife+ data set is obtained by generating 100 users each with 50 extra trajectories roaming in the area
bounded in Figure 4. Table 3 compares some of the mobility features of GeoLife and GeoLife+ data sets. We also
analyze two mobility features, namely the distribution of the radius of gyration rg and the number of visits nv. The
radius of gyration characterizes the typical distance travelled by a set of users, the higher the radius, the far distant
users travel. The number of visits defines the number of locations visited by the users. Concerning the distribution
of rg it is possible to observe a shift of the typical distance travelled. With the GeoLife data set, the distribution
peaks around 5 km, while with GeoLife+ it shifts to 25 km with a median of 7.47 km for GeoLife and 18.18 km for
GeoLife+. Concerning the number of visits nv, the distribution tends shrinking in GeoLife+. The median number of
visited locations of GeoLife’s users is of 56.406 while for GeoLife+’s users is of 24.524, the reduction is due to the
increase of users with the GeoLife+ data set.

5. Analysis of the Coverage Model and Evaluation

In this section, we detail how we execute the proposed coverage model on a real-world dataset. Section 5.1
describes how we set-up the model, Section 5.2 reports detailed information about the experimental dataset. In
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Table 3
Comparison between GeoLife and GeoLife+ data sets

Parameter GeoLife GeoLife+

#points 14.696.563 17.042.546

#users 106 206

#trajectories 11376 16370

#avg traj 107 79

rg (50th) 7.47 18.18

nv (50th) 56.406 24.524

particular, we describe the time periods used and the obtained coverage map. Finally, in Section 5.3 we discuss the
impact of the mobility dataset to the computation of the coverage model.

5.1. Set-up of the Coverage Model

The proposed UAV deployment algorithm is based on the coverage model described in Section 3.1. We analyze
in this section how we configure and apply the coverage model to the GeoLife+ data set.

We briefly recall from Section 3.1 the random variable Xh
i modelling the events: user ui ∈ U accepts a detour

towards location lh ∈ L up to a distance th
i, j ∈ R+ (we recall that th

i, j is defined as the minimum distance between
the trajectory ti, j and the location lh). Following an intuitive observation, the closer a user to a location, the higher
the probability she/he is willing to accept a detour towards such location. Such observation is well reflected with an
exponential distribution, whose probability density function is in the form:

fXh
i
(t) = λ ∗ exp(−λ ∗ t) (8)

The distribution’s scale is 1/λ and t ∈ [0,R+]. The scale parameter plays a significant role in determining the spread
of the exponential distribution. In our specific situation, this parameter represents the distance at which users are
willing to tolerate a deviation from their preferred route. To clarify, when the scale is smaller, it implies that a detour
is acceptable to users only if it’s close to their intended location. Conversely, when the scale is larger, it indicates
that users are more open to accepting detours even when they are a considerable distance away from their desired
destination. We implemented Equation 8 as a python process using the scipy library. In particular, we set 1/λ = 100.

We report in Figure 6b, three representative examples of an exponential distribution set with scale values in the
range [10, 100, 500] meters. Setting the exponential with a small value of scale (e.g. 10 meters) does not prevent
for a user to accept a detour from 500 meters. Rather, the probability of such event will be smaller than that of an
exponential distribution configured with a higher scale value.

The coverage value at distance th
i, j to lh decreases as the scale increases, hence the detour probability of a user

following trajectory ti, j varies with the parameter 1/λ. As a result, the coverage probability defined in Equation 6
can be re-written in closed form as:

P(Wh) = 1−
∏

∀ui∈U

(
∏

∀ti, j∈Ti

(1− exp(−λ ∗ th
i, j))) (9)

The set of locations of interest, L (see Section 3.1) is obtained by extracting points of interest from the Beijing
area that, generally, are visited by the GeoLife+ users. To this purpose, we extract from OpenStreetMap a collection
of places labelled with the following tags: square, monument, mall, station and bus. We also extend such
places with a set of random points in the city center. As a result, we obtain 1954 locations of interest and we
compute, for each of them, the coverage probability with Equation 6. The selected locations and the corresponding
coverage map are reported in Figures 8a and 8b, respectively. The two figures show two insets: the high density
(HD) and the low density (LD) regions. These are defined as bounding box of 8.5 km × 11.1 km. The HD region
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(a) The selected locations of interest.

(b) The coverage map computed over 1954 locations on the Beijing area with the GeoLife+ data set.

Fig. 8. The coverage probability model in action (Map data copyrighted OpenStreetMap contributors and available from
https://www.openstreetmap.org).
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Fig. 9. Distribution of the distances and of the coverage probability.

includes |L| = 1121 locations of interests, while the LD one includes |L| = 44 locations. Recalling the objective
function of our UAV deployment strategy (see Equation 7), we set the exponential scale value to 1/λ = 10.

5.2. Experimental Dataset preparation

We compute the coverage probability for each of the locations by selecting different time periods of the GeoLife+
data set (refer to Figure 5 for a visual representation of the amount of GPS points):

– Period 1: 18 months (July 2008 to December 2009), 17.042.546 GPS points;
– Period 2: 3 months with high mobility (November 2008 to January 2009), 4.469.833 GPS points;
– Period 3: 3 months with low mobility (September 2009 to November 2009), 814.527 GPS points.

Moreover, in order to speed up the computation process, we filter out trajectory’s points too far the locations of
interest. To this end, we set a detour radius of 800 m.

We now analyze the distribution of the obtained distances from the locations of interest and the distribution of
the coverage probability for 3 time periods, as shown in Figure 9. Concerning the distribution of the distances,
the histograms report the minimum Haversine distance between each location of interest and each of the user’s
trajectories. As expected, the distances are bound in the interval [0 - 800] m, as the detour radius is set to 800 m.
Moreover, the number of GPS points for Period 1 is far higher that that of Periods 2 and 3. We observe that the
distance distribution for Periods 1 and 3 peak to smaller distance values with respect to Period 2, as shown with the
two insets in Figure 9 plotted on a log-y scale.

Concerning the coverage probability, we report the log-y distribution for the 3 periods. Such values are obtained
by executing the coverage model defined by Equation 6. The obtained probabilities for Periods 1 and 2 show the
following trend: the majority of the locations are not covered (coverage probability = 0 ) or they are fully covered
(coverage probability = 1) by user’s trajectories. This trend is clearly shown by the [0, 1] bins in Figure 9. Period 3
is characterized by a lower number of GPS points with respect to the other periods (814.527), and this affects the
distribution of distances as well all the coverage probability of the locations of interests. From Figure 9 we observe
that locations with Period 3 are scarcely covered, with very low probability values.

5.3. Impact of the Mobility to the Coverage Model

The coverage model proposed in Section 3.1 is strictly affected by the mobility dataset used for the experiments,
as the coverage probability of a set of locations of interest also depends on the past mobility traces. More specifically,
three aspects of the human mobility might affect the results of the coverage model:
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Fig. 10. Evolution of the coverage map on Period 2 and Period 3.

– the considered time period;
– the demographic of the dataset;
– the existence of events strongly modifying the mobility patterns.

Concerning the time period, it determines high/low covered regions, e.g. regions visited during summer time might
differ significantly with respect to regions visited during the winter season. Similarly, but on a different time scale,
the coverage probability of some regions might differ according to the daily hours, e.g. the regions visited during
working hours differ with respect to off-time hours. The duration of the dataset used to compute the coverage, strictly
depends on the objectives of the CrowdSensing monitoring campaign. More specifically, if the goal is to collect data
on the long period, without stringent temporal constraints, then it is reasonable to consider a dataset spanning for a
long duration so that to obtain a stable coverage map of the considered regions. Differently, if the goal is to retrieve
data from regions rapidly changing, then the duration of the dataset used for building the coverage map should also
reproduce the mobility for a short period. In order to clarify this aspect, we consider a scenario in which our goal
is to collect data from a set of regions on a long period, e.g. 3 months. We compare in Figure 10 two coverage
maps obtained by considering Period 2 and Period 3 described in Section 5.2 (November 2008 to January 2009
and September 2099 to November 2009). In the case depicted in the figure it is seen that at a micro scale there are
clearly differences in the coverage, although at a macro scale there are (macro) areas whose coverage remains stable.
and September 2008 to November 2009). The maps show some differences, but as a general trend the regions with
high coverage values remain stable. In addition to the time period, also the demographic of the dataset represents a
distinguishing feature which affects the coverage computation. As a significant example, a mobility dataset based
on students from the high schools tend to visit different regions with respect to employees daily commuting to work.
Finally, if the dataset captures social events (such as concerts, gatherings, or crowds) then the resulting coverage
values will be also affected by these events situation modifying the existing mobility patterns.

6. UAV Deployment Strategy: Settings and Results

We analyze the performance of StationPositioning by varying three main settings and by comparing the
results against three benchmark algorithms. In particular, we modify:

– the GeoLife+ time periods;
– the geographical regions;
– the percentage of not admissible areas;

For what concerns the periods and the regions, Section 5 reports the settings we applied. Concerning the not admis-
sible areas, we progressively reduce the allowed deployment areas of the HD region with a number of circles, we
refer to them as the not admissible areas. The number of circles is obtained as a percentage of the total area of the
HD region. In particular, the total HD area is of 94.885.022,25 m2 and we exclude: 5% (default), 10%, 30% and
60%. The not admissible areas are represented as non-overlapping circles of radius 1 km. It is worth to notice that
the proposed algorithm (see Algorithm 4) does not require a circular shape for the not admissible areas. Differently,
our implementation models such areas as generic polygons.
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Table 4
Experimental settings.

Period 1 18 months, 17.042.546 GPS points

Period 2 3 months, 4.469.833 GPS points

Period 3 3 months, 814.527 GPS points

Exponential scale 1/λ = 10

Detour radius 800 m

Geographical regions HD (1121), LD (44)

τ coverage threshold 0.85

not admissible areas [5%,10%,30%,60%]

Radius of not admissible areas 1km

dr UAV radius 500m

k stations [1,3,5]

We also assume to deploy a commercial UAV drone flying in circle of radius dr = 500m from the ground station.
We test the deployment for k = [1, 3, 5] UAV stations. Furthermore, recalling the objective function of our UAV
deployment strategy (see Equation 7), we set the coverage threshold τ = 0.85. The τ value allows to select only
those locations scarcely visited by the MCS users, therefore they represent the target locations of a flock of UAV.

Concerning the benchmark algorithms, we simulate the deployment of 3 other algorithms: Random, DBSCAN,
KMeans deployment algorithms, as reported in sub-section 6.1. All the experimental settings are reported in Table
4

6.1. Metrics and Benchmark Algorithms

We study the performance of our deployment strategy by measuring the ratio of the covered locations with respect
to the total number of the target locations. More specifically, the ratio measures the amount of locations with cover-
age probability p 6 τ that can be reached by UAV grounded at k stations. Therefore, the higher the ratio the higher
the number of location covered by UAV. We assess the ratio by comparing it to three benchmark algorithms: random,
DBSCAN [46] and KMeans [47]. The choice of these benchmark algorithms is based on the principle of utilizing
established and widely-recognized clustering techniques. In particular, we details in the next their distinguishing
features:

– The Random algorithm serves as a initial benchmark, enabling a basic performance comparison between
StationPositioning and a stochastic approach. While we acknowledge that Random deployment may
lead to the placement of inefficient stations, it remains a valid and plausible approach.

– DBSCAN employs a robust unsupervised clustering strategy. We view it as a valuable and viable alternative
for addressing the problem in our study, as it has demonstrated effectiveness in numerous other application
scenarios.

– KMeans also utilizes an unsupervised clustering strategy. It partitions data into k clusters by iteratively op-
timizing cluster centroids, assigning each data point to its nearest centroid. K-Means is well-suited for large
datasets but requires the a priori specification of the number of clusters (k).

The Random deployment consists of randomly picking a center (x, y) in a region (HD or LD) and by measuring
the ratio of coverable locations with respect to the target locations. In order to obtain stable results, we ran the
Random positioning for R0 = 10.000 iterations, to guarantee a statistical confidence of about 95%.

The DBSCAN algorithm deploys a UAV station by clustering the target locations. Clusters are obtained by setting
the maximum distance between two samples eps = dr computed with the Haversine distance and by excluding noisy
samples. Then, we pick the top k ∈ [1, 3, 5] clusters, according to the amount of samples they comprise. Finally, we
identify the corresponding centroids as the location for deploying the UAV stations.
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Finally, the KMeans algorithm clusters the target locations according to the well-known unsupervised strategy.
We simply configure KMeans so that to detect k ∈ [1, 3, 5] clusters and, similarly to DBSCAN, we identify the
cluster’s centroids as the location where to deploy the UAV stations.

In order to obtain a fair performance comparison with respect to the proposed algorithm, we extended the Ran-
dom, DBSCAN and KMeans standard implementations with an optimization that avoids deploying stations over-
lapping with not admissible areas. Such optimization mimics our Algorithm 4 checkCenter.

All the algorithms have been implemented with a custom Python-based simulator. The simulator is logically
organized in three main blocks:

– Configuration settings: we can set a list of settings to apply during a simulation run. Examples of such settings
include: the start/end period, scale value and detour radius of the exponential distribution, list of locations of
interest;

– Coverage analysis: the simulator computes the coverage map by using the list of locations of interest defined
with the settings. The coverage map provides a coverage score for every location of interest, as graphically
shown in Figure 8b. The coverage map is obtained by using Equation 9.

– Stations Positioning: the simulator takes as input the coverage map and it returns the location of k distinct UAV
stations. Each station is placed by executing Algorithm 2.

6.2. Numerical Results

We now analyze the experimental results obtained with the settings previously described. Figure 11 summarizes
the overall results for Period 1, from July 2008 to December 2009. The figure reports the results both for the HD
and LD regions. We observe that the StationPositioning algorithm always obtains higher ratio values than
the benchmark algorithms for k ∈ [1, 3, 5]. However, we note that such values vary remarkably between the HD and
LD regions. From the figure, we observe that the algorithms tested with the HD region always return lower ratio
values than the LD ones. In fact, the HD region comprises a higher number of locations of interest with respect to
the LD (1121 vs 44 locations). As a result, the amount of coverable locations in the HD region with any value of k
will always result lower than the LD region.
StationPositioning deploys up to k = 5 stations in the HD region covering approximately 10% of all the

target locations (1121). Moreover, the software optimization described at line 6 of Algorithm 1 reduces the number
of iterations down to 80%. Differently, the benchmark algorithm configured with k = 5 obtain lower ratio values.
In particular, Random covers 3%, DBSCSAN 1.7% and KMeans 1%. The inefficiency of DBSCAN and KMeans
depends from the fact that such algorithms deploy the stations by only considering the cluster’s centroids of the top
k clusters. In turn, the identified centroids might be located too far from the target locations, hence not reachable by
any UAV. Differently, StationPositioning considers each of the target locations and it progressively shifts the
center of the station so that to maximize the ratio, as described with the procedure in Algorithm DeployStation.

We show in Figure 12a a visual representation of k = 5 stations deployed with the 4 algorithm. The heatamp
shows the coverage probability of the target locations in the HD region: the yellow areas denote set of locations
with high-coverage probability, while the green areas indicate locations with low probability values. Except the
Random algorithm whose deployment if fully randomized, the remaining algorithms aim to deploy stations in the
green areas. The grey circle in Figure 12a shows the not admissible area (it covers the 5% of the total area), while
the red marks report the UAV stations. It is worth to notice that the KMeans algorithm can deploy up to 4 out of the
5 stations. In particular, KMeasn detects k = 5 clusters, it checks if the cluster’s centroids do not overlap with the
not admissible areas and, eventually, it deploys the stations. In our experiment, 1 out of 5 centroids overlaps with
the not admissible area, hence only 4 stations are actually deployed.

We then analyse the impact of the selected time periods. To this purpose, we test the 4 algorithms with Period 2
and Period 3 spanning respectively from November 2008 to January 2009, and from September 2009 to December
2009. As described in Section 5, the 2 periods cover a 3-month-length time window of GeoLife+. The 2 sub-sets
are characterized by a lower number of GPS points with respect to Period 1, leading to a different distribution of
the coverage probability, as shown in Figure 9. When we filter out locations of interest with a coverage probability
lower or equal than τ, we obtain from periods 2 and 3 a high number of low-covered locations. The final result is
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Fig. 11. Performance of the 4 deployment strategies with period 1 in 2 regions (HD, LD).

(a) StationPositioning (b) Random positioning

(c) DBSCAN positioning (d) KMeans positioning

Fig. 12. Results of station deployment with 4 algorithms.

that the deployment algorithms maximize the amount of low-covered locations in an always more-dense scenario,
but the ratio value cannot be further increased for Periods 2 and 3 as the algorithms already find the k = 5 optimal
spots for the UAV stations. We show in Figure 13 the obtained results that are comparable to performance of Period
1.

We finally focus on the impact of the not admissible areas to the performance of StationPositioning. In
particular, we analyze the results by varying the percentage of the areas where it is not possible to deploy any station.
Our goal is to stress StationPositioning and to verify if it re-deploys stations to near-optimal locations. We
briefly recall the settings adopted for the selection of the not admissible areas:

– circular shape of radius 1 km;
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Fig. 13. Performance of the 4 deployment strategies with periods 2, 3 and 2 regions (HD, LD).

Fig. 14. Performance of StationPositioning with an increasing number of not admissible areas.

– the number of not admissible areas is 5% (default setting), 10%, 30% and 60% of the total area of the HD
region.

Figure 14 shows the obtained results for Period 1. Differently from what initially expected, the performance of
StationPositioning do not degrade with the increasing percentage. We observe a stable trend of the ratio,
suggesting us that the algorithm does not violate the not admissible area constraints and it can still find high-
performing spots for the UAV stations. The obtained results are motivated by 2 optimizations:

– Algorithm 4 checkCenter: this procedure verifies if the candidate station located in (x, y) overlaps with the
intersection of all the not admissible area and, eventually, it recomputes a valid alternative;

– Algorithm 2 DeployStation: once the stations (x, y) is selected, the algorithm draws a minimum circle of
radius dr and the algorithm shifts its final position so that to include the highest number of locations with low
coverage value.

In summary, from the obtained results we can infer the following considerations:
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– As compared to an exhaustive approach, the StationPositioning algorithm reduces of around 80% the number
iterations required to converge to the optimal solution;

– At an equal number of stations deployed, our approach StationPositioning outperforms conventional ap-
proaches based on KMeans or DBSCAN to position the UAV base station, in terms of coverage of target
locations, as shown in Figure 11;

– Differently than DBSCAN or KMeans-based approaches, the StationPositioning algorithm takes into account
also areas that are not admissible for the deployment of the UAV base station.

7. Discussion

Beyond the technical aspects, the advantages of our methodology consist of the use of UAVs that complement
the coverage given by users of a CrowdSensing platform. Concerning the time of execution of the algorithm, we
have evaluated its complexity, which is polynomial in the number of locations to cover and in the number of non-
admissible areas. However, in practical settings, the placement of a UAV base station requires a physical deployment
and it is not expected to be moved frequently, hence also the algorithm will be executed only sporadically. For this
reason the algorithm execution time, which is polynomial anyway, is less relevant than its ability to find an optimal
location for the deployment

At the same time however, there are limitations concerning the need to know in advance the system parameters,
in particular those areas not suitable to deploy an UAV station, and possible further limitations due to the specific
regulations for the flight of UAVs in some areas.

The strategy we propose in this work is based on a data-driven approach. In particular, we analyze the mobility of a
representative data set, we implement the coverage model, we spot low-covered locations and, finally, we implement
an optimizer to locate the UAV stations. The current limitations of the proposed model can be summarized as
follows:

– The accuracy of the coverage map is influenced by the number of users participating in a CrowdSensing data
collection campaign. Specifically, as the number of users and tracked trajectories increases, the resulting cov-
erage map becomes more accurate.

– As the CrowdSensing paradigm necessitates user contributions to data collection from their own devices (e.g.,
smartphones), this responsibility may accelerate battery depletion, potentially diminishing user participation in
CrowdSensing initiatives.

In the following we summarize some factors influencing the proposed data coverage model:

– user’s mobility: the coverage map resulting from our model is correlated with GPS traces followed by users.
The way people move, directly influences the resulting coverage map;

– detour probability: in the proposed model, we adopt a truncated exponential distribution modelling the prob-
ability that a user accepts detouring toward a location at a given distance. Therefore, such distribution affects
the computation of the coverage map, according to principle that: the closer the location to a user, the higher
the detour probability toward such location;

– detour radius: the UAV’s travelling distance affects the performance of StationPositioning. In particular, the
radius directly determines the width of the circle used to bound the coverage area of an UAV.

We consider that such pipeline can be improved with further lines of investigation. On the one hand, we are in-
terested in adopting a predictive analysis to anticipate the coverage probability of the target locations. Predictability
can be obtained with several state-of-the-art methodologies such as the use of regressors or the use of RNN (Recur-
rent Neural Network). Such tools can be trained to predict the coverage probability as time progresses. In particular,
LSTM and GRU layers are powerful tools that might increase the performance of a mobile CrowdSensing cam-
paign, as they have the potentiality of detecting changes of the coverage along with the time. On the other hand,
the Reinforcement Learning paradigm can also provide a boost of the performance. In this last case, the idea is to
implement a try-and-error approach through which deploy stations according to the coverage value (as done in this
work), but to also measure the reward. More specifically, the larger is the number of locations that are covered with
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a specific deployment, the higher is the reward assigned to the stations. Similarly, the smaller is the number of loca-
tions that are covered from a specific deployment, the lower is the reward assigned. Such a simple pattern allows to
explore the space of the possible deployments and, eventually, to reach quickly the optimum. Concerning the UAV
deployment problem, geometric approaches can also be adopted to partition the regions in different sub-areas and
assign to each of them a UAV fleet grounded on a specific base station, as also discussed in [48]. We also consider a
promising approach to further refine the coverage model proposed in this work. We followed an approach according
to which the coverage value for a region is obtained by considering the detour probability toward such region. A
reward could also be considered in our model to modify the willingness to accept/decline such detour. Under this
respect, a coverage model also considering the attitude of users might further refine the coverage computation.

Concerning the optimization strategy to locate the positions of the UAV stations, our approach is essentially based
on a greedy approach in which we place one station after the other without rolling back on the previous decisions.
This method demonstrates scalability concerning the quantity of GPS points within trajectories. We tested its ef-
fectiveness across various time spans, ranging from 3 to 18 months, and with a varying number of GPS points,
spanning from 814K to 17 million points. The rationale behind this approach lies in the selection of UAV stations
based on a probabilistic coverage map. This map is constructed considering the anticipated coverage of future points
and, consequently, contains inherently imprecise information. However, we are also investigating other optimization
approaches that operate on all stations at once. This however would imply not only a change in the optimization
algorithm, but also the understanding of how to deal with the deterministic optimization algorithm over imprecise
input data, in absence of ground truth associated to the mobility traces. This would also require defining suitable
metrics to assess the solutions obtained in this way, and to evaluate the actual cost/benefits of more complex opti-
mization strategies in this framework. A final consideration refers to the UAV flying model. It is worth to mention
that in this work we adopted a simple approach as also done in [23]. Future lines of investigations can also consider
adopting realistic flying dynamics, considering not only wind direction and speed but also air traffic and maximum
payload for a commercial UAV.

8. Conclusions

In this work we have addressed hybrid architectures combining mobile CrowdSensing and unmanned aerial ve-
hicles (UAV). Despite most of the previous works, that have considered the two technologies alone, or that have
considered UAV as a replacement for mobile CrowdSensing, we believe that mobile CrowdSensing and UAV are
actually to complementary technologies that may provide advantages when used in combination. The adoption of
UAVs for Mobile CrowdSensing applications presents some implications along three dimension: 1) safety: UAVs
can be employed to collect data but some safety measures require to be considered as: managing un-admissible
flying areas, keep line of sight between the UAV and the base station, manage the flying altitude of UAV in urban
areas; 2) privacy: UAVs adoption require to avoid overflying sensitive areas e.g. military areas or naturalistic areas
subject to specific requirements; 3) ethic: we consider it as an important aspect whose implications can be consider
only when the technology will be largely diffused.

We tested our deployment algorithm with the GeoLife+ data set, and we analyzed the performance against 3
benchmark algorithm and several experimental settings. We tested the robustness of our algorithm in re-deploying
UAV stations in regions with an increasing number of not admissible areas. Our experimental results show stable
performance, suggesting us a promising integration of UAV with the mobile CrowdSensing paradigm.

In particular, mobile CrowdSensing is pervasive and may involve a very large number of sensing elements carried
daily by their (human) owners, but, at the same time, it depends on the actual human mobility that is not homoge-
neous and, as a consequence, results in a non-uniform coverage of the space. In order to mitigate this fact, mobile
CrowdSensing platforms include the possibility of injecting specific tasks to their participants (e.g. requesting to
move to a specific location to sense/take data from there), however this possibility depends on the actual avail-
ability of the participants to deviate from their trajectories and it usually requires strong incentives. On the other
hand, UAV are controllable and may be directed to cover areas and location that are not sufficiently covered by the
mobile CrowdSensing platform, however, they are subject to constraints (such as the autonomy in the flight) that
limit their operative range. We thus expect an hybrid architecture in which the mobile CrowdSensing platform is
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complemented by a number of UAV grounded in a number of stations deployed in a region of interest, from where
the UAV can initiate missions to provide sensing coverage to specific locations within an operative range around
each station. In this context, the selection of the location of each station plays a strategic role (deploying a station
in an area already well covered by the CrowdSensing is not useful). On the other hand, the nature of CrowdSensing
that depends on human mobility may change over time the coverage of the monitored region. For this reason we
proposed a probabilistic model for the coverage of a region provided by CrowdSensing, and we then exploit the
resulting coverage map as a base for an algorithm that identifies the position of a number of stations so to maxi-
mize the overall coverage. At this stage we do not consider a UAV flying model, as our primary goal is to evaluate
the benefits of a UAV base station deployed according to the output of the proposed coverage model. We are also
working to augment the dataset with synthetic, realistic traces so to assess the scalability of our approach also on
the number of users, and beyond the scalability on the number of GPS points. Another interesting future extension
concerns the introduction of constraints on the number of UAV in the deployment model.
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