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Abstract

The fourth industrial revolution (Industry 4.0) and its requirements impose

radical changes to the underlying networking technologies that will be adopted

in future factories. Most popular solutions in use today, in fact, are suitable for

Industry 4.0 only in part, and new techniques and devices have to be developed

to cope with demanding needs in terms of flexibility, communication bandwidth,

real-time behavior, mobility, scalability, energy efficiency, reliability, availability

and security. The goal of this paper is assessing the current situation of factory

communication systems in the light of their evolution to support Industry 4.0

applications. The paper provides an overview of fundamental concepts in fac-

tory communication systems focusing, in particular, on prevalent wireless and

wirebound communication protocols and standards. Research challenges in next

generation industrial networks are also taken into account.

Keywords: Factory communication systems (FCS), industrial Ethernet,

industrial wireless communications, distributed synchronization, localization,

cybersecurity, Industry 4.0, industrial Internet of Things (IIoT), Smart

Factory, software-defined networking (SDN).

1. Introduction

There is a general agreement in the scientific community of developed coun-

tries that maintaining industrial competitiveness means being able to deal with

a great variety and high customization of products, very short time-to-market

and shortened life cycles for goods. To address these challenges, manufactur-

ing industries are adopting different strategies and advanced technologies, in
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particular referred to as Industry 4.0 [1], Internet of Things (IoT) [2] and Indus-

trial IoT (IIoT) [3], just to mention a few of them. This implies a progressive

shift from traditional production control and automation systems to intelligent

solutions, able to dynamically support rapidly changing and highly flexible pro-

duction environments, so as to satisfy different processing requirements.

The fourth industrial revolution (Industry 4.0), in particular, is intended as

an ambitious comprehensive approach to the ever increasing demand for un-

precedented diversification of products, in order to achieve competitive advan-

tages through radical changes in automation and flexibility of plants (it is worth

remembering that, roughly speaking, the word ”plant” is generally used to mean

areas and/or buildings where something is processed (i.e. thermal power plants,

petroleum refineries), while ”factory” is adopted for places where something is

manufactured and produced, although situations exist where both are present

(i.e. drugs production with a wet processing phase and a dry pill production

end). In the following, however, we will not care about this distinction and

use the two terms interchangeably. Industry 4.0 implies a strong convergence

of information (IT) and operation (OT) technologies, that is the integration of

IT systems used for data-centric computing with OT systems to monitor and

control events and processes, thus paving the way to completely new intra- and

inter-enterprise architectures. This leads to completely new scenarios and af-

fects a lot of social, economic and technical aspects that will heavily depend on

the development and availability of adequate technologies, including the infor-

mation and communication technology (ICT) domain [4]. A typical example is

the evolution of human-machine interactions in collaborative robotics which sig-

nificantly impacts on safety and demands for stringent real-time and reliability

guarantees for active collision prevention/avoidance [5].

ICT solutions adopted in today factories are based on wired networks to

support distributed industrial controls (e.g., specialized fieldbuses and Indus-

trial Ethernet communications [6]). However, rewiring and reconfiguration are

neither flexible nor inexpensive, so that wireless approaches are preferable in

evolved manufacturing environments, where a large number of complex and
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heterogeneous tasks and processes need frequent adjustments likely in real-time.

This is why wireless communications are being considered as one of the most

appealing technologies for perspective industrial applications.

Another key issue is the ability to cope with growing real-time needs in an

effective and reliable way. New dependable and real-time capable solutions have

then to be developed, which can address the timing and reliability requirements

of Industry 4.0 for local and wide area networks (LANs and WANs).

Moving communication management functions from hardware to software is

the approach followed by Software Defined Networking (SDN) [7] and Network

Function Virtualization (NFV) [8] to enhance flexibility and to decouple traffic

control from message filtering and forwarding. Actually, the main idea, in this

case, is separating the data and control planes. While the former is kept in-

side forwarding devices, the latter is assigned to a central controller where the

behavior of the whole network is managed in software.

The pervading interconnection of devices in IIoT and the expected increase

of machine-to-machine (M2M) communications in a worldwide open scenario,

also push for adequate protection methodologies and mechanisms to defend in-

dustrial networks from threats and menaces carried out through the cyberspace

[9].

The Industry 4.0 scenario involves a large community of researchers, pro-

fessionals and practictioners with advanced knowledge in several technological

areas such as manufacturing, production, communication and information en-

gineering. These people will be collectively referred to as ”experts” in the fol-

lowing of this paper. They all agree that several aspects are likely to impact

on digital networks in future industrial environments, however the goal of this

paper is to focus especially on wireless and real-time communications, SDN and

cybersecurity, to analyze how they can affect emerging technologies in the years

to come.

The remaining sections discuss the emerging trends in some main areas of indus-

trial communication research. With respect to other surveys that have appeared

in the literature, we follow a more comprehensive approach, taking into consid-
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eration different industrial network technologies instead of focusing on specific

types of solution.

In particular, the paper is structured as follows: Section 2 briefly summa-

rizes some significant related works appeared in the literature. Section 3 recalls

most popular communication solutions in use in recent years, while Section 4

introduces some main goals of Industry 4.0 that communication technologies

may contribute to achieve. Section 5 deals with challenges pertaining to the

ICT domain that have to be tackled in industrial systems, summarizing how

technologies already in use can start, at least in part, to satisfy the increasing

demand in terms of openness, reliability, real-time capabilities and flexibility.

Section 6 briefly discusses the main characteristics of some promising and emerg-

ing technological solutions, and Section 7 draws some conclusions.

For the reader’s convenience acronyms used throughout this paper are listed

in Table 1 with their associated meanings.

2. Related works

A theoretical analysis for state estimation, determination of closed-loop sta-

bility and controller synthesis when sensors and actuators communicate with

a remote controller over a multi-purpose network has been carried out in [10].

The survey addresses several key issues such as packet-rates, sampling, network

delay, and packet dropouts. Some comprehensive studies on communication

network in industrial environments are presented in [11], [6] and [12].

These papers focus on trends in the first decade of 2000s and show how solutions

evolving from fieldbuses and industrial Ethernet to wireless and Internet-based

networking made their appearance and introduced new issues about standard-

ization and dependability.

The adoption of wireless communications in industrial application was dealt

with in [13], where both IEEE 802.11 and Wireless Sensor Network (WSN)

technologies were analyzed in order to evaluate their suitability for industrial

environment. In [14], a WSN-oriented discussion is presented. Authors divide

industrial application domains into classes with similar needs, then consider
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Table 1: Acronyms and meanings

Acr. Definition Acr. Definition

5G Fifth Generation (mobile networks) NETCONF Network Configuration (Protocol)

AI Artificial Intelligence NFV Network Function Virtualization

API
Application Programming

Interface
NoN Network of Networks

COTS Commercial-Off-The-Shelf LAN Local Area Network

CPS Cyber-Physical System OCSVM
One-Class Support

Vector Machine

CySeMoL Cyber Security Modeling Language PAN Personal Area Network

DetNet
Deterministic Networking

(Working Group)
PLC Programmable Logic Controller

DiffServ Differentiated Services PRM Probabilistic Relational Model

DMZ Demilitarized Zones PRTS Pareto Reactive Tabu Search

EFP Extra-Functional Property PSA Pareto Simulating Annealing

ERP Enterprise Resource Planning QoS Quality of Service

FDMA Frequency Division Multiple Access RBAC Role-Based Access Control

FW Firewall RSP Random Search Pareto

ICS Industrial Control System RTE Real-Time Ethernet

ICT
Information and

Communication Technology
SAE Society of Automotive Engineers

IE Industrial Ethernet SCADA
Supervisory Control

And Data Acquisition

IIoT Industrial Internet of Things SDMA Space Division Multiple Access

IoT Internet of Things SDN Software Defined Networking

M2M Machine-To-Machine TDMA Time-Division Multiple-Access

MAC Medium Access Control TSH Tri-criteria Scheduling Heuristic

MC Mixed-Criticality TSN Time Sensitive Networking

MES Manufacturing Execution System TT Time-Triggered

MIP Mixed-Integer Programming TTE Time Triggered Ethernet

MPLS Multiprotocol Label Switching WAN Wide Area Network

MPSoCs Multi-Processor Systems-on-a-Chip WSN Wireless Sensor Network

and evaluate representative protocols with respect to their specific functions

addressing the class requirements. Security features are also taken briefly into

account.

A general analysis on machine-to-machine communication is carried out in [15],

where authors discuss different issues on the roles of M2M communications in

perspective ultra-dense networks. More specifically, they focus on the imple-

mentation of M2M communications by reasoning on four-layered architectures,

including the physical, media access control (MAC), network, and application
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layers.

In [16] the authors offer a comprehensive survey of research activities in IIoT.

They describe architectures, applications and their main characteristics in re-

cent research efforts from three key viewpoints, that is control, networking, and

computing. In particular, a framework is proposed to explore the research space

in the communication area and an investigation on some representative network-

ing technologies, including 5G, M2M communication and SDN is presented.

Finally, a survey on Industrial Internet is found in [17], with particular attention

to architectures, enabling technologies, applications and technical challenges.

The paper first introduces the history of Industrial Internet, then presents a

five-level architecture typically adopted to describe Industrial Internet systems.

In addition, this contribution also describes how application domains like en-

ergy, health care, manufacturing, public section, and transportation are being

gradually transformed by Industrial Internet technologies.

3. Factory communications between past and present

From a historical perspective, the first and second industrial revolutions (see

Fig. 1) leveraged steam power and mechanization, then electricity and assembly

lines, to increase production and efficiency. In the seventies, the third revolution

started an ever increasing adoption of electronics in factories and products.

This also marked the beginning of a new epoch where device communications

(initially analog then digital) gained progressively importance.

Most typical and widespread digital networking solutions in vintage automa-

tion were based on specialized fieldbuses that can be considered as the first

generation of industrial networks [18]. Though fieldbuses are rather obsolete

today, their use is still widespread and some (enhanced) field communication

technologies are indubitably popular (e.g., automotive industry) and maintained

either for compatibility reasons or special-purpose applications. The diffusion

of fieldbuses installations was slowed down and practically halted because of the

maturity level reached by several Ethernet-based solutions offering devices and
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applications especially conceived for factory and automation environments. This

second generation of industrial networks is also known as Industrial Ethernet

(IE) or Real-Time Ethernet (RTE) [19].

Indeed, with respect to the well-known automation layered architecture,

compliant to the ISA 95 pyramidal model shown in Fig. 2, main research

challenges with fieldbuses were granting interoperability and allowing inter-

networking of different automation layers while preserving the real-time com-

munication capabilities of field networks. Ethernet-based and TCP/IP LANs

were usually employed at the control and process management levels [11], thus

the need for integration pushed for adopting Ethernet also at the field level,

so as to take full advantage of uniform network architectures and protocols.

Unfortunately, standard Ethernet, which is mainly oriented to office and busi-

ness applications, is often unsuitable for factory automation or process control.

Consequently, a family of Ethernet-based protocols had to be studied and devel-

oped for shopfloor communications, that adopt most Ethernet techniques and

mechanisms at the physical and datalink communication levels, but cannot be

completely compatible with conventional Ethernet devices. Real-time Ethernet

solutions such as PROFINET [20], Ethernet POWERLINK [21], EtherCAT [22]

and others, belong to this class of industry-oriented protocols and enable the

separation of normal and real-time traffics, for instance by introducing changes

in the standard medium access control (MAC) layers to support prioritization

or time-division multiple-access (TDMA) schemes. A typical scenario could be

a network consisting of Ethernet standard components for connection to PLCs

and an RT-Ethernet subnetwork between PLCs and I/O devices, adopting some

modified version of the Ethernet protocol. Software- and hardware-based solu-

tions were developed to satisfy real-time requirements, with the latter enabling,

in general, shorter response times and lower jitters. Protocols such as Time-

Triggered Ethernet (TTE) were made available as either h/w or s/w imple-

mentations, implying differences in temporal properties such as the precision

of the global time base or the communication jitter [23]. In some particular

situations, however, ad-hoc solutions had to be developed which are based on
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Figure 1: The four industrial revolutions.

application-specific integrated circuits (ASIC) and this augmented the impor-

tance of Systems-on-a-Chip (SoC) with Intellectual Property cores for real-time

Ethernet (e.g., LS1028A Soc of NXP with TSN).

One of the main novelties in industrial communication in the last decade is the

introduction of wireless technologies in the fields of factory and process automa-

tion. Initiated by the emergence of the IEEE 802.11 family of standards [24]

for high capacity wireless LAN connections, and the Bluetooth specifications

[25] for simple connectivity for personal area networks (PANs), both open and

(typically) proprietary solutions based on these approaches have started to be

considered for use in plants and factories too. However, while the high capac-

ity IEEE 802.11 is ideal for some application areas, the relatively high power

consumption makes it unsuitable for battery-powered operations.

By contrast, the relatively short range allowed by Bluetooth, combined with

the difficulties to support different topologies beyond simple piconets and scat-

ternets, makes it typically unsuitable for large networks connecting more than

a single factory cell. Moreover, although the last version of the specifications
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also includes mesh topologies [26], [27], to the best of our knowledge, only

home/office-oriented devices have started to appear on the market.

These drawbacks have paved the way to proposals for wireless field instru-

ments, defined as a merger of wireless sensor network (WSN) technologies with

factory and process automation disciplines. Wireless instrumentation has be-

come increasingly popular in factories and process industries after the ratifica-

tions of the WirelessHART [28], ISA100.11a [29] and WIA-PA [30] specifica-

tions. By providing reliable self-healing and self-configuring wireless communi-

cation, these standards offer cost-efficient alternatives to wired field instruments

[31]. Wireless field instruments are typically traditional, formerly wired, sen-

sors and/or actuators equipped with additional radio transmitters, antennas

and power supplies (batteries). The instrument parts (i.e. sensor or actuator

elements) are usually the same as for their wired counterparts, thus they have

comparable measurement performance and accuracy characteristics.

For automation disciplines, wireless instrumentation is the third evolutionary

stage in the field device communication technology. In fact, in the first historical

stage each field instrument required a dedicated cable linking the device directly

to the control system. Fieldbus solutions, in the second stage, allowed to reduce

the cabling complexity thanks to a single shared wire, connecting the controller

to all field devices. Finally, the recent introduction of wireless instrumentation

has enabled field devices to get rid of cables, through radio connections to wire-

less access points. Wireless networks are configured, managed and controlled

by network managers, which are typically separate devices connected to the

backbone plant (industrial Ethernet) network [32].

Initially, wireless instrumentation was exclusively used for non-critical mon-

itoring tasks, measuring slowly changing parameters such as temperature and

pressure but, with the evolution of technology, application areas were progres-

sively extended to perform more sophisticated supervision functions (e.g., vi-

bration [33] and sound [34]), or included in safety-critical applications (e.g., gas

detection [35]). Hybrid approaches were also adopted, with wireless subnetworks

connected to either a backbone or a LAN [36], [37], [38].
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Figure 2: Traditional organization of automation systems.

As a matter of facts, however, the automation pyramid in Fig. 2 is still

the reference model for a large number of existing industrial scenarios, because

of delays and a certain degree of inertia in introducing changes and replacing

well-assessed (but also aging) technologies. This, of course, has an impact on

communications too. It is well known that the model layers (field, control,

process management and enterprise) play roles of separate, cooperating enti-

ties. At the lowest level signals are exchanged between sensors/actuators and

their controllers (i.e. PLCs). Scalability and reconfiguration are major issues

here, especially considering the dramatic increase in the number of connected

devices expected for next-generation automation. Unfortunately, besides hori-

zontal connections, vertical integration [39] has to be taken into account care-

fully. Actually, the traditional pyramidal organization in Fig. 2 imposes rigid

constraints on communication as any layer can exchange information only with

its adjacent neighbors. This limitation has to be overcome in Industry 4.0 as,
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in principle, all data should be shared and made readily available to any entity

in the distributed system, independently of their physical locations. To prevent

this, Industry 4.0 technologies and paradigms have to be conceived in order

to provide adequate support for transferring and processing huge amounts of

information in an end-to-end fashion.

In evolved automation, production lines and manufacturing processes are

expected to be more compact and modular, but also able to effectively establish

direct connections (either physical or logical) to share information whatever

needed. This means that the hierarchical model in Fig. 2 must be replaced

with a new architecture, whose advanced network infrastructure is no longer

binded to a layered organization but enables direct end-to-end communications

by leveraging cloud/internet services as shown in Fig. 3. The figure conveys

the idea that the five layers (and devices belonging to them) are no longer

connected in a cascaded fashion, but they are able to communicate end-to-end

through the cloud/internet infrastructure. Actually, modular solutions, by their

nature, allow to shorten the time for installation and setup, while the system

operation and maintenance are simplified. Benefits of modularity are in fact

clear: for instance, in case of repair, shutting down a single component rather

than putting a whole production line offline makes the difference. And as the

market increases its demand for modular and flexible systems, the availability of

dynamic, plug-and-produce infrastructures based on advanced communication

architectures become more and more important.

4. Industry 4.0 and Factory Communications

From the Industry 4.0 viewpoint, increasing competitiveness through the en-

hancement and customization of products also means introducing a number of

structural changes in today production systems. In particular, the organization

of factories and plants are expected to move from the currently adopted “push

to the market” approach to innovative “pull from the customer” solutions. This

leads to the adoption of new strategies able to combine the needs for final prod-
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ucts, which are totally customized according to individual consumer’s desire,

with the typical requirements of mass production techniques, though taking

advantage of high flexibility and fast reconfigurability.

Interoperability is another key concept which is frequently mentioned to-

gether with flexibility in perspective Industry 4.0 scenarios. In practice, man-

ufacturing systems and their components (i.e., work-piece carriers, assembly

stations and even products themselves) have to share and exchange information

autonomously, while smart factories, devices and humans should be able to es-

tablish connections and communicate thanks to the fundamental role played by

the ICT ubiquitous infrastructure [40]. Communication technologies are then

going to become key enablers for both vertical integration of smart (custom-

specific) production systems and horizontal integration of innovative produc-

tion chains (e.g., supplier-manufacturer-customer revisited) allowing the devel-

opment of innovative business and cooperation models.

Clearly, ICT cannot grant the achievement of all these goals on its own as many

other social, economic and policy-dependent aspects should be considered, that

are not in the technological scope. However, ICT is responsible for providing

adequate answers to the even exasperated demands for flexibility, reconfigura-

bility and interoperability and offering advanced solutions where conventional

approaches in use today prove to be unsatisfactory [41].

In a general overview, smart factories, which are based on cyber-physical pro-

duction systems (CPPSs), rely on smart machines. Actually, smart machines

are not that far from advanced solutions already in use in modern factories,

provided they are enabled to share information about materials, requests for

production changes, faults, stock amounts and so on. Thus, research activities

are investigating some main problems concerning, in particular:

• the availability of ultra large communication bandwidth to support the

exchange of huge amounts of data in real-time (i.e. for predictive mainte-

nance [42]);

• the security of communications and protection against attacks and un-
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wanted (malicious) behavior in a global scenario where billions of de-

vices can dynamically connect and cooperate without human interven-

tion/supervision [43];

• the augmented resilience of networks to grant normal operation with con-

stant levels of quality of service (QoS), even in critical conditions because

of misconfigurations, faults and/or attacks [44];

• the scalability of future networks to accommodate the exponential growth

of connections and dynamically changing demand for QoS [45];

• the predictability of links and connections to enable easy adaptation to

quickly changing needs and working situations [46].

• the real-time communication support to enable a strong enterprise-control

systems integration, where factory control and supervisions are tailored to

small production batches even on customer’s demand [47].

Though the availability of solutions to these scientific issues is not enough to

provide all the expected Industry 4.0 benefits, experts agree that they can help

with the development of a new generation of powerful smart communication

networks.

In a wider scenario, smart factories should be able to interface and cooperate

with other smart environments such as smart grids, smart buildings/homes and

take advantage of smart logistics and mobility services. At the same time they

are expected to enable an extensive merge of real and virtual environments

and deeply change production systems consequently. New challenges are then

appearing in the scientific arena and some open issues are:

• network self-awareness, and, in particular, the ability to dynamically

adjust the operating parameters autonomously, according to changing user

requirements and/or environmental conditions [48];

• network self-management and, in particular, the ability to analyze,

identify and fix problems without human intervention [49];
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• network self-healing, and, in particular, the ability to perform self-

reconfigurations when faults occur, leveraging redundant resources and

intelligent algorithms [50].

The reader must be warned that, to the best of our knowledge, these challeng-

ing aspects have started being debated in the scientific community, but neither

detailed technical contributions have appeared in the literature so far, nor mech-

anisms and support are included in off-the-shelf products and solutions ready

for large-scale deployment. Ongoing studies in these directions are likely to find

answers and results from the artificial intelligence (AI), automated learning and

knowledge management research areas.

5. Factory communications and technology challenges

A number of technologies already in use in today factory communications

look if not completely adequate, at least a good starting point to move towards

the expected Industry 4.0 scenario. In particular, in this paper we focus on

their ability to fulfill a set of fundamental requirements including openness,

real-time, security, reliability and scalability [51].

Indeed, several investigations appeared in the literature focus on easing the

inter-operation of machines, robots, sensors and logistic systems via a hierarchy

of private/public networks and the Internet [52]. Thus, openness has progres-

sively emerged in the scientific community as a main viable solution and become

a mandatory key concept to enable the integration at run-time of new compo-

nents, in order to dynamically implement emerging global services.

Similarly, support for reliable operation [53] and hard real-time communica-

tion [54] are deemed more and more fundamental to enable closed-loop control

and guaranteed response times. Examples of reference scenarios, in this case,

are remote maintenance applications and optimized production processes. In

perspective, new dependable and real-time capable solutions are required to

support the RT- and reliability-eager applications of Industry 4.0 for both lo-
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cal and wide area networks. Standardization has also started moving to this

direction: for instance, the Deterministic Networking Working Group (DetNet)

[55] is focusing on deterministic paths over layer 2-bridged and layer 3-routed

network segments.

Another main challenge for future open and dynamic system architectures

is the modeling of information and consideration of semantics in the dynamic

composition of services. Ongoing activities for standardization of real-time ca-

pable OPC UA [56] is a serious attempt to satisfy stricter requirements for

interoperability and information modeling with hard real-time needs.

5.1. Mixed-Criticality Systems

An increasing trend to adopt so-called mixed-criticality (MC) systems can be

observed in many application domains such as avionics, industrial control and

health-care, where multiple functions with different degrees of importance and

certification assurance levels are integrated using a shared computing platform.

This area is going to receive particular interest by the scientific community in

the near future, as embedded systems and applications are already becoming

more and more pervasive and will be extremely popular in tomorrow IIoT. MC is

the concept of allowing applications at different levels of criticality to seamlessly

interact and co-exist on the same networked computing platform. Foundations

of this integration are mechanisms for temporal and spatial partitioning, which

establish fault confinement and the absence of unintended side-effects between

functions. Partitions encapsulate resources temporally (e.g., latency, jitter, du-

ration of availability during a scheduled access) and spatially (e.g., prevent

functions from altering code or private data of other partitions).

There is also evidence of significant orientation for innovative solutions adopt-

ing Multi-Processor Systems-on-a-Chip (MPSoC) components in embedded sys-

tems deployed in industrial applications and, in this framework, up to 95% of

MPSoC devices is expected to combine cores of mixed-criticality levels [57]. By

contrast, the latest processor generations for use in industry are equipped with
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multiple cores, but typically only one of them is actually devoted to highly-

critical tasks [58]. This misuse or reduced utilization is due to several technical

reasons such as the need to prevent delays in concurrent cache accesses by differ-

ent cores, but also to the lack of adequate breakthroughs in the area of multicore

real-time operating systems [59], [60]. Moreover, even though solutions for tem-

poral and spatial partitioning in multi-core processors have started to appear,

some main technological problems at the chip level are yet far from being solved.

These include, for instance, the combination of software virtualization and hard-

ware segregation and the extension of partitioning mechanisms to jointly satisfy

extra functional requirements (e.g., time, energy and power budgets, reliability,

safety and security).

5.2. Reliable and Deterministic Wide-Area Communications

Industry 4.0 requires the interconnection of geographically dispersed com-

puter systems to make smart machines able to share information at each stage of

the production chain and obtain full horizontal and vertical integration in a to-

tally distributed fashion. This motivates the increasing attention of researchers

towards reliable wide-area communication solutions across multiple network do-

mains [61].

To achieve effective real-time exchanges of critical data between remote con-

stituent systems, IP-based mechanisms have to be suitably expanded so as

to support dependable and temporally predictable inter-domain traffic man-

agement. At present, network administrators are able to deploy QoS-aware

mechanisms in their administrative domains to handle different types of net-

work traffic (typical examples are the Multiprotocol Label Switching (MPLS)

[62] and the Differentiated Services (DiffServ) [63] techniques), but this is not

enough in perspective. A first attempt to deal with dependability and timeliness

in multi-domain traffic has been presented in [64], [65]. However, complement-

ing the traditional IP technologies for QoS assurance to include reliability and

determinism is an ambitious goal that involves significant research and experi-

mentation effort in the next years.
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The Deterministic Networking initiative [66] mentioned previously focuses

on deterministic data paths over layer 2-bridged and layer 3-routed segments,

to offer bounded latency, packet losses and packet delay variations (jitters) as

well as guarantees about reliability.

5.3. Combination of Real-Time and Extra-Functional Requirements including

Security, Reliability and Scalability

Frequently factory communication systems have to support hard real-time

control applications, where the stability and safety of the control action depend

on activities such as sensor data acquisition, command computation and trans-

mission to actuators in bounded time. In such conditions, missed deadlines are

system failures which can have consequences as serious as in the case of pro-

viding incorrect results. As deterministic response times have to be guaranteed

even in the case of peak load and fault scenarios, timing and resource analyses

are used to assess the worst-case behavior of the system in terms of commu-

nication delays, computational delays, jitter, end-to-end delays and temporal

interference between different activities. Factory communication technologies

have then to be conceived so as to ensure determinism and low jitter (i.e., dif-

ference between maximum and minimum computational and communication

delays). Indeed, control algorithms can often be designed to compensate known

delays, but jitters introduce additional (and sometimes unknown) uncertainty

into the control loops, so that suitable mechanisms have to be provided to keep

such a kind of variations as small as possible. This aspect has already been

considered for some protocols in use today [67], [68] but it is going to receive

increasing attention in future factory networks.

Besides real-time requirements, additional extra-functional properties (EFPs)

such as reliability, energy-efficiency and scalability have to be taken into account

to achieve acceptable behavioral trade-offs [69]. For example, a system designed

for best performance could easily involve high power consumption, while an op-

timal solution from the reliability point of view might be unsatisfactory in terms

of latency. Actually, one main problem in the design of both present and next
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generation networks is finding adequate approaches which are able to combine

performance and EFPs. Multi-criteria optimization techniques can be adopted

in fine-tuning EFPs and get the best trade-offs, for instance through exploration

of points in the Pareto curve [70]. The curve is used to select the best value

for a given property under constraints imposed by other properties. In this

way, for example, the reduction of power consumption can be evaluated under

performance constraints by exploring the points in the design space. As an ex-

haustive search is often unfeasible because of the space size, numerous methods

have been suggested to speedup the exploration process. In [71] the authors pro-

posed an optimization structure to estimate the Pareto curve without delving

into the whole design space. An extension to that technique was then presented

in [72], by integrating genetic algorithm analysis for dependent parameters op-

timization. The work presented in [73] exploited heuristic algorithms analysis

(namely, Random Search Pareto (RSP), Pareto Simulating Annealing (PSA)

and Pareto Reactive Tabu Search (PRTS)) to explore the design space and find

the Pareto curve for EFPs in a short time. Obtained results showed that an

approximate Pareto curve can be estimated three orders of magnitude faster

than a full search.

Finally, a Tri-criteria Scheduling Heuristic (TSH) was developed in [74]

which is able to combine timing, reliability and power-consumption require-

ments to produce a static schedule starting from a software application graph

and multiprocessor architecture.

5.4. Industrial wireless communications

The advantages of adopting wireless communications in current factory net-

works are manifold. Most obvious business drivers concern cost savings from

simplified engineering, commissioning and installation, because of the elimina-

tion of cables. In addition, wireless sensors and actuators offer ease of modi-

fications and replacements due to reduced work complexity. They also enable

fast and simple introduction of temporary instrumentation, besides allowing the

use of more mobile and portable field equipment during maintenance, setup and
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tuning operations. [31].

Besides these benefits already achievable today, however, the increasing

needs for communication capacity foreseen by IIoT and Industry 4.0 demand

more and more to industrial wireless systems. This includes the ability to han-

dle many more connected devices and data to transmit at a higher update rates

than current solutions [61]. Wireless sensor networks currently in use (e.g., Wire-

lessHART, ISA100.11a and WIA-PA) were originally conceived for low-power

and high reliability communication in medium-sized networks, characterized by

low to moderate data rates [75]. The expected increase, both in the number of

devices per network and update rate per device, can hardly be managed with

those technologies, especially when network capacity and battery lifetime have

also to be taken into account, so that new solutions have to be studied and

developed. A possible solution to enable soft RT communication in wireless

IEEE 802.11 environments has been proposed in [76]. The RT-WiFi architec-

ture, which is able to handle together both non-RT and RT traffic, combines a

forcing collision resolution MAC that prioritises RT traffic with a TDMA mech-

anism that serializes the access of RT stations to the communication medium.

5.4.1. Network capacity

WirelessHART, ISA100.11a and WIA-PA inherit their physical layers from

IEEE 802.15.4, and employ a combination of TDMA and frequency division

multiple access (FDMA) as medium access mechanisms [32]. Communication

is structured into distinct timeslots with a typical duration of 10 ms. A col-

lection of timeslots forms a superframe which is transmitted repeatedly in time

throughout the network operation. The transmission of at least one superframe

must always be enabled, though multiple superframes of variable lengths can

coexist in the network. Superframe schedules can be added and removed while

the network is operated. Transmissions are managed by assigning two devices to

each timeslot, acting as source (transmitter) and destination (receiver) respec-

tively. Broadcast messages are exceptions as multiple devices play the role of

receivers in the same timeslot. TDMA allows for deterministic communication,
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while FDMA grants robustness against localized noise and interference, however

both these strategies are prone to scalability issues as the number of devices and

the number of links in the network increases. For this reason, improved WSNs

have to support a growing number of links with unambiguous placements in the

superframe, while for large networks the size of the superframe has also to be

enlarged, despite this increases the overall latency. Similarly, devices with high

update rates require shorter interval between consecutive timeslots and this con-

tributes to put serious constraints on the network capacity. Solutions to these

problems have started to be studied such as the one in [77], which combines a

TDMA approach with relaying and packet aggregation.

When a larger communication bandwidth is needed, techniques inspired by

the IEEE 802.11 standard and its evolution look promising. For example, [78]

presents a theoretical analysis and experimental evaluation of IEEE 802.11n to

identify recommendations for its effective use in real-time industrial networks.

The enhancement of reliability for industrial wireless transmissions by means

of seamless redundancy is dealt with and evaluated in [79]. Finally, an inno-

vative approach is presented in [80], which combines retransmission scheduling,

seamless channel redundancy and bandwidth management to improve the deter-

minism in wireless networks and support soft real-time industrial applications.

5.4.2. Battery lifetime

The key benefit of cable elimination also involves having batteries as power

sources but, unfortunately, batteries are subject to periodic replacements in the

field as they are expended. Battery lifetime for wireless field devices is one of

the main limiting factors for their financially viable deployment, as the cost

reductions have to be evaluated by taking into account the increased main-

tenance cost for battery replacements [31]. Battery lifetime for wireless field

instruments is highly dependent on the update rate, as radio transmissions and

sensor measurements are two elements with the highest power consumption [81].

The expected increase of sensor data update rates in IIoT and Industry 4.0 im-

plies a growth of power consumption by wireless field devices. For these reasons,
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Table 2: Emerging technologies and relevant network characteristics

Requirements Technologies
Improved

Characteristics

Relevant Research

Contributions

Communication

bandwidth

5G and

optical networks

throughput, latency,

reliability, security

[88], [89], [90], [91], [92],

[93], [94], [95], [96], [97]

Reliability
RT-networks

and SDN

determinism,

standardization,

performance

[8], [98], [99], [67],

[68], [69], [100], [101],

[102], [103], [104],

Scalability

and mobility

Wireless comm. &

IIoT

energy efficiency,

determinism, availability

[38], [48], [76], [77],

[78], [79], [80], [82],

[83], [85], [86], [87],

[105], [106], [107], [108]

Security
Active/passive

Cybersecurity

safety, availability,

integrity, confidentiality

[109], [110], [111], [112],

[113], [114], [115], [116]

several techniques have been proposed to save power, ranging from packet size

optimization [82] to routing algorithms [83], so as to maintain a viable tradeoff

between battery and performance in advanced networks. Nevertheless, these

solutions have to be complemented with the investigation and development of

more efficient wireless communication protocols and methods for energy harvest-

ing [84] to grant satisfactory battery lifetime and communication performance

in next generation (smart) networks too.

At present, some vendors offer products including circuits that are able to trans-

form an RF signal in charging voltage and current. In [85], a detailed theoretical

study was presented and literature surveyed to provide new ideas for research in

the domain of radio frequency energy harvesting. Another approach, based on

a thermal energy harvesting technique, is presented in [86] which leverages the

Seebeck effect on a Peltier element placed in the proposed architecture. Then,

a well-designed MAC protocol can manage accesses to the channel so as to use

the harvested energy efficiently and maximize performance, as shown in [87].
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Table 3: Comparison of main communication parameters

Current Expected

Wired

Network size (nodes) 10-1000 >10000

Not RT Soft RT Hard RT Isochronous

Response Time >100 ms ∼10 ms 1 ms 200 ns

Jitter (% of Resp. Time) ∼100% 15% 1% 1%

Bandwidth 100 Mbps-1 Gbps 400 Gbps

Wireless

Network size (nodes) 10-1000 >10000

Tx.time + ACK 0.5-10 ms 20 ns

Bandwidth 1 Mbps-6 Gbps 20-40 Gbps

6. Emerging technologies and perspective directions

There is a general consensus that demands for highly personalized customer

requirements are likely to be satisfied through smart factories, where current

production systems are replaced by so-called smart-boxes, that is modular,

highly reconfigurable and re-usable (plug-and-produce) components. As these

benefits cannot be achieved without massive exchanges of information and data

(e.g., between the customers’ desktop/mobile devices and the production plants)

and direct and autonomous interactions between smart-boxes, more flexible and

adaptable network solutions are necessary, that are able to tackle the critical

aspects discussed previously. However, implementing the visionary scenario of

Industry 4.0 is not easy because of the many technical challenges to be ad-

dressed. From the communication network point of view, it is clear that much

better performance is needed in terms of communication bandwidth, latency,

real-time behavior, security, reliability and mobility. This increase in basic re-

quirements can be satisfied only partially by leveraging technologies available

today.

Table 2 lists some priority needs and emerging solutions that are being pro-

posed and experimented to cope with them. The table also summarizes those

network characteristics that are expected to benefit from the proposed technical

solutions and includes references to main scientific contributions in the relevant

areas. Of course, all these aspects impact on Industry 4.0 strategic goals and,
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in particular:

• Bandwidth directly affects the ability to support the interconnection and

data exchange of a very large number of devices.

• Reliability affects the ability of performing consistently well, having the

overall system working properly in any condition. Obviously, this aims at

increasing productivity.

• Scalability enables the smooth introduction of new devices, services and

functions, without negative effects on the quality of services and function-

alities already deployed.

• Security, and in particular cybersecurity, is mandatory for Industry 4.0

global scenarios to protect people and assets from attacks and malicious

behavior.

• Mobility is in strict connection with the ability to distribute services and

goods dynamically and ubiquitously to users moving around.

To offer the reader a flavor of the improvements requested for next generation

factory networks, Table 3 reports some typical communication parameter values

for both wired ([117], [118]) and wireless solutions ([78], [119]).

Values in the middle column are frequently found in current applications and

have to be compared to the (expected) figures in the rightmost column. Even

by this limited comparison, the size of the existing gap is evident and explains

why new approaches have to be mandatory identified and adopted.

In the following subsections benefits expected by emerging technologies in

terms of the characteristics listed above are briefly discussed. Moreover, what

is necessary in terms of security, a surely emerging topic, is reported in Section

6.4.

6.1. Industrial Ethernet Extensions

Advantages of introducing Ethernet-based technologies in factory networks

include high bandwidth, open standard protocols based on IEEE 802.3 and low
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costs for commercial-off-the-shelf (COTS) devices. Ethernet extensions pro-

posed in the recent past (e.g., Ethernet POWERLINK [21], Sercos III [120],

PROFINET IRT [20], Ethernet/IP [121], AFDX [122] TTEthernet (TTE) [123]

and Time Sensitive Networking (TSN) [61]) are able to offer temporal guaran-

tees and improved dependability, but they also provide reasonable basis for a

smooth migration to evolved factory networks. It is worth remembering that

Industrial Ethernet products have progressively established a 46% market share

with a 22% yearly growth rate [124].

Current and near future demanding requirements for hard real-time and

fault confinement in several application areas can be satisfied through the Time-

Triggered (TT) extensions to conventional Ethernet. In TT networks, commu-

nication activities are controlled by the progression of a global time base. Each

node sends messages with predefined periods and phases regardless of events

occurring within the node and/or in the environment. TT networks are benefi-

cial in safety-critical systems, because they help in managing the complexity of

fault-tolerance and analytic dependability models. A static schedule (frequently

adopted in TT systems) minimizes unpredictability, while dynamic scheduling

(typically found in event-triggered networks) unfolds dynamically at runtime,

depending on the occurrence of events. It is worth noting that dynamic schedul-

ing can be used in TT systems too, even though this may introduce some

limitations [104]. In a time-triggered network, the predetermined instants of

the periodic message exchanges enable rigorous error detection and fault isola-

tion. Redundancy can be provided transparently to applications, that is with-

out changing function and timing of the application software. TT systems also

support replica determinism, which is essential in establishing fault-tolerance

through active redundancy. Furthermore, they enable temporal composability

via a precise specification of interfaces between subsystems.

Time-Triggered Ethernet (TTE) [123] is perhaps the most popular commer-

cial solution based on the TT paradigm. TTE services are standardized by

the Society of Automotive Engineers (SAE) and concern fault-tolerant clock

synchronization as well as communication. In addition, TTE supports the in-
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tegration of time-triggered and event-triggered messages in the same physical

Ethernet network.

6.1.1. Time Sensitive Networking (TSN)

Time-triggered Ethernet solutions are now converging towards a new IEEE

standard known as TSN, which is gaining increasing importance in industrial

scenarios and can influence the evolution of factory networks in the next years,

due to its ability to achieve low transmission latency and high availability.

Its main features include robust time synchronization protocols, time-based

scheduling, traffic policing, frame preemption, fault-tolerance by frame dupli-

cation and configuration capabilities with the Network Configuration Protocol

(NETCONF) [125]. In this framework, the IEEE 802.1Qbu Preemptive Prior-

ity Frame Forwarding [126] defines mechanisms to interrupt the transmission

of a message in order to send other frames with higher priority. The IEEE

802.1CB Frame Replication and Elimination for Reliability technique [127], in-

stead, supports the duplication of messages for improved reliability. Finally,

stream filtering and policing are considered in IEEE 802.1Qci [128] to detect

and contain message transmissions of individual end-nodes that could disrupt

the correct behavior of the whole system.

As a matter of fact, Ethernet extensions for industrial applications are able to

cope with the technological challenges introduced in Section 5 only partially.

In particular, Real-time, reliability and determinism requirements can be satis-

fied only for closed systems (e.g., timing analysis using network calculus [129],

trajectory approach [130]), whereas dynamic system structures with real-time

needs are insufficiently addressed. By contrast, pilot works on plug-and-play in

TSN are beginning to appear. In particular, [98] shows how to provide hard

real-time guarantees, but that proposal is only applicable to a star-shaped net-

work topology and is not supported by COTS devices. Existing solutions for

dynamic scheduling in TTE offer timing guarantees, but limited scalability [99].

The deployment of new configurations is available in TSN via the NETCONF
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protocol and related configuration languages [131]. Instead, mixed-criticality

is supported by combining different traffic classes such as time-triggered, rate-

constrained and best-effort communication in TTE and TSN. Last but not least,

fault isolation for time/space partitioning and modular certification is achieved

by leveraging a priori knowledge about the permitted temporal behavior of end-

systems in both TTE and TSN stream filtering and policing.

6.2. Software-Defined Networking (SDN) and Network Virtualization (NFV)

The software-defined networking paradigm is promising to grant openness,

reliability and flexibility. Indeed, SDN is a key technical solution which can

enable dramatic changes in the way the network infrastructures, such as the

one depicted in Fig. 4, have been conceived so far. Many of the technical

and scientific issues concerning flexibility, reconfigurability and capabilities for

self-adaptation and management may find either adequate answers with SDN

or, at least, basic support and mechanisms to build more sophisticated smart

network control and supervision architectures. Moreover, the rapidly emerging

SDN technology looks suitable to enable the development of networks of smart

machines based on evolving ICT systems.

First, SDN breaks the monolithic, traditional network architecture by separat-

ing the control logic (control plane) from the underlying traffic filtering and

forwarding mechanisms (hard-wired in routers and switches) that build up the

data plane. The SDN control plane is centralized and software-programmable

as shown in Fig. 5. In this way routes for traffic flows can be configured

and modified by a high-level network manager (e.g. SDN controller) according

to dynamically changing needs. Second, because of the separation of control

and data planes, network switches can be implemented as simple forwarding

devices, where no hop-by-hop mechanism has to be provided since no routing

decision has to be made any longer by intermediate nodes placed along a route.

Decoupling of control and data planes is obtained thanks to a clearly-defined

application programming interface (API) enabling the exchange of information

between the SDN controller and the switches. A notable and popular example
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Figure 4: Conventional network architecture.

of such a kind of API is OpenFlow [132], an open-source solution which has

been adopted for a large number of SDN-based prototype applications. Open-

Flow supports the neat separation of control logic from the underlying physical

devices. This change of perspective enables network designers and managers to

write high-level software functions controlling the behavior of network infras-

tructures for industrial and cyber-physical systems and can be one of the main

innovation for future CPS communications in order to:

• provide flexibility for communications and maintenance of communication

activities, as requested for IIoT;

• allow for easier and dynamic reconfiguration of factories and plants, as

needed for smart manufacturing and highly customized products.

Besides improving compatibility, reducing forwarding delays and hardware costs,

SDN can impact significantly on telecommunication companies by changing cur-

rent business models and generating new opportunities. Moreover, at present

SDN appears to be the only solution which is really able to support systems

where machine-to-machine communications are organized in such a way that

resembles social networks as foretoken by many papers about IIoT [133], [134].
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Figure 5: SDN-based network architecture.

SDN is also attracting significant attention from both academia and indus-

try. For instance, a group of network operators, service providers and vendors

have recently created the Open Network Foundation [135], an industry-driven

organization aimed at promoting SDN and standardizing the OpenFlow proto-

col. Among the academic initiatives, instead, the Open Networking Research

Center [136] has been created to focus on SDN research.

The reader interested in SDN can refer to [7] and [137] for comprehensive

surveys which, starting from context and motivations, introduces the main SDN

concepts and differences from traditional networking solutions. Instead, a de-

tailed description of the SDN paradigm and architecture, besides a historic

perspective, can be found in [138].

Software-defined networking is not employed in real industrial applications

yet, however some experimental prototypes have started to be developed and

tested. For instance, reliability for real-time communication services has been

tackled in [100], [101] and [103], where an SDN-based approach is presented,

which is aimed at the implementation of a QoS framework in industrial net-

works. In particular, in those papers the authors propose a technique to sep-

arate routing and resource allocation and achieve hard real-time performance.
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Their interesting solution makes use of a “queue link” network topology for

representing the underlying physical link structure besides resource and QoS

parameters. Available link resources (e.g., data rate and buffer memory) and

QoS parameters (e.g., delay constraints) are assigned to a set of link QoS queues.

A routing algorithm is then used to find the best paths satisfying hard real-time

requirements. The model was validated through simulation and network calcu-

lus [129], and compared to a more traditional approach based on mixed-integer

programming (MIP).

Another approach oriented to achieve enhanced reliability through the SDN

paradigm, leveraging standard hardware components in an experimental setup,

has been described in [102], where a modified MAC is proposed. The authors’

solution relies on traditional TDMA enhanced by the SDN availability of topol-

ogy information and standardized SDN interface, that enable the installation

of customized and application-specific routes in the network. Multiple devices

are also allowed to send data simultaneously over physically separated links,

thus introducing a Space Division Multiple Access (SDMA) element in the net-

work architecture. In this way, hard RT communication is guaranteed by the

TDMA scheme, while SDMA ensures an optimal use of the network and the

whole architecture can be scaled efficiently. Obviously, all that glitters is not

gold. The central controller introduces scalability issues that may be solved with

physically-distributed control plane architectures, but, in doing so, consistency

problems between different controllers may arise. Some solutions were proposed

whose descriptions can be found in [139] and in [140]. These papers analyize

the state-of-the-art of techniques to minimize the control to data planes com-

munication overhead and controllers’ consistency traffic so as to enhance the

OpenFlow-SDN scalability.

Network Function Virtualization (NFV) is another concept which is often

met jointly to SDN. The main underlying idea is to make virtual also those

network services traditionally runnning on proprietary, dedicated hardware. As

NFV affects the implementation of network functions, by removing the need

of special-purpose hardware, network managers can add, move and/or change
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them at the server level in a simplified provisioning process. Advantages of NFV

were originally presented by a group of network service providers at the SDN

and OpenFlow World Congress in October 2012.

The survey in [141] focuses on NFV and, in particular, deals with the definition

of a reference architecture, introducing some use cases and a management and

orchestration (MANO) framework.

6.3. Network of Networks (NoN), Cloud and Fog Computing

Basically, the underlying communication architecture in IIoT is conceived as

a network of networks (NoN) with connections between subsystems (inter- and

intra-enterprise) and of industrial devices (e.g., controllers, sensors, actuators)

inside the same subsystem (i.e., shopfloor, control layer etc) [3]. As such, it has

to be designed so as to enable extensibility of services and scalability. A prelim-

inary attempt in this direction is presented in [142], where a combined approach

between autonomous control and IoT for a logistic network is discussed. In fac-

tory automation this means new attractive opportunities to better coordinate

and optimize operations for more efficient and cost-effective production [105].

A basic idea of IIoT is the ubiquitous accessibility of every type of information

(e.g. sensor are made directly accessible to the ERP layer if needed). This

means that information flows continuously from sensors to servers and process-

ing units, while functional parameters are constantly updated thus reminding a

comprehensive closed-loop system. From this point of view, approaches aimed

at combining IIoT with emerging technologies, such as SDN, have started to ap-

pear. For instance, in [40] these aspects have been analyzed taking into account

the network size and application complexity.

The network of networks will also allow the analysis and processing of data,

collected from a universe of sources, to better understand dynamically chang-

ing requirements and drive the overall production in a fully automatic way by

means of machine learning and data mining techniques [143]. From the scien-

tific point of view the challenging NoN area is where the network self-awareness,

self-management and self-adaptation issues mentioned in Sect. 4 have to find
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satisfactory solutions and needs massive attention by the research community.

Cloud computing [144] and fog computing [145] are two other emerging con-

cepts affecting IoT, in general, and IIoT in particular. The cloud can be thought

of as a network of remote servers hosted in the Internet and used to store, man-

age, and process data in place of local servers or personal computers. The fog

concept is similar to the cloud but reminds a phenomenon closer to the ground.

The idea, in this case, is to have services closer to the data sources, but able

to manage data at a network level through smart devices and on the end-user

client side (e.g. mobile devices), instead of sending data to a remote location

for processing.

New models necessarily mean new problems to be solved. As an example, au-

thors in [106] present a cloud based-scheduling strategy for the Industrial In-

ternet of Things. In particular, they model the task scheduling as an energy

consumption optimization problem, taking into account task dependency, data

transmission, response time, deadline and cost. A performance evaluation car-

ried out using simulations shows how this solution is better than a baseline

approach. Authors in [107] discuss emerging challenges in data processing, se-

cure data storage, efficient data retrieval and dynamic data collection in IIoT.

Then, they propose a framework to integrate fog and cloud computing. Their

approach is based on processing data with either edge or cloud servers depend-

ing on their latency requirements, with a pre-processing phase of raw data. In

particular, time-sensitive data (e.g., control information) are stored and used lo-

cally, while other data are transmitted to cloud servers for subsequent retrieval

and mining activities.

The battery capacity of nodes is a research topic of interest for fog comput-

ing, for instance when the network is configured. In [108] authors present some

strategies to overcome energy issues arising in battery-powered fog nodes. They

propose an algorithm, based on both Lyapunov optimization function and par-

allel Gibbs sampler, to optimize service hosting and task admission decisions.
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6.4. Peculiarities in Industrial Cybersecurity

Cybersecurity has been receiving considerable attention by researchers and

professionals since several years and cannot be considered something new to

several extents. In perspective, however, innovative approaches are needed in

order to cope with IIoT and Industry 4.0. Till now, in fact, many investigation

activities have focused on methodologies, techniques and mechanisms to analyze

and mitigate risks, to design and implement security policies, to protect systems

and devices and/or to develop effective countermeasures to attacks. In next

generation networks, security strategies have to shift to a more global level,

which is able to take into account a whole complex NoN consisting of several

heterogeneous interacting subsystems with different administration domains and

under the responsibility of different authorities.

Industrial systems security encompasses aspects as diverse as the protec-

tion of physical infrastructures and processes, communications protocols, asset

management, or software and hardware lifecycle management, which cannot be

handled in the same way as in their conventional IT counterparts. The peculiar-

ities of industrial networks prevent the adoption of classical approaches to their

security and, in particular, of those popular solutions that are mainly based on

a detect and patch philosophy. For example, since availability is a top priority

in ICSs as costs can increase dramatically in the case production is slowed down

or even stopped, typical routine updates and/or hardware/software patching

are frequently ignored in many plants and factories.

A comprehensive assessment of security in industrial networked systems was

presented in [9] and the interested reader can refer to that paper for details.

From a practical point of view, security key concepts such as availability, in-

tegrity and confidentiality (which are well-known in office and business net-

works) have to be considered with different priority levels. [9] also shows that

cybersecurity is a cyclic process that has to be constantly applied to assure a

satisfactory protection level for industrial systems in the years to come. Of

course, security costs have also to be taken into account: [146] proposes some

cost evaluation techniques and applies them to a case study of a real company
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that sells products all over the world.

As awareness about the need for industrial cyber-protection is constantly

rising, more and more papers can be found in the literature that deal with

countermeasures to detect menaces and respond to attacks. For instance, a

detection system based on the automatic deployment of honeypots is described

in [110], which is able to examine the control system network in a passive way.

The authors’ solution is based on Honeyd [111], a small software daemon able to

act as a virtual server with basic functionality. The Honeyd version developed

in [110] is self-configured automatically to emulate any user-defined host in the

network under analysis. The resulting architecture was also tested and evaluated

on a small smart grid consisting of several types of devices (e.g., MS-windows-

based PC, Rockwell and National Instruments PLCs).

Cybersecurity is already a major concern for SCADA and ICS managers, as

the number of successful attacks against industrial targets is constantly grow-

ing. Currently, most popular and widespread SCADA protocols adopted for

communications between industrial devices are insecure by design. For exam-

ple Modbus [147], which is widely used at the application level in factories and

plants because of its simplicity, is inherently insecure. Excluding the possibil-

ity of a complete replacement of these protocols, in the next years at least,

and also considering the expected smooth migration of current factories to the

smart scenario, an attempt to overcome this problem was presented in [109]

where a security framework was developed, which is based on a distributed in-

trusion detection system. In particular, the proposed architecture consists of a

first detection level (with domain-specific honeypots and specialized monitor-

ing devices) and a second layer able to analyze events received from detection

agents. The second layer makes use of machine learning techniques based on a

one-class support vector machine (OCSVM) [112], and leverages topology and

system-specific detection mechanisms which also consider the role, placement

and behavior of the control system components.

Another kind of approach to SCADA security was presented in [113], which

relies on a cybersecurity modeling language (CySeMoL) analysis tool. A prob-
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abilistic relational model (PRM) is adopted to support operators of a security

system in risk analysis. Starting from the architectural model, the tool can

estimate the probability of successful attacks to the system according to differ-

ent approaches. One appealing characteristic is that the model can be created

without any specific security expertise. The system is then able to evaluate

several kinds of attacks to ICSs including software exploits, flooding attacks,

acquisition of wrong privileges and social engineering attacks. CySeMoL was

experimentally verified and validated, and a better predictive version of the tool

was also developed and described in [114].

The idea of introducing cybersecurity as a fundamental requirement already

at the very beginning of any industrial system conception is progressively gain-

ing consensus. This implies a radical change in the way of thinking, since at

present security is mainly dealt with as a sort of add-on. Research and effort

have to focus on techniques and tools for the analysis and management of se-

curity at a global system level. One important topic, from this point of view,

is access control, since managing “who is allowed to do what on what” is the

core of any protection scheme. In this context, the verification of policy cor-

rect implementation is a critical issue to determine whether users are actually

forced to interact with the system in strict accordance with the access policies.

This kind of security analysis, given the size and complexity of future systems,

cannot be carried out by hand. In [115] a new methodology was presented for

the semi-automatic verification of access control policies in industrial networked

systems. The approach is based on a model which combines two different views

(high and low levels) of the considered industrial system. In particular, policies

are specified according to the standardized role-based access control (RBAC)

framework [148], while the target system is described in tiny details through its

low-level mechanisms. An automated software tool, purposely developed, helps

the designer in performing the verification and finding fixes to errors and incon-

sistencies. The proposed framework was also evaluated in terms of complexity

and performance to show its applicability to real-world industrial systems.

Defense techniques currently adopted in industrial systems are based on net-
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work segmentation and partitioning to create demilitarized zones (DMZs), at

different hierarchical levels. Firewalls (FWs) are main hardware and/or soft-

ware components used to this purpose. However, the introduction of firewalls

in industrial networks can cause unwanted side-effects, even when devices are

employed that were explicitly designed for industrial environments. As more

and more FWs are going to be deployed in future factory networks careful in-

vestigations should be carried out about their expected and actual behavior. In

last years, some devices (industrial FWs) have been put on the market, that

are able to recognize and analyze typical application protocols used in indus-

trial environments. However, their inspection capabilities have to be evaluated

in conjunction with the impact they have on the overall network performance.

This aspect has been investigated in [116], where a simple technique based on

COTS equipment and open source software has been developed to get useful in-

formation about effects produced by the introduction of a commercial industrial

FW into an existing system. The proposed approach can be used in predicting

operating margins and performance, moreover it can also be applied to analyze

other devices available on the market.

6.5. 5G Networks and Slicing

Unconstrained mobility can be achieved only through the adoption of wire-

less technologies and, likely, by leveraging the new promising fifth generation

mobile communication architectures. 5G [88] is expected to become a star per-

former for Industry 4.0 [61], in particular to enable ubiquitous communication

and turn manufacturing processes into a sort of global distributed systems,

characterized by strong interconnection, low-energy components and highly in-

tegrated logistics. Researches about 5G are being carried out to offer solutions

for implementing integrated smart environments interconnecting smart facto-

ries, smart grids, smart buildings and logistics systems. The ability to cover

wide areas should wipe out distances making, for instance, M2M communica-

tions integrated in the whole production chain. To achieve these goals, however,

underlying communication infrastructures have to grant low latency, high band-
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width and resilience.

Current technologies used in industrial environments are not sufficiently in-

tegrated to provide adequate support for all these aspects. In perspective, most

appealing solutions seem those based on combined techniques able to leverage

both wireless and wired communication systems, through public and private 5G

providers. It is worth reminding that 5G is much more than mobile Internet: in

fact, 5G networks integrate different communication media (e.g., mobile, wired,

satellite), frequency bands and capabilities.

A preliminary analysis about the adoption of 5G and its impact on latency in

IIoT and factory automation can be found in [90]. Instead, [91] deals with the

combination of SDN and 5G networks to enable resource coordination across

multiple domains, a key factor for Industry 4.0 applications too. A combina-

tion of 5G with fiber optic networks (fiber-wireless - FiWi) looks promising to

enhance scalability, reliability, and energy efficiency at the same time [89], [93].

Possible use cases concerning industrial automation, control systems and

M2M communications are described in [92]. These examples take advantage of

the 5G capabilities for three different types of integration [149], namely: hori-

zontal (e.g., connectivity to support inter-industry and supply chains, from raw

materials to finished products ready for customers), vertical (e.g., linking of

multiple production systems within the same manufacturer’s boundaries, with

customized user requests matched directly by new services in the manufacturer

infrastructure) and end-to-end (e.g., full lifecycle process where both product

and business service are conceived, designed, built, delivered and disposed) [150].

To be fair, 5G technologies look far from being adopted in industrial applica-

tions, as relatively few examples exist of their migration from theory [97] to

experimental platforms [96]. Nevertheless they should be considered as one

of the most disruptive contribution to wireless communication in the years to

come.

The network slicing paradigm is often referred to as 5G networks. Roughly

speaking, network slicing can be thought of as several virtual networks which

share the same physical infrastructure for access and transportation. In prac-
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tice, this is the introduction of the SDN concepts in 5G architecture, so that

each type of application can be assigned an optimal network configuration for

managing the related traffic. Network slicing also implies the coexistence of

dedicated as well as shared ”slices” in the network. An in-depth analysis of the

advantages and the impact of the slicing techniques on 5G network design is

presented in [94], while a real 5G trial testbed based on the slicing paradigm in

the Hamburg port area is described in [95].

7. Conclusions and open issues

Industrial communication technologies have always been progressing since

several years, either to better satisfy changing needs in typical application sce-

narios, such as factory automation and distributed process control systems, or

simply to cope with continuous requests for increased performance. Main goals

of the fourth industrial revolution and IIoT clearly show that this evolution-

ary process must be sped up and extended to embrace new scientific areas and

challenging technical topics, as neither new demanding communication require-

ments can be satisfied nor innovative applications can be enabled, by relying

only on the support offered by communication technologies in use today.

Indeed the Industry 4.0 scenario requires satisfactory answers to a number of

scientific issues that in part have been investigated since several years, while

others have started to be considered only recently. The first group includes

well-known aspects, methodologies and techniques for enhancing main network

characteristics such as bandwidth, real-time behavior, flexibility, dynamic recon-

figuration, security, safety and fault-tolerance. These topics, though belonging

to the tradition of the research community, will receive renewed and increas-

ing attention to overcome the limitations of current solutions that make them

scarcely suitable for Industry 4.0 [151].

The second group, instead, involves aspects that are either relatively new or have

not been studied extensively till now. In particular, they concern the “smart”

side of Industry 4.0, which relies on the availability of smart networks with self-

38



awareness, self-management and self-healing capabilities. These include main

issues such as real-time/time-critical wireless communications, 5G mobile net-

works, very low power-consumption and industrial cybersecurity.

At present, a number of solutions, that are deemed able to satisfy future needs,

are being investigated and constantly enhanced, but important breakthroughs

are needed and innovative technologies have to be developed for use in real sys-

tems.

Among the others, SDN seems to be able to change the network architecture

perspective from a traditional monolithic approach, which is rigid, hard to man-

age and often vendor-specific, to a more flexible and open approach. Significant

benefits are then expected from its adoption in factory environments, in terms

of scalability, performance, robustness and security [137].

The demand for real-time support is another key challenge to be faced. In this

case, Time Sensitive Networking appears to be an interesting approach to follow

in order to develop adequate solutions. Actually, TSN has the potentiality to

support both real-time and conventional traffic. TSN systems are able to offer

different essential services and satisfy real-time demanding applications (e.g.,

motion control) and high bandwidth data exchanges (e.g., data produced by

the IIoT multitude of sensors) at the same time and in the same network.

Finally, cybersecurity is a common denominator in the global and open scenarios

to come, and new surveillance and defense techniques must be studied that are

able to to grant protection against faults and malicious behavior at the system

level [152].
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