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In tightly-coupled multiprocessor systems featuring a cache for each processor, an
important problem is the maintaining of coherence between the multiple copies of shared
data items which may be generated in different caches. The paper presents a multicache
coherence protocol which is based on a software control over the cache activities,
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1. Introduction

In a tightly-coupled multiprocessor system, high memory bandwidth is essential to
reduce access conflicts to the shared main memory [4]. The bandwidth of a single cache
used by all processors in the system is usually insufficient fof more than two processors
[9]. Contention of the memory path can be significantly decreased by associating a private
cache with each processor [2], especially if the copy-back memory update algorithm is
used instead of the store-through algorithm [10]. In store-through, when a write occurs,
data modifications are immediately reflected in main memory [7]. In copy-back, a write
only modifies the cache, and main memory will be updated later, when the line involved
in the write is replaced as a consequence of a cache miss [9]. Of course, memory traffic is
much higher with store-through. - |

In a multicache system, multiple copies of the same shared data item may exist in
different caches at the same time. An important problem is the maintaining of coherence
between these copies [5], [11]. The classical solution uses a high-speed auxiliary data
path between the caches [3], [9]. When a write is performed to a given cache, the write
address is sent over this data path to all the other caches. On receiving the address, each

of these caches performs a search for the corresponding line. If the search is successful,



the line may be either invalidated or updated. However, in most processor architectures,
the average rate of memory write accesses is between 10 and 30 percent of the total
memory accesses, with even higher peak rates. The resulting high traffic on the auxiliary
data path is likely to cause significant performénce degradation for more than two
processors [3].

Using a different approach, multicache coherence can be obtained by means of a
software control over cache activity. In this paper, we will present a coherence protocol
for large tightly-coupled multiprocessor systems following a software-controlled

approach.

2. Multicache coherence

We will refer to a multiprocessor system in which processors Py, P, ..., Py access a
shared main memory via an interconnection network (Fig. 1). A private cache Kj is
associated with each given processor P;. An address generated by P; is transmitted to Kj,
where it is mapped into the corresponding cache line by using a line selection algorithm,
e.g. set-associative mapping [8]. If a cache miss occurs and no free line is available, a line
is found for replacement by means of the usual hardware mechanisms, e.g. status bits
[9]. The contents of this line are then transmitted to main memory, following the copy-
back algorithm, and the line is used for storage of the incoming data.

Let us now consider two processes py(® and py0) running on processors P; and P;,
respectively, and sharing access to a data item S. If we allow S to be cached freely, two
different copies SO and SO of S are generated in Kj and K;, in lines Lg® and Lg0). If
pu® modifies the value of S, modification is carried out in S, but not in SO, and a
coherence problem follows.

Our solution uses a cache featuring three operating modes, the normal, bypass and
shared modes. The cache is able to execute a set of commands. These are stored in

memory as a part of the program code. A processor P; fetching a command transmits it to




the corresponding cache K;for execution. Examples of commands are the Normal,
Bypass and Shared commands. They cause transition of the cache to the corresponding
modes (Fig. 2).

A memory access performed when the cache is in the bypass mode is carried out
entirely in main memory; no cache search/update operation is carried out. A memory
access performed when the cache is in the shared mode sets a 1-bit tag, the shared tag,
which is associated with the line storing the data item being referenced (Fig. 3). The value
of the shared tag is inspected when the Save command is executed. Besides switching the
cache to normal mode, this command copies each line whose shared tag is asserted into
main memory, and then invalidates the line. Line invalidation clears the shared tag.

We will suppose that shared data items are correctly protected by critical sections
implemented, for instance, by means of semaphores and the Wait and Signal operations
[1]. Shared data items will be accessed in the shared mode. On leaving a critical section, a
Save command will be issued by the Signal operation. Let us refer again to data item S
shared by processes py(® and py0), and suppose that p,() enters the critical section
protecting S. When p,() performs an access to S, the cache is in the shared mode. It
follows that the access sets the shared tag Ts® of line Lg®. If p,() assigns a new value to
S, the write access is performed within Kj, in line Lg®. The new value is not copied
either into main memory or into line Ls(), however the critical section prevents process
py() from accessing S and using its outdated value. On leaving the critical section, p,()
issues a Save command. As Ts® is set, this command copies the contents of Lg(® into
main memory and invalidates Lg(®. Main memory now contains the new value of S,
which can be safely used by py(). As a consequence of the invalidation of Lg®, if p,()
re-enters the critical section, a miss is produced in K; by the first access to S. The value of
S is now taken from main memory, thus causing K; to reflect the modifications which

pv®) may have performed to this value.



A final issue is the implementation of semaphores. We enforce coherence in accesses
to these shared data items simply by making them noncacheable. This will be obtained by
using the bypass cache operating mode. Before accessing a semaphore, the Wair and
Signal operations will use the Bypass command to switch the cache into bypass mode.
They will use the Normal command to return the cache to normal mode after
accomplishing the access.

Let us now suppose that line Lg® contains not only shared data item S, but also a
data item D local to process py(®. Suppose also that py() assigns a new value to S. On
leaving the critical section protecting S, py() issues a Save command which copies this
new value from line Lg0) of Kj into main memory. However, line Ls® may still be valid
when py() is in the critical section, for example, as a consequence of an access performed
by pu® to D. It follows that if Lg(® is selected for replacement and copied back into main
memory, the new value of S will be discarded on a miss occurring in Kj. We may
conclude that shared and local data items cannot coexist in the same line. Similar
considerations apply to shared data items protected by different critical sections. A
solution is to reserve a memory space of an entire line for each shared data item. Clearly,

\

this solution leads to memory fragmentation.

3. Performance considerations

A simple software-controlled solution to the multicache coherence problem is to flush
the entire contents of a given cache Kj every time a critical section exit operation is
executed by the corresponding processor Pj. This solution can be implemented by
equipping the cache with a flush command. However, owing to the effects of cache
refilling on the miss ratio, cache flushing has high execution time costs [6]. Our protocol
achieves the same results with no flushing. We pay the execution time of a Save

command. This execution time is a function of the number of lines whose shared tag is




asserted. Depending on the degree of coupling between the processes, these lines may
represent a comparatively small portion of the process working spaces.

Of course, utilization of the bypass mode for large data bases would be a source of
significant time performance degradation. However, this is not the case for semaphores.
The time cost of making these small-sized data items noncacheable is quite acceptable.

As far as storage requirements are concerned, the Save command is only used by the
Signal operation and the Bypass command is only used by the Wair and Signal
operations. It follows that the memory cost for storing these commands is low. Each
access to a shared data item will be preceded and followed by a Shared command and a
Normal command, respectively. Clearly, it is possible to reduce space requirements by
grouping shared data accesses and using a single Shared/Normal command pair for each
group. In a different approach, the Shared command is inserted in the Wait operation, and
the effects of the Normal command are produced by the Save command included in the
Signal operation. This approach minimizes the space cost for command storage and also
simplifies object code generation. However, all memory accesses in the critical sections
are now made in the shared mode. It follows that the Save command in the Signal
operation will transfer to main memory all the lines referenced in the critical section being
abandoned, whether they contain shared data items, or not. Clearly, this increases the
execution time of this command.

Finally, as seen in the previous section, allocation of shared data may lead to memory
fragmentation. A worst-case estimate of the average cost of this fragmentation is (z-1)/2
storage units for each shared data item, z being the cache line size. This suggests that a
small line size should be used. Of course, space could be saved by grouping short shared
data items protected by the same critical section into a single line, but this complicates the

compiler algorithms.




4.

Concluding remarks

We have presented a multicache coherence protocol for tightly-coupled

multiprocessor systems. In our approach, cache activities are controlled explicitly by the

software through a set of cache commands. No auxiliary data path is required for

communication between the caches. This eliminates a source of performance degradation.

We have briefly analyzed the cost of the protocol in terms of execution times and space

requirements. An important result is that cost is independent of the number of processors.

This fact suggests that the solution we propose for the multicache coherence problem is a

valid alternative, especially when considering large multiprocessor systems.
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Fig. 1. Configuration of a tightly-coupled multiprocessor system featuring a cache for
each processor.
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Fig. 2. Diagram of the cache operating modes. Each edge shows the transition from
mode to mode resulting from execution of a cache command.
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Fig. 3.  State diagram of a shared tag. Each edge shows the transition from state to state
resulting from a memory access, and specifies whether access will be carried
out in the cache or in main memory. Transitions are expressed as a function of
the cache operating modes. The diagram also shows the transitions which occur
as a consequence of line invalidation and of execution of the Save command.




