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Abstract

The Smoothed Particle Hydrodynamics (SPH) method suffers from the presence of irregular particle distributions inherent
n its Lagrangian nature. A way to circumvent this problem is to consider a quasi-Lagrangian SPH scheme and use a Particle
hifting Technique (PST). In this framework, we include an approximate Riemann solver to represent the particle interaction
nd obtain two different quasi-Lagrangian Riemann-based SPH schemes: one is a mass-constant SPH model whereas the other is
erived from an ALE formalism. These schemes are examined and validated by focusing on their energy balance. In particular,
he energy contribution provided by the terms associated to Riemann solver and PST is studied from both a theoretical and
umerical point of view. The consistency and the diffusive properties of these energy terms are investigated on test cases
nvolving confined and free-surface flows. Albeit the investigation is performed for a specific Riemann solver and PST, the
roposed methodology can be easily extended to other formulations.
2023 Elsevier B.V. All rights reserved.
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1. Introduction

In fluid simulations characterized by mixing and large deformations the Smoothed Particle Hydrodynamics (SPH)
ethod may exhibit an irregular distribution of particles. This phenomenon is caused by the Lagrangian nature of

he scheme which induces the particles to align along the flow trajectories, and leads to the deterioration of the
ernel interpolation and of the simulation itself. To circumvent this problem, it is currently a common practice to
se a Particle Shifting Technique (PST) to rearrange dynamically the particles distribution and reduce the particle
isorder, at the price of the loss of the Lagrangian character of the scheme (see e.g. [1–4]). Historically, the first PST
as introduced in SPH by Monaghan [1], the so-called XSPH method, to update the particle positions exclusively,

.e. without any modification to the continuity and momentum equations. The use of a PST only in the advective
quation was then employed along with other regularization techniques as, for example, in Sun et al. [4] through
he introduction of a diffusive term in the continuity equation, or by means of Riemann terms, e.g. in the particle

refinement method by Chiron et al. [5]. In weakly-compressible SPH methods, however, it has been shown that this
approach can lead to adverse effects, such as deviations of the pressure field from the mean level in confined flows
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or large variations of the volume occupied by the fluid in violent sloshing motions [6–8]. These effects seem to
be independent from the regularization technique at hand [7]. To overcome this issue, alternative and theoretically
more consistent approaches have been proposed to deal with a PST: the Arbitrary Lagrangian Eulerian (ALE)
formalism [3,9,10] and its variants [6,10]. Although a perfect SPH-ALE scheme should have the property of being
reducible to either purely Lagrangian or Eulerian SPH schemes (i.e. no mass exchanges in Lagrangian framework
and no volume variation in Eulerian representation), this property is complex to obtain in practice, due to the
necessary presence of regularization terms.

The first SPH scheme based on an ALE formalism was derived by Vila [9]. While the Eulerian SPH formulation
is recovered from the Vila’s scheme, the purely Lagrangian SPH formulation is not. This is due to the presence
of non-zero fluxes in the mass equation (even without PST) which are not expected in a Lagrangian scheme.
Notwithstanding this issue, the Vila’s scheme has been widely validated, firstly in its Lagrangian version by
Marongiu et al. [11] and Koukouvinis et al. [12], and secondly with the introduction of a PST velocity by Oger
et al. [3]. More recently, Antuono et al. [10] derived an SPH scheme with ALE formalism, i.e. the δ-ALE-SPH,
that shares several similarities with the model of Oger et al. [3]. Differently from the latter work, however, diffusive
terms borrowed from the δ-SPH scheme were used instead of Riemann terms. Incidentally, we observe that a mass-
constant variant of the δ-ALE-SPH was proposed in Antuono et al. [10] which is equivalent to the δ+-SPH method

f [6]. This suggests a close relation between the ALE approach and the consistent inclusion of PST in SPH models
escribed in [6]. In the present work we refer to the last two classes of schemes as “quasi-Lagrangian” schemes.

In any case, whereas the δ-SPH and its variants (namely, δ-ALE-SPH and δ+-SPH) have received an increasing
ttention on the role played by the diffusive terms in the energy balance, this kind of analysis still lacks for Riemann-
PH schemes and quasi-Lagrangian schemes in general. The aim of the present work is, therefore, to fill this gap by
tudying two different quasi-Lagrangian schemes with Riemann solver and PST. In the ALE framework, we select
he scheme in [10] and replace the diffusive terms with Riemann terms obtained following Parshikov & Medin [13].
he scheme of Antuono et al. [10] is preferred to the Vila’s scheme since the Lagrangian, Riemann and PST parts
re well separated, facilitating the derivation of their related energy contributions. As a second scheme, we consider
he δ+-SPH method in [6] and, similarly to what described previously, the diffusive terms are replaced by the
iemann terms.

From a physical point of view, the evaluation of the energy budget provides useful information about a given
henomenon. As an example, the knowledge of the amount of energy dissipated by the fluid is crucial to study the
amping effect of a sloshing flow inside a tank (see, e.g., [14,15]). From a numerical point of view, it is important
o quantify the numerical energy dissipated by the scheme itself, a topic widely discussed during the last decade
n the SPH community [16–21]. In the present work we follow the approach described in Antuono et al. [16] to
erive the energy balance when a Riemann solver is used. In comparison to that work, here the procedure is much
ore complex because of the presence of the PST terms inside the continuity and momentum equations. To the

uthors’ knowledge this is the first attempt to perform a detailed study of the energy balance when the PST terms
re present. With respect to this, Table 1 provides a quick look at the works in the literature where the analysis
f the energy balance is used. About the specific PST law chosen in this work, we consider the formula proposed
n [22] with an improvement to make it applicable in the presence of fluid impacts.

Finally, the paper is organized as follows. The two quasi-Lagrangian schemes studied in the present paper are
ntroduced in Section 2 and their properties are described. Section 3 is dedicated to the derivation of the energy
alance, in addition to an in-depth analysis of its different components. Finally, the validation and discussion is
erformed in Section 4. The details of the derivation of the energy balance for the quasi-Lagrangian schemes and
ther complex developments are reported in Appendix. Due to the large number of energy terms appearing in this
aper, solid boundaries are excluded from the study.

. Two quasi-Lagrangian SPH schemes with Riemann solver

In this section we describe the structure of the quasi-Lagrangian SPH schemes with the inclusion of an
pproximate Riemann-solver. The idea at the basis of a quasi-Lagrangian SPH scheme is to add a small perturbation
elocity δui to the Lagrangian velocity ui in order to recover an isotropic particle distribution in space. The

erturbation velocity δui is obtained through a Particle Shifting Technique (PST) and, as a consequence, is

2
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Table 1
Summary of the works regarding the energy balance.

Energy terms used to
study physical phenomena

Energy terms used for
validation of SPH schemes

Detailed study on the
energy balance

L
ag

ra
ng

ia
n

−Sloshing
Bulian et al. [23]
Marsh et al. [24]
Bouscasse et al. [14]

−Wave breaking
Marrone et al. [25]
Wei & Dalrymple [26]

−Wave propagation
Meringolo et al. [20]

−Liquid impact
Marrone et al. [27]

−δ-SPH
Antuono et al. [28]
Hammani et al. [29]

−Riemann − S P H
Green et al. [30]
Zhang et al. [31] [32]
Meng et al. [33] [34]

−M P S/I S P H
Khayyer et al. [35]

−F SI
Li et al. [36]
Hermange et al. [19]

−δ-SPH
Antuono et al. [16]
Cercos-Pita et al. [17]
Cercos-Pita et al. [18]
Meringolo et al. [37]

−Riemann − S P H
Cercos-Pita et al. [17]
(only theoretically)
Collé et al. [38]
(only theoretically)

L
ag

ra
ng

ia
n

+
PS

T
in

ad
ve

ct
io

n
eq

ua
tio

n

−δ-SPH
Sun et al. [4]
Michel et al. [22]
Wang et al. [39]

−Riemann − S P H
Michel et al. [22]
Meng et al. [33]

−M P S/I S P H
Khayyer et al. [21]

−Sur f ace tension model
Vergnaud et al. [40]

Sun et al. [4] (δ+
−SPH)

Q
ua

si
-

L
ag

ra
ng

ia
n

−Sloshing
Marrone et al. [41]

−Riemann − S P H
Oger et al. [3]
Collé et al. [38]
Michel et al. [22]
Vergnaud et al. [42]

−δ-SPH
Sun et al. [6]
Antuono et al. [43]

called PST velocity. In this framework, the Arbitrary-Lagrangian–Eulerian formulation (ALE) of the Navier–Stokes
equations is particularly suitable, since δui appears explicitly within the continuity and momentum equations [3,10].
The first SPH scheme described in the present work belongs to the above class of solvers. Conversely, the second
quasi-Lagrangian SPH scheme is built on the work of Sun et al. [6], in which the Navier–Stokes equations are
rearranged by using a material derivative based on the advection velocity ui + δui .

In both schemes the fluid is assumed to be weakly-compressible and barotropic. This means that there exists a
tate function relating the pressure P and the density field ρ. Since the density variations are assumed to be small,

a linear equation of state is used, namely:

P = c2
0 (ρ − ρ0 ) + Pb , (1)

where c0 and ρ0 are the nominal sound speed and density respectively, and Pb a possible background pressure. The
flow is assumed to be weakly-compressible when density variations are small. In practice, density variations smaller
than 1% are ensured by satisfying the following condition:

c0 ≥ 10 max
(

Umax ,
√

(∆p)max/ρ
)

(2)

here Umax and (∆p)max are respectively the maximum fluid velocity and the maximum pressure variation (with
espect to the pressure at the free-surface) expected in the fluid domain (see e.g. [25]). The background pressure is

sually set to zero, except in Section 4.1.1 where an analysis on its influence on the energy balance is provided.

3
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2.1. Quasi-Lagrangian scheme from the ALE framework

The semi-discrete form of the Navier–Stokes equations for a weakly-compressible fluid in a generic ALE
ramework reads:

dxi

dt
= ui + δui

dVi

dt
= Vi ⟨div(ui )⟩ + Vi ⟨div(δui )⟩

d(ρi Vi )
dt

= + Vi ⟨div(ρiδui )⟩

d(ρi Vi ui )
dt

= − Vi ⟨∇Pi ⟩ + ρi Vi f i +Vi ⟨div(Tν
i )⟩ + Vi ⟨div(ρi ui ⊗ δui )⟩

(3)

here xi , ui , Vi , ρi are the position, velocity, volume and density associated to the particle i while Tν
i and f i are

he viscous stress tensor and the volume force. The spatial differential operators appearing in (3) are discretized
sing the same SPH approximation as in [10]:

⟨div(ui )⟩ =

∑
j

(u j − ui ) · ∇i Wi j V j ⟨div(δui )⟩ =

∑
j

(δu j − δui ) · ∇i Wi j V j

⟨∇Pi ⟩ =

∑
j

(Pi + Pj )∇i Wi j V j ⟨div(ρiδui )⟩ =

∑
j

(ρiδui + ρ jδu j ) · ∇i Wi j V j

⟨div(Tν
i )⟩ = µ

∑
j

π
µ

i j ∇i Wi j V j ⟨div(ρi ui ⊗ δui )⟩ =

∑
j

(ρi ui ⊗ δui + ρ j u j ⊗ δu j )∇i Wi j V j

(4)

here W is the kernel (the C2 Wendland kernel [44] is used throughout this paper). Since the scheme is centred in
pace and explicit in time, some kind of stabilization is needed to reduce the occurrence of spurious high-frequency
oise. In particular a Riemann solver is used in the present work. Consequently, the first quasi-Lagrangian scheme
tudied in this paper reads:

QL-ALE scheme

dxi

dt
= ui + δui

dVi

dt
= Vi

∑
j

(
u j − ui

)
· ∇i Wi j V j + ΘV

i,Rie +Vi
∑

j

(
δu j − δui

)
· ∇i Wi j V j

d (Vi ρi )

dt
= 0 + +Vi

∑
j

(
ρi δui + ρ j δu j

)
· ∇i Wi j V j (5)

d (Vi ρi ui )

dt
= Vi ρi f i − Vi

∑
j
(
Pi + Pj

)
∇i Wi j V j  

Lagrangian part

+ Θ
Vρu
i,Rie  

Riemann

+ Π
µ
i

Viscosity

+ Vi
∑

j

(
ρi ui ⊗ δui + ρ j u j ⊗ δu j

)
∇i Wi j V j  

PST part

where Π µ

i = Vi ⟨div(Tν
i )⟩ = Viµ

∑
j π

µ

i j ∇i Wi j V j , µ is the dynamic viscosity and

π
µ

i j = 2(D + 2)
(u j − ui ) · (x j − xi )

∥x j − xi∥
2 with D the spatial dimension. (6)

V
i,Rie and ΘVρu

i,Rie stand for the Riemann terms in the volume and momentum equations respectively. They are
etailed in Section 2.3. Thanks to the anti-symmetric structure of the SPH operators for Vi ⟨div(ρiδui )⟩, Vi ⟨∇Pi ⟩,

Vi ⟨div(ρi ui ⊗ δui )⟩ and ΘVρu
i,Rie both the total mass and the linear momentum are conserved (see also Section 2.3

for details). However, the angular momentum is not strictly conserved [10].
In practical simulations, the use of a quasi-Lagrangian SPH scheme in the ALE framework without any

regularization mechanism can lead to large variations of the volume/mass of isolated particles. To address this
issue, a diffusive term was added in the mass equation in [10], built via a Laplacian operator. Another possibility

to overcome this issue was developed by Sun et al. [6] where, similarly to Adami et al. [45], an alternative material

4
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derivative was introduced, leading to a quasi-Lagrangian SPH scheme in which: (i) particle masses are constant,
(ii) the PST is taken into account within the continuity and momentum equations.

Since the use of Riemann solver is in essence different to the use of explicit diffusive terms, it is not trivial to
odify the mass equation by introducing a diffusive term in a manner compatible with the Riemann solver. By

ontrast, adapting the quasi-Lagrangian scheme of Sun et al. [6] to the use of Riemann solver is straightforward,
s detailed in the following section.

.2. Quasi-Lagrangian scheme with constant masses

As originally pointed by Adami et al. [45], when the particles move with an advection velocity which differs
rom the Lagrangian velocity, the material derivative has to be modified accordingly. As shown in Sun et al. [6], if
he advection velocity is u + δu, then the following relation holds true:

d(•)
dt

=
D(•)
Dt

+ ∇(•) · δu, where
D(•)
Dt

is the Lagrangian material derivative. (7)

ifferently from [45] (where the Eq. (7) was applied to the momentum equation exclusively while the density
as computed through a summation ρi = mi

∑
j Wi j where mi indicates the particle mass), in Sun et al. [6] the

odified material derivative was applied to both the continuity and momentum equations, leading to the following
emi-discrete form:

dxi

dt
= ui + δui

dVi

dt
= Vi ⟨div(ui )⟩ + Vi ⟨div(δui )⟩ −

Vi

ρi
⟨div(ρiδui )⟩

d(ρi Vi )
dt

= 0

d(Viρi ui )
dt

= −Vi ⟨∇Pi ⟩ + ρi Vi f i +Vi ⟨div(Tν
i )⟩ + Vi ⟨div(ρi ui ⊗ δui )⟩ − Vi ui ⟨div(ρiδui )⟩

(8)

here, differently from Sun et al. [6], the equations are written here in terms of dVi
dt and d(Vi ρi ui )

dt in analogy with
the ALE system (3). Finally, using the spatial differential operators in (4), the following scheme is obtained:

QL-MassCons scheme

dxi

dt
= ui + δui

dVi

dt
= Vi

∑
j

(
u j − ui

)
· ∇i Wi j V j + ΘV

i,Rie +Vi
∑

j

[(
δu j − δui

)
−

ρi δui + ρ j δu j

ρi

]
· ∇i Wi j V j

d (Vi ρi )

dt
= 0 (9)

d (Vi ρi ui )

dt
= Vi ρi f i − Vi

∑
j
(
Pi + Pj

)
∇i Wi j V j  

Lagrangian part

+Θ
Vρu
i,Rie  

Riemann

+ Π
µ
i

Viscosity

+ Vi
∑

j

(
ρi ui ⊗ δui + ρ j u j ⊗ δu j

)
∇i Wi j V j  

PST part

where ΘV
i,Rie, ΘVρu

i,Rie, and Π µ

i are identical to those in the QL-ALE scheme (5). Note that, similarly to [6,45],
the term Vi ui ⟨div(ρiδui )⟩ appearing in the momentum equation of (8) is not discretized, since it is negligible in
omparison to the other terms. This simplification, though small, leads to the loss of the Galilean invariance of the
cheme. In any case, this aspect is not inspected here and is left to future studies. Incidentally, we observe that,
imilarly to the QL-ALE model, the QL-MassCons scheme does not strictly preserve angular momentum while it

preserves mass and linear momentum.

2.3. Riemann solvers in SPH

The use of Riemann solvers in the SPH context is commonly discussed in the literature (see e.g.

[3,12,30,31,46–49]). It consists of three main parts: (i) the introduction of the Riemann problem solutions within

5
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the SPH scheme, (ii) the reconstruction of the left and right states φL and φR , and (iii) the choice of the specific
Riemann solver.

2.3.1. How to introduce Riemann problem solutions within an SPH scheme
Vila [9] and Parshikov [50] (see also Parshikov & Medin [13]) presented almost simultaneously two different

Riemann-based SPH schemes. Vila [9] introduced this formalism through mass and momentum fluxes within an
ALE framework. Because of this structure, this technique implies mass exchanges even in its Lagrangian version
(i.e. even when δu = 0). Conversely, a purely Lagrangian SPH scheme with no mass fluxes was adopted by
Parshikov [50]. Furthermore, in the Vila’s formalism, a strict separation of the Riemann and PST parts (as done
for the QL-ALE and QL-MassCons schemes in Sections 2.1 and 2.2) is hard to obtain, while it comes naturally
when the Parshikov technique is used. For these reasons, in the present paper the latter technique is preferred. It
consists in isolating the arithmetic means (ui + u j )/2 and (Pi + Pj )/2 inside the divergence and gradient operators
respectively and in replacing them by the Riemann problem solutions uE and PE , as:∑

j

(
u j − ui

)
· ∇i Wi j V j =

∑
j

2
(

u j + ui

2
− ui

)
· ∇i Wi j V j ≈

∑
j

2 (uE − ui ) · ∇i Wi j V j , (10)

∑
j

(
Pi + Pj

)
∇i Wi j V j =

∑
j

2
(

Pi + Pj

2

)
∇i Wi j V j ≈

∑
j

2PE∇i Wi j V j . (11)

rom the expressions above, it comes

ΘV
i,Rie = Vi

∑
j

θV
i j,Rie · ∇i Wi j V j with θV

i j,Rie = 2uE −
(
ui + u j

)
(12)

nd

ΘVρu
i,Rie = − Vi

∑
j

θ
Vρu
i j,Rie∇i Wi j V j with θ

Vρu
i j,Rie = 2PE −

(
Pi + P j

)
(13)

s introduced in Eqs. (5) and (9).

.3.2. Left and right states of the Riemann problem
Among the large number of reconstruction schemes available in the literature, the method chosen in the present

tudy is widely inspired from [51], where the work initially proposed by Van Leer [52] was adapted to the SPH
ethod. Precisely, supposing that the i − j interface is located at xi j = 0.5(xi + x j ), the determination of the left

tate φL of the Riemann problem first consists in computing two slopes ∆φ1 and ∆φ2:

∆φ1 =
φ j − φi

∥x j − xi ∥
and ∆φ2 = ∇

Lφi
x j − xi

∥x j − xi ∥
, (14)

where

∇Lφi = Li
∑

j

(
φ j − φi

)
∇i Wi j V j with Li =

⎡⎣∑
j

(
x j − xi

)
⊗ ∇i Wi j V j

⎤⎦−1

(15)

Then, the following slope limiter is used:

∆φ =

⎧⎨⎩
2∆φ1∆φ2

∆φ1 + ∆φ2
if ∆φ2∆φ1 > 0

0 otherwise.
(16)

Finally, the left state is defined as:

φL = φi + 0.5∆φ∥x j − xi∥, (17)

and a similar procedure is used to compute the right state φ .
R

6
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2.3.3. Riemann solver
Finally, the numerical flux within the particle interaction is obtained through a specific Riemann solver which can

e exact or approximate. In the present paper, the approximate Riemann solver usually named Primitive Variable
iemann Solver (PVRS) (see e.g. [53]) is used, since it provides results that are very close to those predicted by

the exact Riemann solver, but at a lower computational cost. Note that in the present work, the considered primitive
variables are ρ and u, the related pressure P being determined through Eq. (1). Since a constant speed of sound is
imposed by (1), i.e. cL = cR = c0, the Riemann problem solutions read:

uE =
ρRc0u R + ρLc0uL − PR + PL

ρRc0 + ρLc0

x j − xi

∥x j − xi∥
, (18)

PE =
ρR PL + ρL PR − ρRρLc0 (u R − uL)

ρR + ρL
. (19)

Assuming the fluid to be weakly-compressible and the flow fields and the particle distribution to be regular, the
above expressions allow for an analysis of the convergence of the Riemann terms. As shown in Appendix D, we
prove the following leading-order contributions:

ΘV
i,Rie

Vi
= −

3
8

R2 α∆ (∇ · u) +
1

c0ρ0

R3

16
β ∆2 P + O

(
R4) ,

ΘVρu
i,Rie

Vi
= +

3
8

R2 α ∇ (∆P) − ρ0 c0
R3

120
γ
[
∆2u + 4 ∇ (∆ (∇ · u))

]
+ O

(
R4) ,

where α, β and γ are positive dimensionless constant (defined in the Appendix D) and R is the radius of the kernel
function. The above expressions guarantee that, under the hypothesis discussed above, both the Riemann terms
behave as diffusive terms, and are O(R2). This suggests some analogies between the inclusion of Riemann solvers
in the SPH framework and the use of the diffusive term of the δ-SPH [28], as already observed in Green et al. [30].
In any case, this topic is left to future studies.

2.4. Particle Shifting Technique

In the present work the PST derived in [22] is used. This choice is motivated by the fact that the related shifting
velocity satisfies the condition δui = O(∆x). Nevertheless, two modifications are brought with respect to [22]. The
first modification regards the computation of the vector pointing towards the zone of low concentration of particles,
hereinafter denoted by −∇Ci , in the region close to the free-surface. In [22], a constant kernel radius was used to
compute this vector in all the fluid domain, implying that in the free-surface region it was always pointing outside
the free-surface. This feature becomes particularly problematic when long duration simulations are considered, as
described in [39]. To avoid this issue, a variable kernel radius is used in the present paper to compute −∇Ci , in
analogy to that proposed in [39]. The second modification is about the limitation of the influence of the PST onto
the variation of ρi . As shown in Appendix C, the leading order terms of the density equation for both the QL-ALE
and QL-MassCons schemes are:

dρi

dt
≈ −ρi

∑
j

(
u j − ui

)
· ∇i Wi j V j  

Lagrangian part

+ 2ρiδui · ∇Γi  
P ST part

. (20)

The additional control is added to limit the term δui · ∇Γi and, therefore, the influence of the PST on the density
variations. This limitation is particularly relevant during fluid impacts, where both δui and ∇Γi can assume large
values (see, for example, [54]).

It is important to highlight that the above-mentioned modifications preserve the properties of the PST proposed
in [22], namely the consistency, the Galilean invariance, the local rotation invariance and the locality of the PST
(i.e. the fact that δui is computed exclusively through local quantities, and therefore it is independent of the global
fluid flow solution). Below, the PST velocity used in this paper is detailed.

The first stage of many PSTs of the literature (see e.g. [2,3,6,22,39]) consists in computing a non-dimensional

vector, say J i , pointing towards zones of low concentration of particles. In the present paper, such a vector is

7
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a

Fig. 1. Radius used to compute the vector pointing towards zones of low concentration of particles, depending on its position regarding
the free-surface. Within the free-surface region – defined as the union of the free-surface particles (blue particles) and the particles inside
the kernel support of at least one free-surface particle (green particles) –, the radius is set as the distance between the particle of interest
and the free-surface (see e.g. i2); if this distance is smaller than ∆x , the radius is set to ∆x (see e.g. i1). For inner fluid particles (red
particles), the radius is set to R (see e.g. i3). (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

computed as:

J i = −Ri (Ri /∆x)3 ∇Ci where ∇Ci =

∑
j∈D∗

i

⎡⎣1 + 0.2

(
W∗

i j

W∗(∆x Ri /R)

)4
⎤⎦∇i W∗

i j V j (21)

nd Ri is the variable kernel radius. In particular, Ri = min
(
R, max

(
∆x, d F S

i

))
where ∆x is the initial particle

distance, d F S
i is the distance between particle i and its closest free-surface particle (detected through the algorithm

in [55]) and W ∗

i is the corresponding kernel function of support D∗

i , as sketched in Fig. 1. The coefficient (Ri/∆x)3

allows for counter-balancing the leading-order term appearing in the truncation error of ∇Ci , and, since Ri = ∆x
for the particles located at the free-surface, it is consistent with the theoretical results obtained for an half-filled
kernel support [22].

In order to ensure the kinematic free-surface condition, J i has to be projected tangentially to the free-surface
region. Following [22], only the tangential component is used for the free-surface particles and for vicinity particles
such that d F S

i ≤ R/2. For vicinity particles for which d F S
i > R/2, the normal component of J i is progressively

authorized, until the inner part of the fluid is reached for which J i is taken as it is. This vector finally reads:

J⊥

i = J i − σ⊥

i (J i · ñi ) ñi , with σ⊥

i = min
[

1, max
(

0,
d F S

i − R
R/2 − R

)]
. (22)

where ñi stands for the normal vector in the free-surface region. Remarkably, since δui ·∇Γi ≈ 0 at the free-surface,
the dynamic free-surface boundary condition is not altered by the PST contribution (see Eq. (20)).

The last step consists in deriving the PST velocity δui . In [22], this is performed through:

δui = J⊥
i min

(
U char

i ;
1
2

R
∆x

U char
i

∥J⊥
i ∥

)
where U char

i = 0.5 max
j

(⏐⏐⏐⏐⏐(u j − ui
)
·

x j − xix j − xi

⏐⏐⏐⏐⏐
)

,

implying δui = O(∆x), and, consequently, δui ·∇Γi = O(1) (see Appendix C). Since |δui · ∇Γi | can assume large
values an additional control is proposed to avoid large density variations as described in Eq. (20). Precisely, the
variation of ρi due to the PST part during one time-step ∆t is limited to ϵρi with ϵ ≪ 0.01. This leads to:

∆t |2ρiδui · ∇Γi | ≤ ϵρi ⇐⇒ |δui · ∇Γi | ≤
ϵ

2∆t
. (23)

Finally, the PST used in the present paper reads:

δui = J⊥

i min
[

min
(

U char
i ;

1
2

R
∆x

U char
i

∥J⊥
∥

)
,

ϵ

2∆t |J⊥
· ∇Γ |

]
, (24)
i i i

8
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where the last term in the right hand side of Eq. (24) stands for the additional limitation with ϵ = 5.10−5 and
R/∆x = 4 (unless otherwise specified). Accordingly to [22], δui is set to 0 for particles with a low numbers of
eighbours (typically in a jet of fluid), since ñi is ill-computed in that case; the corresponding criteria is λi < 0.4
here λi is the minimum eigenvalues of the inverse of the renormalization matrix Li (15).

.5. Time integration

Both schemes are integrated in time through a 4th-order Runge–Kutta scheme, with the following CFL condition:

∆t = min
(

C F Lh
R
c0

, C F Lν

R2

ν

)
(25)

reliminary analysis based on energy considerations led to C F Lh = 0.5 and C F Lν = 0.025 as reasonable values
or the test cases under investigation.

. Energy balance for the QL-ALE and QL-MassCons schemes

The present section is dedicated to the derivation of the energy balance for the two quasi-Lagrangian schemes
ntroduced in Section 2. In the SPH literature a work in this sense was already performed by Antuono et al. [16]
ddressing a purely Lagrangian SPH scheme. The present work presents two major differences with respect to [16]:
i) Riemann solver is used instead of a numerical diffusion in the continuity equation, (ii) quasi-Lagrangian schemes
re considered and, therefore, PST terms appear in the energy balance. Regarding the point (i), a key element is to
ake the Riemann terms explicit, as performed in Section 2. Then, the methodology derived in [16] is extended

o the schemes under investigation in order to study the energy contributions coming from the Riemann solver and
rom the PST.

All the details on the derivation of the energy balance are reported in Appendices A and B, while in this section
nly the final results are reported. For the sake of simplicity, we only consider fluid–fluid interactions and neglect
he presence of solid boundaries. Accordingly, we only consider benchmark cases without solid boundaries and
ostpone the study in presence of solid walls to future works.

The energy balance for the QL-ALE and QL-MassCons schemes reads:

dEk

dt
+

dEC

dt
− Pµ − PRie − Pδu − P f = 0 (26)

where Ek and EC are respectively the kinetic and compressible energies defined as:

Ek =
1
2

∑
i

mi∥ui∥
2 (27)

EC =

∑
i

mi ei where ei =

∫ ρi

ρ0

P(s)
s2 ds (28)

and mi = ρi Vi is the mass of the i th particle. Using Eq. (1), we obtain:

ei = c2
0 log

(
ρi

ρ0

)
−

Pi

ρi
+

Pb

ρ0
. (29)

he power term Pµ is related to the viscous term (identical for the QL-ALE and QL-MassCons schemes) and reads:

Pµ =
µ

2

∑
i

∑
j

π
µ

i j

(
ui − u j

)
· ∇i Wi j Vi V j , with π

µ

i j defined in Eq. (6) (30)

As shown for example in [56], this term is purely dissipative. The power term PRie := Pcont
Rie + Pmom

Rie contains the
ontributions from the Riemann terms where

Pcont
Rie =

1
2

∑∑(
Pj − Pi

)
θV

i j,Rie · ∇i Wi j Vi V j with θV
i j,Rie defined in Eq. (12) (31)
i j

9
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Pmom
Rie =

1
2

∑
i

∑
j

θ
Vρu
i j,Rie

(
ui − u j

)
· ∇i Wi j Vi V j with θ

Vρu
i j,Rie defined in Eq. (13) (32)

his term is identical for the QL-ALE and QL-MassCons schemes. Finally, Pδu := Pcont
δu +Pmom

δu is the power term
elated to the PST terms. This differs between the QL-ALE and QL-MassCons schemes. Specifically:

• for the QL-ALE scheme:

Pcont
δu =

1
2

∑
i

∑
j

[
−(Pi + Pj )

(
δu j − δui

)]
· ∇i Wi j Vi V j + Pm,2

δu (33)

Pmom
δu =

1
2

∑
i

∑
j

(
ui − u j

)
·
[(

ρi ui ⊗ δui + ρ j u j ⊗ δu j
)
∇i Wi j Vi V j

]
+ Pm,1

δu (34)

where Pm,2
δu and Pm,1

δu come from the mass evolution equation of (5) and read:

Pm,1
δu =

1
4

∑
i

∑
j

(
∥u j∥

2
− ∥ui∥

2) (ρiδui + ρ jδu j
)
· ∇i Wi j Vi V j (35)

Pm,2
δu =

1
2

∑
i

∑
j

c2
0 log

(
ρi

ρ j

) (
ρiδui + ρ jδu j

)
· ∇i Wi j Vi V j (36)

• while for the QL-MassCons scheme:

Pcont
δu =

1
2

∑
i

∑
j

[
−(Pi + Pj )

(
δu j − δui

)
+

(
Pi

ρi
−

Pj

ρ j

) (
ρiδui + ρ jδu j

)]
· ∇i Wi j Vi V j (37)

Pmom
δu =

1
2

∑
i

∑
j

(
ui − u j

)
·
[(

ρi ui ⊗ δui + ρ j u j ⊗ δu j
)
∇i Wi j Vi V j

]
(38)

Finally, P f is the power of the external volume force f i , that is P f =
∑

i mi ui · f i . If f i is a conservative
orce, the scheme admits a potential energy as below

Ep = −

∑
i

miΦi with f i = ∇Φi (39)

n such a case, as shown in Appendix A, the energy balance (26) can be rewritten as:

dEk

dt
+

dEC

dt
+

dEp

dt
= Pµ + PRie + Pδu + P f

δu (40)

with

P f
δu = −

∑
i

miδui · f i −

∑
i

dmi

dt
Φi (41)

here the first term on the right hand side of Eq. (41) represents the modification of the potential due to the
rbitrary displacements induced by δui , and the second term (only present with the QL-ALE scheme) represents
he modification of the potential due to the mass variations induced by δui .

From the above derivations it is possible to draw some general discussions about their diffusive nature and
heir consistency (in the sense that their contribution goes to zero when refining the spatial resolution). Regarding
he Riemann term PRie, the diffusive and consistency aspects of ΘV

i,Rie and Θ
Vρu
i,Rie have been studied theoretically

n Section 2.3 under hypotheses of flow field regularity. Nevertheless, during the flow evolution these hypotheses
re not necessarily verified, and it is of paramount importance to check how PRie behaves. This is performed in
ection 4.

As for Pcont
δu , some theoretical findings can be derived. As shown in Appendix C.2, for both the QL-ALE and

L-MassCons schemes the leading-order contribution is

Pcont
δu ≈ 2

∑
Vi Piδui · ∇Γi . (42)
i

10
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We observe that the consistency is strictly related to the consistency of δui itself. Since in the present paper δui

s O(∆x), we expect Pcont
δu = O(1), which is numerically confirmed in Section 4. The second aspect regards the

xisting link between the sign of the pressure field and the sign of Pcont
δu . In fact, like many other PSTs in the

iterature (e.g. [2,3,6]), the one used in the present paper is based on the gradient of the particle concentration.
herefore, the vector δui is approximately parallel to ∇Γi and points in the opposite direction; this mainly happens
hen particle gaps occur, as for example during fluid impacts or at the core of high vorticity regions. This implies

hat the sign of δui · ∇Γi is generally negative and, consequently, the sign of Pcont
δu essentially depends on the sign

f the pressure field. In regions where the pressure field is positive, Pcont
δu is negative and, therefore, represents

dissipation. On the contrary, Pcont
δu becomes positive when the pressure is negative and represents a source of

nergy for the system. The link between dissipation/source of energy and the pressure sign is studied numerically
n Section 4.3. Furthermore, Pcont

δu is not invariant by change of reference pressure. When a background pressure Pb

s considered, a quantity 2Pb
∑

i Viδui ·∇Γi adds to Pcont
δu . This aspect is investigated numerically in Section 4.1.1.

bout the remaining components in Eq. (40), it is impossible to draw considerations a priori on their properties.

. Validation/discussion

The present section is dedicated to the validation of the quasi-Lagrangian schemes described in the previous
ections and to the analysis of the role of the different energy terms. Three test cases are considered here, namely
i) the Taylor–Green flow for a viscous fluid at Re = 1000 and for an inviscid fluid, (ii) a periodic inviscid oscillating
rop under a conservative force field, and (iii) an impact of two patches of inviscid fluid. For each test case under
nvestigation, the following analysis is performed. Firstly, both the QL-ALE and QL-MassCons schemes are validated
ith specific attention to the pressure field and the flow kinematics. The numerical solutions are shown for both

he schemes only when significant differences are observed, the results obtained with the QL-MassCons scheme are
eported otherwise. Then, the different components appearing in the energy balance are studied. Differently from
he energy balance described in Section 3, which is expressed in terms of power contributions, in the present section
he energy balance is written in terms of energy components for the ease of analysis. Thus, the following energy
udget is used:

Ek + Ep + Ec = Wµ + WRie + Wδu (43)

here

Wµ =

∫ t

0
Pµ(τ ) dτ ; WRie =

∫ t

0
PRie(τ ) dτ ; Wδu =

∫ t

0

[
Pδu(τ ) + P f

δu(τ )
]

dτ . (44)

he kinetic, compressible and (when applicable) potential energy, namely Ek , Ec and Ep, are computed through
qs. (27), (28) and (39) respectively, using the state of the fluid at a certain instant, while all the remaining quantities
re integrated in time. This allows for a numerical check on the accuracy of the time integration. According to
q. (43), we require that the variations of the term |Ek + Ep + Ec − Wµ − WRie − Wδu| are negligible in comparison

o its single components.

.1. 2D Taylor–Green vortices

The first test case under investigation is the 2D Taylor–Green vortex flow [57], for which the use of PST is of
undamental importance (see e.g. [2,3]). In particular, it has been shown that for quasi-Lagrangian formulations the
ST can be crucial to avoid a drift of the average pressure field (see e.g. [6,7]). Therefore, it is important to study

he role of the different energy components and, specifically, those due to the PST terms.
The analytical solution in terms of velocity and pressure is given by:

ux = U sin (2πx/L) cos (2πy/L) e(−8π2/Re)tU/L (45)

u y = −U cos (2πx/L) sin (2πy/L) e(−8π2/Re)tU/L (46)

p =
ρ0U 2

2
1
2

[cos (4πx/L) + cos (4πy/L)] e(−16π2/Re)tU/L (47)
11
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Fig. 2. 2D Taylor–Green vortices. Time evolution of the error on the pressure with respect to the analytical pressure p (defined in Eq. (47))
measured using the L∞ norm, for three spatial resolutions. Left: Re = 1000. Right: Re = ∞. Top: QL-MassCons scheme. Bottom: QL-ALE
scheme.

in a periodic domain of size [0, L] × [0, L]. The analytical kinetic energy is Ek(tU/L) = E0
k e(−16π2/Re)tU/L , with

0
k the initial kinetic energy. In order to study the influence of viscous effects on the energy balance the problem
s solved for an inviscid fluid, i.e. Re = ∞, and for a viscous fluid at Re = 1000. The reference scales are the
ength L , the velocity U , the time L/U , the pressure ρ0U 2/2, and the initial kinetic energy E0

k . The nominal sound
peed is taken as c0 = 10U . Particle positions are initialized by using the packing algorithm described in [58] with
slight modification. Specifically, the particle motion is computed through Eq. (24) instead of ∇Γi as originally

roposed in [58].
In Fig. 2 the time evolution of the error on the pressure field in the L∞ norm is shown for the two schemes at

Re = 1000 and Re = ∞. For each case three different resolutions are adopted, namely L/∆x = 100, 200, 400.
In all the simulations, the numerical solution converges towards the analytical solution when refining the spatial
resolution. The error is less than about 5% with respect to the reference pressure for spatial resolutions L/∆x ≥ 200.

In fact, this error is concentrated on a few particles located in flow bifurcation regions (i.e. at the centre of the
fluid domain). In any case satisfactory results are obtained, as displayed in Fig. 3 where the pressure field obtained
with the QL-MassCons scheme at tU/L = 1 with L/∆x = 100 is represented for Re = 1000 (left plot) and
Re = ∞ (right plot); in each plot, the analytical solution is provided on the right hand side of the vertical black
dashed-line.

As observed in Fig. 4 the kinetic energy rapidly tends to the analytical one. For L/∆x ≥ 200, the relative error
with respect to the analytical kinetic energy is smaller than 0.5% at tU/L = 1 for both Re = 1000 and Re = ∞;
the kinetic energy obtained with the QL-ALE scheme is not represented here since the results are very similar (see
for example Fig. 6). The compressible energy Ec is negligible in this case, since the maximum amplitude of the
oscillations of Ec is smaller than 0.02%E0

k .
With respect to the literature, these results are very similar in terms of error on the kinetic energy to those

obtained in [3,22] with the Vila’s scheme.
The energy balance performed in Section 3 allows us to investigate which are the predominant terms involved

in the numerical dissipation process. The results are reported in Fig. 5.
12
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(

Fig. 3. 2D Taylor–Green vortices. Pressure fields obtained at tU/L = 1 with the QL-MassCons scheme for L/∆x = 100 at Re = 1000
left plot) and Re = ∞ (right plot). The analytical solution is provided on the right part of each plot for qualitative comparison purposes.

Fig. 4. 2D Taylor–Green vortices. Time evolution of the kinetic energy obtained with the QL-MassCons scheme with three spatial resolutions
and comparison with the analytical solution e(−16π2/Re)tU/L . Left: Re = 1000. Right: Re = ∞.

At Re = 1000, the dissipation is substantially driven by the viscous term Wµ, as expected. Both the Riemann
and PST energy terms exhibit a purely diffusive contribution and account for about 1% and 0.1%, respectively, of
the total dissipation for the coarsest resolution.

About the PST energy term Wδu, most of its contribution is due to Pcont
δu . This explains the diffusive behaviour of

Wδu, as the PST acts mainly in the bifurcation zones where the pressure is positive (see the discussion in Section 3).
In Fig. 6 the convergence analysis of the different energy terms is reported. For the Riemann term WRie, a 3th-
order convergence is observed. By contrast, Wδu remains almost constant for the three spatial resolutions. Again,
this behaviour is due to the term Pcont

δu and is in accordance with the convergence properties described in Section 3.
Nevertheless, the numerical dissipation induced by the PST is two order of magnitude smaller than the viscous one.
Therefore, one can conclude that the numerical dissipation introduced by the PST is relatively small with respect
to its benefits. This is in agreement with the findings in [3] where it was shown that purely Lagrangian schemes
are more dissipative than quasi-Lagrangian ones.

At Re = ∞, the Riemann and PST energy components behave similarly as at Re = 1000 in terms of consistency,
amount of energy dissipated and diffusive aspect. Remarkably, for each spatial resolution a similar percentage of
energy is dissipated for Re = 1000 and Re = ∞, implying that the energy dissipation due to Riemann and
PST terms in this test case seems independent of the fluid viscosity. More in general, the QL-ALE scheme behaves
similarly to the QL-MassCons, because the variation of the particles’ masses is rather small. This is shown in Fig. 6,
where the energy dissipated by each component (viscosity, Riemann and PST) at tU/L = 1 for the two schemes
at Re = 1000 are reported as a function of the spatial resolution. Similar results are obtained also at Re = ∞.
13
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4

Fig. 5. 2D Taylor–Green vortices. Time evolution of Riemann and PST energy terms (respectively from top to bottom) obtained with the
QL-MassCons scheme with three spatial resolutions. Left: Re = 1000. Right: Re = ∞. For Re = 1000 the viscous energy term is also
plotted.

Fig. 6. 2D Taylor–Green vortices. Energy dissipated at tU/L = 1 by each component with the QL-MassCons and QL-ALE schemes at
Re = 1000, as function of the spatial resolution.

.1.1. Influence of background pressure on the energy terms
In Section 3 it is shown that the term Pcont

δu is not invariant by change of the ambient pressure. To verify this, the
simulations in Section 4.1 are rerun by adding two different values of the background pressure, namely Pb =

1
4ρ0U 2
14
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Fig. 7. 2D Taylor–Green vortices. Time evolution of the kinetic energy Ek (left plot) and the energy term due to the PST within the

continuity equation Wcont
δu =

∫ t

0
Pcont

δu dτ (right plot) obtained with the QL-MassCons scheme at Re = 1000 with L/∆x = 400, for three

different values of the background pressure namely Pb = 0, Pb =
1
4 ρ0U 2 and Pb =

1
2 ρ0U 2.

nd Pb =
1
2ρ0U 2. In the latter case, the pressure is positive overall the fluid domain. In Fig. 7, the kinetic energy

k and the energy term Wcont
δu =

∫ t

0
Pcont

δu dτ are shown for the three different values of Pb at Re = 1000 and

L/∆x = 400. The final value of Ek exhibits a small variation depending on the value of Pb adopted (see the inset
n the left plot). This essentially comes from the difference observed on Wcont

δu (see right plot): as Pb increases, a
roportional increase of Wcont

δu is observed. This confirms the behaviour predicted theoretically in Section 2.4. In
ny case, the difference observed on Ek between Pb = 0 and Pb =

1
2ρ0U 2 is rather small and represents less than

0.5% at tU/L = 1. The results shown here refer to the QL-MassCons scheme, but similar outputs are observed for
the QL-ALE scheme.

4.2. 2D inviscid stretching drop under central conservative forces

The second test case under investigation was developed in [59] and is proposed as Benchmark #1 among
the SPHERIC Benchmark Cases.1 It consists in a periodic oscillating drop of an inviscid fluid under a central
conservative force f i = −Ω2xi where Ω is a reference frequency parameter. Since the mechanical energy must be
conserved, this problem constitutes a test case for studying the different energy components when a free-surface
and a conservative volume force are involved. Furthermore, it is interesting since it is analogous to the non-linear
oscillation of gravity waves [59].

As shown in [59], the analytical solution for an incompressible fluid is:

ux = σ x (48)

u y = −σ y (49)

p = ρ0
(
σ 2

+ Ω2) ( b2a2

b2 + a2

)(
1 −

x2

a2 −
y2

b2

)
(50)

here a and b are, respectively, the semi-major and semi-minor axes of the ellipse and σ has dimension of a
frequency. These obey to the following system of ordinary differential equations:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

da
dt

= σa

db
dt

= −σb

dσ

dt
=
(
Ω2

+ σ 2
) (b2

− a2

b2 + a2

) . (51)

1 www.spheric-sph.org/validation-tests
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Fig. 8. 2D oscillating stretching drop. A sketch of the initial configuration when a = b = Rd along with the initial velocity vectors
(represented in black). The patch evolves periodically in successive elliptical forms of semi-axes a and b (sketched in blue dashed line).
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Since the fluid is assumed as incompressible, the total volume of the fluid is theoretically conserved, implying that
and b are linked by the relation ab = R2

d with Rd the radius of the circle when a = b. The kinetic and potential
energies can be computed analytically as follows:

Ek =

∫
ρ

∥u∥
2

2
dV =

∫
ρσ 2 ∥x∥

2

2
dV = π R2

dρ0σ
2(a2

+ b2)/8 ,

Ep =

∫
ρΩ2 ∥x∥

2

2
dV = π R2

dρ0Ω
2(a2

+ b2)/8

(52)

he mechanical energy Em = Ek + Ep is theoretically conserved with E0
m = π R2

dρ0(Ω2
+ σ 2

0 )R2
d/4 where σ0 is the

alue of σ when a = b. The analytical solution is obtained by resolving numerically (51), prior to the simulations.
he reference scales are the length Rd , the oscillation time T , the reference pressure Pre f = ρ0 R2

d

(
σ 2

0 + Ω2) /2
nd the energy E0

m . The dynamics of the flow is governed by the ratio σ0/Ω .

.2.1. Validation and study of the energy balance for σ0/Ω = 1
In this work, the initial configuration is a circle of centre (0, 0) such that a = b = Rd (see Fig. 8). The particle

ositions are initialized using the packing algorithm described in [58]. The initial velocity and pressure are set
y using σ = σ0 in Eqs. (48)–(50) and a = b = Rd in Eq. (50). The speed of sound c0 is chosen such that
q. (2) is satisfied. Specifically, the expected maximum velocity and pressure variation are determined using the
emi-analytical resolution of (48)–(51), prior to the simulations. The simulations are performed for 10 periods of
scillation of the stretching drop and for three spatial resolutions, namely Rd/∆x = 50, 100, 200.

In Fig. 9 the time evolution of the pressure at two different spatial locations is plotted and compared to the
nalytical solution. A very good agreement is found with both the QL-MassCons and QL-ALE schemes, even for
he coarsest spatial resolution.

The results obtained with the QL-MassCons and QL-ALE schemes in terms of time evolution of the semi-major
xes a are reported in Fig. 10. After 10 oscillations the relative error on a is smaller than 2.5% with respect to the
nalytical solution whatever the spatial resolution used. Numerical convergence is observed for both schemes, with
n error of about 1% for the finest resolution.

In Fig. 11 the pressure field obtained during the last oscillation is represented for Rd/∆x = 50 at two specific
ime instants, namely when the drop is circular (left plot) and for the maximum horizontal elongation (right plot).

he analytical free-surface shape is represented with dashed line for comparison purposes. In addition, on each
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Fig. 9. 2D oscillating stretching drop with σ0/Ω = 1. Time evolution of the pressure obtained with the QL-MassCons scheme (top) and
QL-ALE scheme (bottom). For each scheme, on the left the pressure measured at the centre of fluid domain (x/Rd , y/Rd ) = (0, 0) and at
(x/Rd , y/Rd ) = (0.5; 0) for Rd/∆x = 50 is compared to the analytical solution. On the right, a zoom of the last pressure oscillation at
(x/Rd , y/Rd ) = (0.5, 0) for three spatial resolutions is reported for each scheme. In all the cases Pre f = ρ0 R2

d

(
σ 2

0 + Ω2
)

/2.

plot, the analytical pressure field is shown in the right-hand side of the vertical dashed line, i.e. where x/Rd > 0.
A very good agreement is also obtained in this comparison as only slight discrepancies are observed consequently
to the energy dissipated after ten periods.

Regarding the total energy (top part of Fig. 12), a similar behaviour between the QL-MassCons and QL-ALE
schemes is observed in terms of both convergence rate and absolute errors. In particular, the numerical dissipation
with respect to the analytical solution E0

m is smaller than 2.5% after 10 oscillations for Rd/∆x = 50. This value
is slightly smaller with respect to the results presented in [16]. Furthermore, we observe a periodic pattern within
the signal of the total energy time history. This is a consequence of the fact that the largest part of the numerical
dissipation occurs around the instant when the drop is circular, i.e. around the instants of maximum pressure, pressure
gradients, velocity and velocity gradients.

The energy terms involved in the dissipation process are shown in the middle and bottom parts of Fig. 12.
Similarly to the previous test case, a purely diffusive behaviour is observed for the Riemann term WRie. The PST
term Wδu presents also a diffusive behaviour, except at the beginning of the simulation with the QL-MassCons
scheme for Rd/∆x = 50. The periodic pattern observed on the total energy is, in fact, due to the combination
of the Riemann and PST terms, whose maximum dissipation occurs, in both cases, around the instants where the
drop is circular. Since the maximum pressure and velocity gradients take place at such instants, the Riemann term
WRie presents its maximum dissipation (see Eqs. (31) and (32)). Regarding Wδu, the PST acts more in zone of
high velocity gradient because the magnitude of δui is driven by the maximum relative velocity. In addition, this
corresponds to instants of maximum pressure and, thus, further increases the contribution of Wδu (see Eq. (42)).

About the consistency of the Riemann term, it converges towards 0 when the spatial resolution increases,
with a saturation observed on the convergence order (see the left panel of Fig. 13). It is worth noting that WRie
17
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Fig. 10. 2D oscillating stretching drop with σ0/Ω = 1. Time evolution of the major semi-axes a and comparison to the analytical solution.
Left: comparison between Rd/∆x = 50 and the analytical solution. Right: zoom around the last oscillations for three spatial resolutions.
Top: QL-MassCons scheme. Bottom: QL-ALE scheme.

Fig. 11. 2D oscillating stretching drop with σ0/Ω = 1. Pressure field at t/T ≈ 10 (left plot) and t/T ≈ 9.25 (right plot) with Rd/∆x = 50.
On each plot, the solution obtained with the QL-MassCons scheme is represented on the left part of the black-dashed line whereas the
analytical solution is plotted on the right part of the black-dashed line. The analytical free-surface is also plotted in red dashed line. In all
the cases Pre f = ρ0 R2

d

(
σ 2

0 + Ω2
)

/2. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

behaves slightly differently between the QL-MassCons and QL-ALE schemes, while more pronounced differences
are observed for Wδu (see the right panel of Fig. 13). In particular, the PST term converges towards the value
−0.01E0

m at t/T = 10 for the QL-MassCons scheme, whereas in the QL-ALE scheme Wδu remains close to this
value for all the resolutions (bottom panels of Fig. 12). In fact, the value −0.01E0

m is mainly given by the term
Pcont which is little influenced by the spatial resolution, as predicted by the theory (see Section 3). The variations
δu
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Fig. 12. 2D oscillating stretching drop with σ0/Ω = 1. Time evolution of the total, Riemann, and PST energy terms (from top to bottom)
btained with the QL-MassCons scheme (left) and QL-ALE scheme (right) for three spatial resolutions. The total energy is compared to the
nalytical solution.

round this value are due to Pmom
δu and P f

δu, which behave differently between the QL-MassCons and the QL-ALE
schemes (even though they both converge towards zero). Remarkably, even if Wδu and WRie exhibit different values
between the QL-MassCons and QL-ALE schemes (especially for the coarse resolution), we can observe that (i) their
sum is approximately equal between the two schemes (similarly to the total energy), and (ii) these differences tend
to vanish when the spatial resolution increases. In fact, the differences observed between the two schemes can be
ascribed to non-negligible local mass variations occurring in the QL-ALE scheme due to the action of the PST.

.2.2. Influence of the ratio σ0/Ω
Similarly to [16], in this section we propose a study of the energy components by varying the ratio σ0/Ω . In

this case the spatial resolution is Rd/∆x = 200 (like in [16]) and the numerical results are displayed in Fig. 14.
ote that the analysis is provided only for the QL-MassCons scheme since a similar behaviour is observed using

the QL-ALE scheme.
Regarding the total energy, we observe that the dissipation increases as the dynamics of the case increases (top left

panel in Fig. 14). This is in agreement with the behaviour observed in [16] where a purely Lagrangian formulation
was used. Differently from [16], however, we observe that the present formulations allow for better results when
high values of the ratio σ0/Ω are considered. In fact, for stronger dynamics, larger deformations of the fluid domain
are observed (see, for example, the top right panel of Fig. 14) and the use of a PST becomes crucial to maintain a

uniform particle distribution and a low interpolation error. This behaviour is highlighted in the bottom right panel
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U

Fig. 13. 2D oscillating stretching drop with σ0/Ω = 1. Energy dissipated at t/T = 10 by WRie (left) and Wδu (right) with the QL-MassCons
and QL-ALE schemes, as a function of the spatial resolution.

Fig. 14. 2D oscillating stretching drop with Rd/∆x = 200. Time evolution of the total energy (top left), of the semi-axes a (top right), of
the Riemann energy term (bottom left), and PST energy term (bottom right) obtained with the QL-MassCons scheme for different values of
σ0/Ω . The maximum analytical elongation is plotted in dashed lines in the top right part for comparison purposes.

of Fig. 14 where the energy dissipated by the PST, namely Wδu, increases as σ0/Ω increases, whereas it becomes
negligible for the lowest value. The periodic pattern on the dissipation process is observed in any case, and the
stronger the dynamics, the larger the dissipation around the instant when the fluid is close to its circular form. For
low dynamics, the global dissipation is driven by WRie, whereas Wδu becomes predominant when increasing the
dynamics. In any case, satisfactory results are obtained since only 3% of the total energy is dissipated after 10
oscillations for the strongest dynamics.

4.3. Impact of two inviscid fluid patches in 2D

The third test case under investigation is the normal impact of two identical rectangular inviscid fluid patches of
size [2L , L]. The two patches collide with velocities U and −U respectively (see initial configuration in the first
plot of Fig. 16). The reference length, time and pressure are L , L/U and ρ0c0U respectively, where the notation

= ∥U∥ is used hereinafter. The reference energy is the initial kinetic energy, namely E0
k = 2ρ0L2U 2. This
problem was firstly formulated by [60] for an incompressible fluid; in that work the analytical estimation of the
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Fig. 15. Impact of two identical inviscid fluid patches in 2D. Evolution of the pressure field as obtained through the QL-MassCons scheme
with L/∆x = 200 for three different time instants.

kinetic energy lost during the collision was provided. More recently [27] provided a numerical solution using a
weakly-compressible SPH model.

The particles are initialized on a Cartesian lattice with P = 0, ux = 0 and u y = ±U . The speed of sound is
qual to c0 = 100U as in [27] in order to have maximum density variation of the order of 1%. The test case is
nitialized using a small gap of length 0.08L between the two fluid patches, as displayed in the left plot of Fig. 15,
mplying that the impact takes place theoretically at tU/L = 0.04 (middle plot). After the contact of the two fluid
urfaces, an acoustic wave front propagates in the vertical direction from the contact line towards the free surface
ith intensity of order ρ0c0U . At the same time, a rarefaction wave is reflected by the lateral free surfaces and
oves horizontally towards the centre (middle plot of Fig. 15). After that, the two joint fluid patches experience
deformation stage with a horizontal elongation (right plot of Fig. 15). The acoustic waves keep reflecting on the

eforming free surface as the fluid patch elongates.
From a global viewpoint, a periodic energy transfer from kinetic to compressible energy (and viceversa) occurs

uring the multiple reflections of the acoustic waves. Differently from the incompressible case, the total energy
k + Ec is conserved during the impact. The kinetic energy results from a superposition of a constant component
ssociated to the fluid patch elongation (equal to 50% of the initial kinetic energy and standing for the incompressible
art of the solution as found by [60]) plus an oscillatory perturbation associated to the generated acoustic waves
see [61]).

This benchmark is of interest since it allows (i) investigating the different energy contributions during impacts;
ii) analysing a problem where the compressible energy is not negligible, differently from the previous test cases;
iii) studying a case where the pressure field is alternatively positive and negative in time. The presence of an initial
ap between the fluid patches makes this test case particularly challenging, since the PST can induce an abrupt
article settlement in order to fill the void. In any case, the limitation to the density variation described in Eq. (23)
liminates this issue and allows for simulations that are close to those obtained by using purely Lagrangian schemes
see Fig. 16).

Regarding the kinematics, the results are compared to those obtained in [27] with an incompressible Finite
olume method (LS-FVM): a very good agreement is obtained for both the QL-MassCons and QL-ALE schemes,
s shown in the left plot of Fig. 17. However, a difference is observed between QL-MassCons and QL-ALE schemes
n the particle distribution, as shown in the right part of Fig. 17 where the contour plot of the particle masses is
epicted. For the QL-MassCons scheme the mass field is trivially constant and an isotropic particles distribution in
he impact zone is observed. Conversely, using the QL-ALE scheme, strong variations of local masses are observed
nd this phenomenon also reflects on the particle spatial distribution. More precisely, a mass transfer occurs from
he particles located directly on the contact line (i.e. |y|/L < 0.005) to their neighbour particles. As shown in
he left plot of Fig. 17, the pressure field is little affected by this strong variations of masses, meaning that the
ensity is, however, correctly evaluated. This phenomenon was already observed in the SPH literature: in [7] using
iemann terms within the Vila’s scheme [9], and in [10] where this issue was mitigated by introducing a diffusive

erm within the mass equation.
The time evolution of the total energy is plotted in Fig. 18. During the impact stage (i.e. up to tU/L = 0.05)

e observe that the QL-MassCons and QL-ALE schemes behave similarly to the purely Lagrangian scheme: the
21
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Fig. 16. Impact of two inviscid fluid patches in 2D. Temporal evolution of the pressure at the centre of the domain around the impact stage
for three spatial resolutions. Left: QL-MassCons scheme (solid lines) compared to Lagrangian simulations (dashed lines). Right: QL-ALE
scheme (solid lines) compared to Lagrangian simulations (dashed lines). The purely Lagrangian simulations are obtained using δui = 0
within scheme (9) (or (5) since the two schemes (5) and (9) are equivalent without shifting).

Fig. 17. Impact of two identical inviscid fluid patches in 2D. Left: pressure field obtained at tU/L = 0.207 and L/∆x = 200, and comparison
f the free-surface to the one obtained with LS-FVM [27] (dashed line). The LS-FVM time has been re-scaled for comparison purposes.
ight: mass field obtained tU/L = 0.207 and L/∆x = 200. Top: QL-MassCons scheme. Bottom: QL-ALE scheme.

ame amount of energy is dissipated, and it decreases as the spatial resolution increases. On the contrary, the
uasi-Lagrangian schemes behave differently than the purely Lagrangian scheme, during the elongation stage (i.e.
or tU/L > 0.05). In Lagrangian simulations the energy remained after the impact is progressively dissipated until
t reaches about 50% of the initial total energy. This is caused by the disordered particle distribution occurring in
22
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Fig. 18. Impact of two identical inviscid fluid patches in 2D. Temporal evolution of the total energy Ek + Ec for three spatial resolutions.
Left: QL-MassCons scheme (solid lines) compared to Lagrangian simulations (dashed lines). Right: QL-ALE scheme (solid lines) compared
o Lagrangian simulations (dashed lines).

Fig. 19. Impact of two identical inviscid fluid patches in 2D. Temporal evolution of the kinetic and compressible energies. Top: QL-MassCons
cheme with three spatial resolutions. Bottom: QL-MassCons, QL-ALE and Lagrangian schemes with L/∆x = 200.

purely Lagrangian schemes. On the other hand, the quasi-Lagrangian schemes exhibit a different behaviour: with
the QL-MassCons scheme, thanks to a regular particle distribution (see top-right plot of Fig. 17), the total energy
remains almost constant after the impact for all spatial resolutions; with the QL-ALE scheme, since the particle
distribution is less regular after the impact (see bottom-right plot of Fig. 17), a significant amount of energy is
numerically dissipated at the beginning of the elongation stage.

In fact, the differences observed on the evolution of the total energy are associated only to the dissipation of
the acoustic component of the solution, while the incompressible component of the kinetic energy is unaffected by
both the spatial resolution and the scheme used, as shown in Fig. 19. In any case, as explained in [61], an accurate
modelling of the acoustic wave propagation does not substantially affect the patch elongation and, therefore, is not
crucial unless the focus of the analysis is on compressible effects. This explains why the free-surface shape obtained
with the quasi-Lagrangian schemes matches very well with the results obtained through the incompressible Finite
Volume solution (see Fig. 17).

In Fig. 20 the components responsible for the energy dissipation are plotted. The predominant component is the
Riemann term WRie, for which, once again, a purely diffusive behaviour and consistency are observed. In agreement
with the results displayed in Fig. 18, the largest part of the dissipation occurs during the impact stage. About the PST
term W , this is about one order of magnitude smaller than the Riemann one. For the coarsest spatial resolutions
δu
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Fig. 20. Impact of two identical inviscid fluid patches in 2D. Time evolution of the Riemann (top) and PST (bottom) energy terms obtained
ith the QL-MassCons scheme (left) and QL-ALE scheme (right) for three spatial resolutions. Note that the y-scale presents a difference

of about one order of magnitude between the Riemann and PST terms. This is highlighted by the purple dot-dashed line representing the
same value on all the plots.

Fig. 21. Impact of two inviscid fluid patches in 2D. Left: time evolution of the pressure at the centre of the fluid domain (blue dashed-line)
and of the energy term Wδu (red line) highlighting the link existing between pressure sign and contribution of Wδu; results obtained with
the QL-MassCons scheme with L/∆x = 200. Right: temporal evolution of the Riemann (top) and PST (bottom) energy terms as a function

f the number of neighbours within the kernel support. (For interpretation of the references to color in this figure legend, the reader is
eferred to the web version of this article.)

δu globally exhibits a diffusive behaviour both with the QL-MassCons and QL-ALE schemes. On the contrary,
for the finest resolution (namely, L/∆x = 200) and for tU/L > 0.4, Wδu brings energy to the system. Note that,
in the same time interval the Riemann term WRie increases the amount of dissipated energy counterbalancing the
energy brought by Wδu so that, globally, both schemes exhibit a diffusive behaviour.

As explained in Section 3, the behaviour of Wδu is due to the alternative positive/negative pressure values caused
by the generation and propagation of acoustic waves. As shown in the left plot of Fig. 21, Wδu represents a
dissipation when the pressure is positive, while when the pressure is negative it corresponds to a source of energy.
The phenomenon is unbalanced, since the energy brought when the pressure is negative is on average higher than the
energy dissipated when the pressure is positive. This may appear odd but is not. Indeed, in regions where the pressure
24
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is negative, the tensile instability is expected to occur and generate voids and disordered particle distributions inside
the computational domain. The PST counteracts the tensile instability effect in order to maintain an ordered particle
distribution and, therefore, it provides an additional amount of work to the system. The growth in magnitude of
the acoustic waves as a consequence of the increase of the spatial resolution motivates the behaviour of Wδu for
L/∆x = 200.

This phenomenon can be significantly attenuated by increasing the number of neighbours within the kernel
support, i.e. reducing the discretization error inherent in the SPH method according to [62]. As shown in the right
plot of Fig. 21, the use of a larger number of neighbours within the kernel support implies that (i) the energy brought
by Wδu is attenuated and (ii) the extra-dissipation observed on the Riemann term WRie diminishes, eventually
allowing for a better conservation of the total energy during the elongation stage. This applies for both QL-MassCons
and QL-ALE schemes.

5. Conclusion

In the present paper we considered two quasi-Lagrangian SPH schemes which retain the same structure of the
models described in [6,10] but include Riemann solvers [13] in place of diffusive terms. The theoretical derivation of
the energy balance is provided and the energy contribution of each term appearing in the schemes is well identified.
Two major novelties are provided with respect to the literature. On the one hand, the energy contribution provided
by Riemann solvers is clearly identified, similarly to what already performed for explicit diffusive terms [16,37].
The energy contribution of the adopted Riemann solver exhibits (i) a purely diffusive behaviour and (ii) consistency,
the convergence order depending on the test case under investigation. On the other hand, the energy contribution
related to the terms that include the shifting velocity is studied both theoretically and numerically. In particular,
some theoretical observations are drawn about the link between the PST terms and the sign of the pressure field.
These findings are confirmed by the numerical simulations. Specifically, the PST energy term exhibits a global
diffusive behaviour, except when strong negative pressure is observed, and a saturation of the convergence rate
when increasing the spatial resolution. In fact, accurate results are found with respect to the reference solutions
since, in any case, the PST energy terms give a negligible contribution with respect to the mechanical energy of
the system. The differences between the two quasi-Lagrangian formulations are generally small, and mainly occur
when large local mass variations are observed.

While the numerical analysis is performed for a specific Riemann solver and a specific PST, the energy
balance is written in a manner that can be easily generalized. Specifically, it could be used for comparing
different regularization techniques from the standpoint of the energy contribution, for both quasi-Lagrangian and
purely Lagrangian formulations. Similarly, different PST strategies can be compared. Furthermore, the theoretical
conclusions drawn here constitute a basis for future improvements on the PST itself, specifically in order to obtain
the full theoretical and numerical consistency of the PST energy term. Finally, the methodology introduced in the
present paper for the derivation of the energy balance can be further extended when other physical effects are
considered, like the surface tension, or when other numerical tools are introduced.
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Appendix A. Energy balance for the QL-ALE scheme: details of computation

Before proceeding to the derivation of the energy balance for the QL-ALE scheme, we briefly recall some
basic properties that are used later on to derive the energy contributions. As shown below, many terms of the
energy balance are expressed through double summations on the same set of fluid particles (i.e. no solid boundaries
are considered). As a consequence, inside these double summations all the anti-symmetric terms with respect to
the permutation of the particle indices cancel out exactly, and only the symmetric terms remain. To isolate the
symmetric and anti-symmetric contributions, we will use the decompositions ui = (ui − u j )/2 + (ui + u j )/2,
Pi = (Pi − Pj )/2 + (Pi + Pj )/2 and the fact that the kernel gradient is anti-symmetric.

The first step to obtain the energy balance is achieved by computing the dot product between the momentum
equation in the system (3) and the Lagrangian velocity ui and, then, summing all over the particles. We find:∑

i

ui ·
d(mi ui )

dt
= −

∑
i

Vi ui ·

∑
j

(Pi + Pj )∇i Wi j V j +

∑
i

mi ui · f i +

∑
i

ui · ΘVρu
i,Rie

+

∑
i

ui · Π µ

i +

∑
i

Vi ui ·

∑
j

(
ρi ui ⊗ δui + ρ j u j ⊗ δu j

)
∇i Wi j V j

here mi = ρi Vi is used. First, we observe that:

ui ·
d(mi ui )

dt
=

d
dt

(
mi

∥ui∥
2

2

)
+

∥ui∥
2

2
dmi

dt
. (A.1)

Substituting the above identity in the equation of the energy balance, we obtain:

dEk

dt
=

1⃝  
−

∑
i

Vi ui ·

∑
j

(Pi + Pj )∇i Wi j V j +

2⃝  ∑
i

mi ui · f i +

3⃝  ∑
i

ui · ΘVρu
i,Rie +

4⃝  ∑
i

ui · Π µ

i

+

∑
i

Vi ui ·

∑
j

(
ρi ui ⊗ δui + ρ j u j ⊗ δu j

)
∇i Wi j V j  

5⃝

−

∑
i

∥ui∥
2

2
dmi

dt  
6⃝

where Ek is the kinetic energy while the term 2⃝ is the contribution of the external forces noted P f . Using the
expressions (6) and (13) and the symmetry properties of θ

Vρu
i j,Rie and π

µ

i j , the terms 3⃝ and 4⃝ are rearranged to give
he expressions (30) and (32) respectively. Similarly, the term 5⃝ easily reduces to Eq. (34). About the term 6⃝, the
ime derivative of the particle mass is expressed through the third equation in the system (3). Applying the usual
ymmetry properties, we find the following expression:

6⃝ = −

∑
i

∥ui∥
2

2
Vi

∑
(ρiδui + ρ jδu j ) · ∇i Wi j V j = −

∑
i

∑
j

∥ui∥
2
− ∥u j∥

2

4
(ρiδui + ρ jδu j ) · ∇i Wi j V j V j

hat corresponds to Eq. (35). Collecting all the above results together, we obtain:

dEk

dt
=

1⃝  
−

∑
i

Vi ui ·

∑
j

(Pi + Pj )∇i Wi j V j +P f + Pmom
Rie + Pµ + Pmom

δu + Pm,1
δu (A.2)

he rearrangement of the term 1⃝ is more complex and is described below. Using the decomposition of the velocity
nd pressure fields in their symmetric and anti-symmetric parts and neglecting all the anti-symmetric terms, we
nd:

1⃝ = −

∑
i

∑
j

Vi V j (Pj + Pi )
(ui − u j )

2
· ∇i Wi j −

∑
i

∑
j

Vi V j (Pj + Pi )
(ui + u j )

2
· ∇i Wi j  

= 0 (anti-symmetric argument)

= −

∑∑
Vi V j

[
2Pi − (Pi − Pj )

] (ui − u j )
2

· ∇i Wi j
i j
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s
c
v
E
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= −

∑
i

∑
j

Vi V j Pi (ui − u j ) · ∇i Wi j +

∑
i

∑
j

Vi V j (Pi − Pj )
(ui − u j )

2
· ∇i Wi j  

= 0 (anti-symmetric argument)

=

∑
i

Pi Vi

∑
j

(u j − ui ) · ∇i Wi j V j =

∑
i

Pi

⎡⎣dVi

dt
− ΘV

i,Rie − Vi

∑
j

(δu j − δui ) · ∇i Wi j V j

⎤⎦ (A.3)

here the last equality is obtained by substituting the continuity equation of the system (3) (namely, the second
quation of the system). Since Vi = mi/ρi , the first term in the right-hand side is rearranged as follows:∑

i

Pi
dVi

dt
= −

∑
i

mi
Pi

ρ2
i

dρi

dt
+

∑
i

Pi

ρi

dmi

dt
= −

∑
i

mi
dei

dt
+

∑
i

Pi

ρi

dmi

dt
= −

dEC

dt
+

∑
i

(
Pi

ρi
+ ei

)
dmi

dt
.

Substituting the above equality in the expression of 1⃝, we obtain:

1⃝ = −
dEC

dt
+

7⃝  ∑
i

(
Pi

ρi
+ ei

)
dmi

dt

8⃝  
−

∑
i

PiΘ
V
i,Rie

9⃝  
−

∑
i

Pi Vi

∑
j

(δu j − δui ) · ∇i Wi j V j . (A.4)

Using the decomposition in symmetric and anti-symmetric parts, it easy to prove that the terms 8⃝ and 9⃝ correspond
to the expressions (31) and (33) respectively. About the term 7⃝, this contains the specific enthalpy of the particle,
namely hi = Pi/ρi + ei , and the time derivative of the particle mass which is expressed, as usual, through the third
equation in the system (3). Hence, we obtain:

7⃝ =
1
2

∑
i

∑
j

(hi − h j )(ρiδui + ρ jδu j ) · ∇i Wi j V j V j (A.5)

sing the definition of ei in Eq. (29), it easy to prove that the term 7⃝ corresponds to the expression (36). Collecting
n Eq. (A.4) all the above contributions, we obtain:

1⃝ = −
dEC

dt
+ Pm,2

δu + Pcont
Rie + Pcont

δu (A.6)

Finally, substituting this expression in Eq. (A.2), we find the equation of the energy balance for the QL-ALE scheme.
Regarding the term 2⃝, when f i is a conservative force derived from the potential Φi (i.e. f i = ∇Φi ), it is

possible to introduce the potential energy Ep = −
∑

i miΦi . In that case, using Eq. (7), we obtain

d(miΦi )
dt

=
dmi

dt
Φi + mi

dΦi

dt
=

dmi

dt
Φi + mi (ui + δui ) · ∇Φi

and then:

P f :=

∑
i

mi ui · f i = −
dEp

dt
−

dmi

dt
Φi − miδui · f i (A.7)

leading to the energy balance in Eq. (40).

Appendix B. Energy balance for the QL-MassCons scheme: details of computation

For the derivation of the energy balance for the QL-MassCons scheme we apply the same approach described
in the previous section for QL-ALE scheme. In any case, two main differences appear. The first difference regards
the particle masses, which are constant during the evolution. This implies that the terms 6⃝ and 7⃝ of the previous
ection are identically null, as well as the related terms (35) and (36). The second difference regards the PST
ontributions in the volume equation of the system (9). Indeed, these differ from the corresponding part in the
olume equation of the QL-ALE scheme and, consequently, lead to a different contribution in the term 1⃝ of the
q. (A.3) and to a different expression for Pcont

δu [see Eq. (37)]. All the remaining terms are identical to the QL-ALE

cheme.
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u

Incidentally, we highlight a further interesting aspect about the term Pcont

δu of the QL-MassCons model. Summing
p the terms 7⃝ and 9⃝, respectively Pm,2

δu and Pcont
δu of the QL-ALE scheme, we obtain the following expression:

Pcont
δu + Pm,2

δu =
1
2

∑
i

∑
j

[
−(Pi + Pj )

(
δu j − δui

)
+ (hi − h j )

(
ρiδui + ρ jδu j

)]
· ∇i Wi j Vi V j

=
1
2

∑
i

∑
j

[
−(Pi + Pj )

(
δu j − δui

)
+

(
Pi

ρi
−

Pj

ρ j

) (
ρiδui + ρ jδu j

)]
· ∇i Wi j Vi V j

+
1
2

∑
i

∑
j

(ei − e j )
(
ρiδui + ρ jδu j

)
· ∇i Wi j Vi V j (B.1)

whose first contribution in the right-hand side coincides with the term Pcont
δu of the QL-MassCons [see Eq. (37)].

Since Pm,2
δu comes from the mass equation of the QL-ALE scheme, this suggests that a sort of ‘trace’ of the mass

variation is hidden in the QL-MassCons scheme, even though in the latter model mi is constant during the evolution.
Using different words and a different perspective, this suggests that the volume equation of the QL-MassCons
scheme preserves a trace of the variation caused by the evolution of the particles’ masses.

Appendix C. Leading orders in the PST terms

In this section we highlight the leading orders of the PST terms in the continuity equation and in the energy
balance.

C.1. PST in the continuity equation

Volume, density and mass of a generic particle are related through the usual relation mi = ρi Vi . Hence, applying
a time derivative we obtain:

dρi

dt
=

1
Vi

[
dmi

dt
− ρi

dVi

dt

]
, (C.1)

that is used to recover the equation for the evolution of the density (i.e., the continuity equation). After some
algebra, it is simple to show that both the QL-ALE and the QL-MassCons schemes are governed by the same
equation, namely:

dρi

dt
= −ρi

∑
j

(
u j − ui

)
· ∇i Wi j V j − ρi

ΘV
Rie

Vi
+

∑
j

(ρ j − ρi )δu j · ∇i Wi j V j + 2ρiδui · ∇Γi .

where

∇Γi =

∑
j

∇i Wi j V j (C.2)

As shown in the Appendix D, ΘV
Rie/Vi = O(R2) and, therefore, it is negligible in comparison to the other terms.

Similarly, (ρ j − ρi ) is negligible because of the weak-compressibility assumption. Hence, the leading order terms
in the continuity equation are:

dρi

dt
≈ −ρi

∑
j

(
u j − ui

)
· ∇i Wi j V j  

Lagrangian part

+ 2ρiδui · ∇Γi  
P ST part

(C.3)

Some remarks can be drawn for the leading-order PST term in Eq. (C.3):

• in the SPH literature the greatest part of PST velocities satisfy the condition δui ∼ −∇Γi by construction.
This implies that δui · ∇Γi ≲ 0, leading to a negative definite contribution in the density equation.

• when the particle distribution is uniform, ∇Γi ≃ 0 and the last term in the right-hand side of Eq. (C.3) is, in
fact, negligible. On the contrary, if the particle distribution is not uniform, ∇Γi = O(1/∆x) (see, for example,
[62]), while the PST velocity generally satisfies δu = O(∆x). This implies δu · ∇Γ = O(1).
i i i
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C.2. PST in the energy balance

As shown in Appendices A and B, the contribution coming from the PST in the energy balance of the QL-ALE
nd QL-MassCons schemes are slightly different because of the variation of the mass in the former scheme. In both
he cases, however, the leading orders come from the continuity equation because of the presence of contributions
roportional to ∇Γi , while the terms Pmom

δu and Pm,1
δu represent secondary contributions. This is shown below.

Considering the QL-ALE scheme, the overall contribution is given by Eq. (B.1) and can be rearranged as follows:

Pcont
δu + Pm,2

δu =

∑
i

∑
j

(
Piδui − Pjδu j

)
· ∇i Wi j Vi V j

+
1
2

∑
i

∑
j

[
(ρ j − ρi )

(
Pi

ρi
δu j +

Pj

ρ j
δui

)
+ (ei − e j )

(
ρiδui + ρ jδu j

)]
· ∇i Wi j Vi V j .

he last term in the right-hand side plays a minor role, since both (ρ j − ρi ) and (ei − e j ) are small because of
he weak-compressibility assumption. On the contrary, the first term represents the leading-order contribution of the
ST to the energy balance. In fact, substituting (Piδui − Pjδu j ) = 2Piδui − (Piδui + Pjδu j ) and simplifying the
nti-symmetric contribution, we obtain:

Pcont
δu + Pm,2

δu ≈ 2
∑

i

Vi Pi δui · ∇Γi .

he same procedure applies to the QL-MassCons scheme, leading to the same result.

ppendix D. Leading-order expressions for the Riemann term

Here we derive the expansions for the diffusive terms of the Riemann-SPH model at the continuum. Under the
eakly-compressibility assumption, we simplify them by assuming that the variations of the sound velocity and of

he density are negligible, that is cL = cR = c0 and ρL = ρR = ρ0. Then, the expressions (12) and (13) with the
iemann fluxes given by the Eqs. (18) and (19) become:

θV
Rie = −

[(
u′

+ u − uR − uL
)
·

(x′
− x)

∥x′ − x∥
+

PR − PL

ρ0c0

]
(x′

− x)
∥x′ − x∥

(D.1)

θ
Vρu
Rie = −

[ (
P ′

+ P − PR − PL
)

+ ρ0c0 (uR − uL) ·
(x′

− x)
∥x′ − x∥

]
, (D.2)

here the apex indicates the quantities evaluated at x′. We assume that all the fluid fields are sufficiently smooth and
hat there are no boundaries (namely, no kernel truncation). Under this hypothesis, the reconstruction of a generic
uid field f at the mid point between the point x and x′ reads

fL = f +
1
2

∂ f
∂xi

(x′
− x)i , fR = f ′

−
1
2

∂ f ′

∂x ′

i
(x′

− x)i , (D.3)

rom the Eqs. (D.1) and (D.2) we find two different kernels that has to be studied, namely:

N1 = fR − fL , N2 = f ′
+ f − fR − fL , (D.4)

nd from Eq. (D.3), it follows:

N1 = ( f ′
− f ) −

1
2

(
∂ f ′

∂x ′

i
+

∂ f
∂xi

)
(x′

− x)i , N2 =
1
2

(
∂ f ′

∂x ′

i
−

∂ f
∂xi

)
(x′

− x)i .

emarkably, the kernel N1 is exactly the argument of the diffusive term of the δ-SPH (see for example [63]). As a
onsequence, for this case we can use the results shown in the equation (A.8) of [63] and write:

N1 = −
1

12

(
∂3 f

∂xi∂x j∂xk

)
∆i ∆ j ∆k −

1
24

(
∂4 f

∂xi∂x j∂xk∂xl

)
∆i ∆ j ∆k ∆l + O

(
∥∆∥

5) ,
here ∆ = (x′

− x). Conversely, the kernel N2 has the following expansion:

N2 =
1
(

∂2 f
)
∆i ∆ j +

1
(

∂3 f
)
∆i ∆ j ∆k + O

(
∥∆∥

4) , (D.5)

2 ∂xi∂x j 4 ∂xi∂x j∂xk
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When these expansions are substituted inside θV
Rie and, then, in ΘV

i, j,Rie, we obtain:

ΘV
Rie

V0
= −

∫ [(
u′

+ u − uR − uL
)
·

(x′
− x)

∥x′ − x∥

]
(x′

− x)
∥x′ − x∥

· ∇W dV ′
−

∫
(PR − PL )

c0ρ0

(x′
− x)

∥x′ − x∥
· ∇W dV ′

= −
R2

4

(
∂3ui

∂x j∂xk∂xl

)
Mi, j,k,l +

1
c0ρ0

R3

24

(
∂4 P

∂xi∂x j∂xk∂xl

)
Ni, j,k,l + O

(
R4) ,

here V0 is the reference volume (namely, V0 = ∆xn) and:

Mi, j,k,l = −

∫
qi q j qk ql

q
∂W
∂q

dV ′ , Ni, j,k,l = −

∫
qi q j qk ql

∂W
∂q

dV ′ , (D.6)

and q⃗ = (x′
− x)/R, q = ∥q⃗ ∥ and the kernel function is assumed to depend only on q, namely W = W (q). Note

that the leading order terms in the expansions of N1 and N2 cancels out because of the radial symmetry of the
ernel function. Following [64], we decompose the tensors M and N as below:

Mi, j,k,l =
α

2

[
δikδ jl + δilδ jk + δi jδkl

]
, Ni, j,k,l =

β

2

[
δikδ jl + δilδ jk + δi jδkl

]
here

α = −
2
3

∫
q4

i

q
∂W
∂q

dV ′ , β = −
2
3

∫
q4

i
∂W
∂q

dV ′ . (D.7)

Note that both α and β are positive because ∂W/∂q is negative. Using the above results, we obtain:

ΘV
Rie

V0
= −

3 R2

8
α∆ (∇ · u) +

1
c0ρ0

R3

16
β ∆2 P + O

(
R4) , (D.8)

About ΘVρu
Rie , we find:

ΘVρu
Rie

V0
=

∫ (
P ′

+ P − PR − PL
)
∇W dV ′

+ ρ0 c0

∫
(uR − uL ) ·

(x′
− x)

∥x′ − x∥
∇W dV ′

=
R2

8

(
∂3 P

∂x j∂xk∂xl

)
Mi, j,k,l − ρ0 c0

R3

24

(
∂4u j

∂xk∂xl∂xm∂xn

)
Gi, j,k,l,m,n + O

(
R4) ,

where:

Gi, j,k,l,m,n = −

∫
qi q j qk ql qm qn

q2

∂W
∂q

dV ′ . (D.9)

Using the results above and those described in the Appendix D.1 for the tensor G, we obtain:

ΘVρu
Rie

V0
=

3R2

8
α ∇ (∆P) − ρ0 c0

R3

120
γ
[
∆2u + 4 ∇ (∆ (∇ · u))

]
+ O

(
R4) ,

here

γ = −

∫
q6

i

q2

∂W
∂q

dV ′ . (D.10)

D.1. The sixth-order tensor G

Along with γ in Eq. (D.10), we define the following parameters:

η = −

∫ q4
i q2

j

q2

∂W
∂q

dV ′ with i ̸= j , and ξ = −

∫ q2
i q2

j q2
k

q2

∂W
∂q

dV ′ with i ̸= j ̸= k.

To compute the relations among γ , η and ξ we follow the same approach described in [65]. Since the tensor G is
invariant under rigid rotations by definition, we consider a rotation with angle π/4 along the z-axis and write the
following identity:∫

x6

2

∂W
dV ′

=

∫ (
x̂ + ŷ
√

)6 1
2

∂W
dV ′ (D.11)
q ∂q 2 q ∂q
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where the variables with the hat are the coordinates in the rotated frame of reference. Expanding and removing the
odd orders (which cancel out because of the radial symmetry of the kernel function), we obtain γ = 5 η. Then, we
consider a rotation of π/4 along the z-axis and a rotation of π/4 along the y-axis and obtain the following identity:

∫
x6

q2

∂W
∂q

dV ′
=

∫ (
x̂
2

+
ŷ
2

+
ẑ

√
2

)6 1
q2

∂W
∂q

dV ′ , (D.12)

and, expanding and using the relation between γ and η, we obtain γ = 15 ξ .
Now, we consider the following tensor product:(

∂4u j

∂xk∂xl∂xm∂xn

)
Gi, j,k,l,m,n . (D.13)

To simplify the computations, we fix the i th component, that is a specific direction of the coordinates system. In
articular, we choose i = 1 and write all the non-null combinations of the indices. The simplest case is given by:

five times ‘1’ j k l m n coefficient terms

1 1 1 1 1 γ
∂4u
∂x4

Then, we consider:

three times ‘1’, two times ‘2’ j k l m n coefficient terms

permutations of 1 1 1 2 2 η 6
∂4u

∂x2∂y2 + 4
∂4v

∂x3∂y

long with the symmetric case when ‘2’ is replaced by ‘3’. The subsequent case is given by:

one time ‘1’, four times ‘2’ j k l m n coefficient terms

permutations of 1 2 2 2 2 η
∂4u
∂y4 + 4

∂4v

∂x∂y3

long with the symmetric case when ‘2’ is replaced by ‘3’. Finally, we consider:

two times ‘2’ and ‘3’ ( j fixed) k l m n coefficient terms

j=1 fixed, permutations of 2 2 3 3 ξ 6
∂4u

∂y2∂z2

j=2 fixed, permutations of 1 2 3 3 ξ 12
∂4v

∂x∂y∂z2

j=3 fixed, permutations of 1 2 2 3 ξ 12
∂4w

∂x∂y2∂z

Collecting all the contributions together, we find:(
∂4u j

∂xk∂xl∂xm∂xn

)
Gi, j,k,l,m,n = γ

∂4u
∂x4 + 6 η

∂4u
∂x2∂y2 + 4 η

∂4v

∂x3∂y
+ 6 η

∂4u
∂x2∂z2 + 4 η

∂4w

∂x3∂z

+η
∂4u
∂y4 + 4 η

∂4v

∂x∂y3 + η
∂4u
∂z4 + 4 η

∂4w

∂x∂z3 + 6 ξ
∂4u

∂y2∂z2 + 12 ξ
∂4v

∂x∂y∂z2 + 12 ξ
∂4w

∂x∂y2∂z

hich holds true for i = 1. Then, substituting the expression for η and ξ as functions of γ and generalizing for a
eneric i th component, we obtain:(

∂4u j

∂xk∂xl∂xm∂xn

)
Gi, j,k,l,m,n =

γ

5

[
∆2u + 4 ∇ (∆ (∇ · u))

]
.
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